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ABSTRACT OF THE THESIS
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Optical bio-nanosensors are powerful alternatives to conventional analytical techniques because they enable direct, real-time and label-free detection of many biological and chemical substances. Surface enhanced Raman scattering (SERS) spectroscopy is a label-free optical biosensing technique that provides target specific information, enables real-time monitoring of continuous flows and multiplex detection of small volatile molecules. For example, the detection of small molecule metabolites has proved to be crucial in study of microbial activity and early detection of diseases. In the first part of this research, I prepare SERS substrates designed to improve the analytical capabilities of SERS. First, synthesis of uniform Au nanospheres via a kinetically controlled seeded growth method is performed. Second, chemically assembled Au nanoparticle clusters on self-organized templates are characterized as SERS substrates. The enhancement of SERS signals by controlling nanometer gap spacings between plasmonic nanospheres using the length of the chemical cross linker enables detection of various metabolites down to 1 pg.mL⁻¹.

In the second part of this work, I discuss the advantages of using deep learning algorithms for quantification of metabolites. Feed-forward neural networks and 1 D- Convolutional neural
networks are trained on indole and 2-aminoacetophenone SERS spectral data to get robust quantification of concentrations ranging from $1 \text{ pg.mL}^{-1}$ to $1 \text{ mg.mL}^{-1}$. The models are further assessed for future applications of SERS sensors for multianalyte detection in biological fluids.
CHAPTER 1. INTRODUCTION

A biosensor is an analytical device used for detection of molecules, that combines a biological recognition mechanism with a physical transduction technique [1]. They have applications in drug discovery, disease monitoring, detection of disease causing micro-organisms, or biomarkers that are indicators of a disease in biological fluids. An important criterion for biological or chemical sensing is the sensitive detection of trace compounds in complex biological samples. Several techniques have been explored to provide unambiguous identification and precise quantification of these compounds [2].

Optical biosensors are powerful tools for detection and analysis of compounds in vast areas of applications such as health-care, pharmaceuticals and biomedical research. These sensors can perform fast, real-time remote sensing while enabling multiplexed detection of compounds. Optical biosensing can incorporate the following transduction mechanisms: fluorescence based detection, surface plasmon resonance (SPR) and surface enhanced Raman scattering (SERS). Fluorescence involves labeling target molecules with fluorescent tags or dyes; the fluorescence intensity indicates the concentration of target molecules and the strength of the interaction between the target and biorecognition molecules. The limit of detection for proteins in human serum albumin was determined to be 0.3 µg.mL\(^{-1}\)using fluorescence spectroscopy [3]. Although this technique is highly sensitive and selective; the process of labeling is challenging and it interferes with the function of the biomolecules. Quantification becomes difficult due to fluorescence signal bias as the number of fluorophores on each molecule cannot be precisely controlled [4]. In addition, fluorophore labels are susceptible to photobleaching effect. Moreover, these techniques
involve the overlapping of the broad fluorescence peaks, resulting in difficulty in deconvoluting mixtures of signals limiting multiplexed detection [5]. On the other hand, SERS has a narrower spectral width of Raman peaks minimizing their overlapping, hence enabling multiplex detection compared to fluorescence based detection techniques [6].

Surface plasmon resonance is a popular approach that relies on detecting the variation in refractive index (RI) due to biomolecular binding events at metal/dielectric interfaces by observing changes in plasmon coupling angle or wavelength. Typically, a label-free SPR biosensor has a LOD of 10 pg.mL\(^{-1}\) [7]. However, SPR cannot easily discriminate between the target and non-specifically bound molecules [8]. In contrast, SERS can produce highly sensitive molecularly target specific information relative to SPR.

SERS biosensors are used in detection of various biological samples and diseases including different cancers [9], Parkinson’s disease [10] and Alzheimer’s disease [11]. Hence, SERS has emerged as an important label-free optical sensing method for in vitro and in vivo medical diagnostics as it is capable of achieving single sensitivity in highly diluted solutions. The physical mechanisms enabling transduction of molecular signals is discussed in the following sections. However, common challenges in using SERS include (1) creation of SERS active substrates with low limit of detection and sample to sample reproducibility; (2) difficulty in rapid interpretation of the SERS spectra as Raman bands may have low signal to noise. The aim of the project is to address the above two problems by using a hierarchical chemical self-assembly method for fabricating SERS substrates to achieve necessary enhancements for reproducible detection of biological samples and employing machine learning algorithms to robustly quantify concentrations of biological samples down to 1 pg.mL\(^{-1}\) respectively.
1.1. RAMAN SCATTERING

Raman spectroscopy is a powerful spectroscopic technique that provides structural fingerprint of molecules allowing for their identification. It relies on the inelastic scattering of light by vibrational or rotational modes of chemical bonds within the molecule. Raman shifted photons can either be of higher (Anti-stokes) or lower energy (Stokes) from excitation relative to the vibrational energy levels in the ground electronic state (shown in Figure 1.1). The intensity of Raman effect correlates with molecular polarizability during vibrational transitions. Raman spectroscopy requires no special dyes and is mostly a non-destructive and non-contaminating technique [12].

![Figure 1.1. Schematic representation of the energy-levels showing the states involved in Raman spectra.](image)

In Raman spectroscopy, the low cross section for inelastic scattering gives rise to low intensity of measured signal limiting sensitive detection of molecules. This has restricted the use of this spectroscopy techniques in molecular biology. A mechanism that enhances the cross section for
Raman scattering can be observed in the presence of rough metallic nanostructures or nanoparticles. This phenomenon is known as Surface Enhanced Raman Spectroscopy (SERS).

1.2. SURFACE ENHANCED RAMAN SPECTROSCOPY (SERS)

SERS was first observed in 1974 by Fleischman et al. as a large Raman signal from pyridine adsorbed onto roughened silver electrode surfaces [13]. The enhancement of Raman scattering intensities was attributed to electromagnetic (EM) mechanisms and chemical mechanisms (CM) by Jeanmaire and Van Duyne respectively [14]. The two enhancement mechanisms, EM and CM, are considered to account for this phenomenon which can be easily understood by the equation (1.1) for an induced dipole moment μ [15].

\[ \mu = \alpha E \]  

(1.1)

where \( \alpha \) is the polarizability of the molecule, \( E \) is the applied electric field. This signifies that that intensity of Raman scattering is directly proportional to the square of induced dipole moment that can be written as a product of polarizability (CM) and the incident electromagnetic (EM) field intensity as given in the above equation [12].

For molecules chemisorbed on SERS active surface, CM involves establishment of a charge transfer state between the molecule and metal surface, thereby inducing a change in polarizability \( \alpha \) of the molecule. The CM phenomena influences the band positions, Raman modes and SERS intensity for a single crystal surface by the following factors [16]: (1) The orientation of the molecule in relation to the metallic surface affects SERS intensity due to surface selection rules. Raman modes perpendicular to the surface are preferably enhanced. (2) Only Raman modes close
to the vicinity of approximately 10 nm from the metal surface are enhanced significantly. This can be attributed to the evanescent wave or field characteristics of the electric field. (3) Sulfur, nitrogen and oxygen show high affinity to silver and gold. Such chemical groups bind easily to the metal because of which their vibrations are dominant in SERS spectrum. In SERS, while the CM factor accounts for two to three orders of magnitude in enhancement, the largest contribution to SERS cross sections comes from EM enhancement factor [17].

Under the influence of local surface plasmon resonance mode (LSPR), the EM in SERS is greatly enhanced. LSPR is a collective oscillation of conduction band electrons in metal nanoparticles excited by the electromagnetic incident light. The interactions between the light wave and surface electrons in the conduction band of nanoparticles give rise to localized plasmon oscillations with resonant frequency (shown in Figure 1.2) that depends on the nanoparticle size, composition, geometry, environment and gap.

Figure 1.2. Electric field variation in localized surface plasmon of a spherical noble metal nanoparticle.
The large EM effects in SERS occur from excitation of LSPRs when a molecule is adsorbed on the surface of the nanoparticles or is in the vicinity of ‘hot spots’, as they provide amplification of electric field, EM enhancements, in the vicinity of nanostructured surfaces. In other words, the interaction between the electric field of the conduction band of nanoparticles assembled on the substrate with the coulombic field of adsorbent molecules results in distortion of the molecule giving rise to overlapping of the two electric fields in order to increase the effective cross section of inelastic scatter. Hence, EM in SERS is amplified significantly and the fixed Raman signal at detector scales ~ 4 orders of magnitude of the field enhancement [19].

Nanoparticles that support LSPR play a significant role in SERS as these structures contribute $10^4$-$10^6$ to the enhancement factor [18]. The nanoparticles typically include noble metals such as Au and Ag as their energy levels of d-d transitions exhibit plasmon resonance in visible range of spectrum. Although Ag exhibits the sharpest and strongest vibrational bands among all metals, Au is preferred for biological applications due to its biocompatibility and the thiol-gold functionalization for immobilization of various biomolecules [20, 21].

In fact, larger EM enhancements were observed for nanoparticle aggregates in relation to individual nanoparticles. This is because when nanoparticles are brought in close proximity with separation smaller than the wavelength of incident light to form aggregates, the transient dipoles couple and give rise to strong EM fields that interfere coherently in the hot spot regions. And with appropriate tuning of size, shape and material of nanoparticles; the aggregation of the nanoparticles red shifts the resonant wavelength of the coupled particles to near infra-red (NIR), enabling cellular and in vivo SERS applications where the tissue requires minimum absorption of incident light [22].
In metal nanoparticle aggregates, the EM enhancements are confined within nanometer length scale regions near the surface of the particles and decay significantly thereafter. [23]. Studies have shown that the highest SERS enhancement was obtained at hotspots between the nanoparticles with gaps less than 10 nm [24]. In fact, experimental studies for single DNA tethered molecules showed single molecule SERS detection limit when Au nanoparticles were engineered with spacing less than 1nm [25].

The SERS enhancement factor (EF) also strongly depends on conditions such as excitation wavelength and the analyte that is being investigated. This is typically experimentally measured according to equation (1.2) below.

\[
EF = \frac{I_{SERS}/N_{surface}}{I_{RFM}/N_{bulk}}
\]  

Here, \( I_{SERS} \) and \( I_{RFM} \) refer to the Raman signal of SERS and free molecule respectively. \( N_{surface} \) and \( N_{bulk} \) represent the number of molecules that are within the excitation volume of the metal surface and bulk respectively. Generally, very weak vibrational Raman modes, having cross section \( 10^{-31} \) - \( 10^{-21} \) cm\(^2\) molecule\(^{-1}\), can be observed when EF ranges from \( 10^4 \) to \( 10^{12} \) [26].

1.3. **METABOLOMICS**

Metabolomics is a rapidly emerging field that deals with the study of chemical processes involving small molecules also known as metabolites that act as intermediates and products of metabolism in biological cells, tissues or organism. The detection of metabolic pathway in a bioprocess and systematic quantification of metabolites can be crucial in the study of microbial activity and early
detection of diseases [27]. For example, determination of concentrations of 2,3 butanediol metabolites from breath gas can enable early detection of exacerbations of cystic fibrosis [28,29]. Currently, the major tools used for determination of metabolite concentrations are mass spectroscopy (MS) coupled with high-performance liquid chromatography (HPLC) or nuclear magnetic resonance (NMR). However, MS and NMR measurements are expensive, time consuming and destructive for biological samples [39]. A time resolved and alternative approach to monitor metabolite activity investigated here is based on label-free surface enhanced Raman scattering (SERS).

In SERS, the enhancement of vibrational scattering signals of the target molecules occurs due to excitation of localized metal surface plasmon resonance (LSPR) in nearby plasmonic particles as discussed in the prior section. The benefits for metabolite detection using SERS include 1) high sensitivity i.e., effective change in output of the sensor per unit change in the parameter being measured, 2) ‘fingerprinting’ ability to produce distinct spectra from molecules of similar structure, and 3) eliminating the use of expensive reagents and time consuming processing of biological samples unlike other techniques such as immunoassays or polymerase chain reaction (PCR). For dilute or aqueous samples, SERS gives rise to minimal background signal as water has a very small Raman scattering cross-section [5]. Also a single analyte can be identified in one run in SERS as the detection is usually carried out in static configuration, where the analytes are retained on the surface of a thin film.

The biological relevant concentration of metabolites usually ranges from nM to mM levels in biofluids [31, 32]; with modern developments in microfluidics and optical sensing, the high sensitivity and high resolution of SERS enables real-time monitoring of continuous flows and multicomponent analysis in a complex biological system [33]. Hence, the ability to detect
metabolite concentration in clinical samples such as blood and urine using SERS can pave ways towards development of personalized medicine [30].

1.4. SPECTRAL ANALYSIS OF SERS DATA

SERS has the ability to provide a ‘molecular fingerprint’ by investigating the diverse array of vibrations that a single molecule exhibits to differentiate between various molecules. For spectroscopies like these, extensive vibrational information of the analyte is produced. Conventional quantitative SERS spectral analysis is generally carried out with a single vibrational band that omits the rich vibrational information contained in the spectrum and in return, loses the sensitivity when other molecules are present like in the case of complex biological fluids. [34, 35-36]

In recent times, analysis of Raman spectral data is being subjected to a data driven approach using statistical machine learning methods [37, 38]. Machine learning (ML) is a method of data analysis that allows the system to automatically learn with data and become more accurate in predicting outcomes without being explicitly programmed. There are two ways to handle this learning process: supervised learning and unsupervised learning. In supervised learning, the algorithm is fed with pre-defined training data i.e. the training data includes the desired outputs. It is the most mature and studied approach in ML as learning with supervision is easier compared to learning without supervision. Unsupervised learning does not include any training data. The model is fed with unlabeled dataset and is asked to determine on its own on how to cluster or categorize the data.

The ML methods in SERS spectroscopy have been used for identification and quantification of
different chemical compounds. Yet ML models, mainly use quantitative multivariate analysis, particularly, partial least square (PLS) regression. This has been shown to improve quantitative detection in SERS due to its ability to decompose spectra into loading vectors wherein these vectors maximize the variance among different classes (analyte concentrations), while minimizing the variance within each class [36]. However, the disadvantage of PLS is the requirement of large number of variables to distinguish between two or more classes/groups. Alternative methods that use non-linear regression models are to be employed to achieve good prediction accuracy with small number of variables that are responsible for the separation between classes. Therefore, deep learning models are being explored for quantification of analytes using SERS spectral data [40]. All these models require non-trivial preprocessing such as smoothening and baseline correction; also methods such as principal component analysis (PCA) for good prediction accuracy [39].

Deep learning methods use artificial neural networks. Artificial Neural Networks (ANN) is a set of algorithms that is modeled loosely on the human brain [41]. It consists of millions of simple processing nodes or ‘neurons’ that are densely interconnected. Neural networks perform layers of non-linear feature transformations by morphing input data with weighted sums and activation functions into spaces more preferable than classification [42]. There have been various methods proposed for quantitative studies using neural networks such as nanoporous silicon oxide immunosensor with ANN analysis to report quantification differentiation of Hep-B and Hep-C virus in blood [43] and simultaneous quantification of the drug nicotine and its major metabolites cotinine and trans-3’-hydroxycotinine using ANN [44]. Hence, precise multiplex detection of biomolecules is possible for SERS in combination with ANN.
1.5. THESIS ORGANIZATION

Chapter 2 is devoted to understanding the mechanism and preparation of gold nanoparticles via seeded growth method. It introduces fabrication of non-lithographic SERS substrates using electrohydrodynamic flow. Chapter 3 investigates the potential of SERS substrates for detection and quantification of different metabolites at biological relevant concentrations. In chapter 4, the advantages of deep learning for quantitative detection of metabolites are investigated. In addition to comparison of feed forward neural networks and 1 D-convolutional neural networks, the performance of these models are demonstrated for multiplex detection of molecules. Finally, the key factors to build a multi-analyte sensing platform are discussed.
CHAPTER 2. SERS SUBSTRATES PREPARATION

For successfully detecting analytes, it is crucial that we have suitable SERS active substrates. These substrates must have metal surface features to provide high enhancement as well as be reproducible and robust with a good lifetime.

As discussed in Chapter 1, the EM effect in SERS is dependent on the on the nanostructured surface. Here, we use aggregates of metal nanoparticles that was motivated in the previous section. The optical properties are a function of the single particle properties and the aggregate structure. For isolated metal nanoparticles; the material, the particle size and the shape of nanoparticles affects the LSPR frequency. First consider the polarizability of a single metal nanoparticle which can be explained in the electromagnetic model discussed in the following equation (2.1) [45]. The polarizability of a small metal sphere with dielectric function $\varepsilon(\lambda)$ and radius $R$ surrounded by vacuum is given by [46]:

\[
\alpha = \frac{R^3 (\varepsilon_b \omega^2 - \omega_p^2) + i\omega \gamma \varepsilon_b}{[(\varepsilon_b + 3)\omega^2 - \omega_p^2] + i\omega \gamma (\varepsilon_b + 3)}
\]

(2.1)

$\varepsilon_b$ : The contribution of interband transitions to the dielectric function

$\omega_p$ : Metal plasmon resonance frequency

$\gamma$ : Electron scattering rate

Here, the electron scattering rate ($\gamma$) is inversely proportional to the mean free path of the electron and therefore, also inversely proportional to the dc conductivity of the metal. The EM enhancement
is reduced when $\gamma$ is large either due to poor conductivity of the metal or extremely small metal nanofeatures that contribute to significant electron scattering at the metal's surface. Metals whose dielectric properties are modified by interband transitions have high $\epsilon_b$ value that further have wide resonance and low SERS enhancement. Transition metals with low conductivity (high $\gamma$) and high interband contribution to dielectric function (large $\epsilon_b$) have low SERS enhancement. For this reason, noble metal nanoparticles metal nanoparticles with optimum conductivity and interband transition values such as gold and silver are considered to be ideal for our SERS substrates. We have chosen Au nanoparticles for our work as it has attracted considerable interests in its use in biotechnology due to its biocompatibility and strong excitation to the IR region of light [54].

In terms of aggregate structure, the most common SERS active substrates can be classified into three types: [47]

1. Metal nanoparticles in a suspension
2. Metal nanoparticles immobilized onto a solid substrate
3. Nanostructures fabricated directly on solid substrates using nanolithography and template-based synthesis

For metal particle synthesis, relative to preparation of nanorods, nanotriangles and nanostars; nanosphere synthesis is an easy, cheap and a safe method for producing metal nanoparticles. Hence, a kinetically controlled colloidal seeded growth synthesis to achieve Au nanospheres has been introduced in the next section. And we have already determined, higher SERS enhancement is observed for nanoparticle aggregates rather than individual particles where average SERS
signals from nanostructures can be attributed to the number of intrinsic ‘hotspots’ per particle [48]. For these aggregated nanoparticles, fabrication of discrete assemblies at nanoscale dimensions with controlled nanometer gap spacing at high densities over large areas of solid substrates is required. Hence, a cheap and efficient non-lithographic SERS substrate has been introduced in the following sections by hierarchical self-assembly of the Au nanospheres on a diblock copolymer template.

2.1. SYNTHESIS OF GOLD NANOPARTICLES

The preparation of gold nanoparticles can be done via chemical, sonochemical or photochemical synthesis methods. [49] Wet chemical synthesis typically reduces gold ions in a solution, using reducing agents such as sodium citrate, sodium borohydride and hydrazine. Stronger reducing agents like sodium borohydride produce smaller particles whereas weaker reducing agents such as sodium citrate produce larger particles. Hence, the nanoparticle size is controlled by the strength and concentration of the reducing agent [47]. This is because, the reduction in amount of sodium citrate will reduce the amount of citrate ions available for stabilizing the particles which will in fact cause the small particles to aggregate into bigger ones. The chemical reduction method used here for synthesis of gold nanoparticles is commonly known as Turkevich method that uses sodium citrate as its reducing agent [50]. Moreover, Turkevich method is an aqueous synthesis protocol that is eco-friendly.

Surfactants which can be termed as ‘Capping agents’ play a critical role in influencing nanoparticle growth steps. Capping agents such as sodium citrate, cetrimonium bromide (CTAB) and
polyethylene glycol (PEG) bind to the surface of the nanoparticle to prevent agglomeration using repulsive or steric forces. [47,52]. They prevent the metals from forming a continuous phase instead of discrete nanoparticles by forming an adsorption layer on the particle surface. The surfactants also allow controlled growth of nanostructures on crystal planes by stabilizing specific crystal planes to grow a wide variety of nanoparticle shapes such as nanorods, nanospheres, nanowires and nanostars [53]. In our work, sodium citrate functions as both the reducing agent and the surfactant.

Size controlled growth of the nanoparticles involves two mechanisms namely, LaMer growth and aggregative growth [51]. Size growth in LaMer growth occurs via heterogeneous nucleation process on seed or pre-formed nanoparticles. Whereas, the aggregated growth occurs via agglomeration of primary nanoparticles. Lamer growth has been employed in our work where in the nucleation and growth steps determine the size distribution of the nanoparticles. In the seed stage, the metal atoms combine to form clusters known as crystal nuclei. The crystal nuclei, generally known as seeds grow in size to form nanoparticles.

In the previous chapter, it has been shown that the size of the gold nanoparticles can have a significant effect on EM EF. From previous work, the highest EF was observed for particle sizes whose LSPR frequencies are between in between excitation wavelength and the vibrational mode [55]. For example, an optimum gold nanoparticle size for the maximum enhancement was found to be around 50 nm for 647 nm laser [54]. In this thesis, laser excitation, 785 nm was chosen as it eliminates sample fluorescence from organic molecules and it also has low attenuation with water. Hence, a size of ~ 40 nm gold nanoparticles are excited using a 785 nm laser source in this work.
2.1.1. Experiment

**Materials:**

HAuCl₄·3H₂O (99%) and trisodium citrate (99%) were purchased from Sigma Aldrich. Milli-Q water was used in all experiments. All glassware was cleaned with aqua regia, rinsed with acetone, isopropyl alcohol, and deionized water prior to nanoparticle synthesis.

**Synthesis of Au Seeds:**

A solution of 5.5 mL of 60 mM sodium citrate in Milli-Q water (145.5 mL) was heated on a hot plate for 15 min in a 250 mL three-necked round bottom flask under vigorous stirring. A reflux condenser was utilized to prevent the evaporation of the solvent. Once boiling had commenced, 1 ml of HAuCl₄ (25 mM) was injected using a syringe. It was observed that the solution changed from yellow to wine red. Here the resulting particles are coated with negatively charged citrate ions, hence are well suspended in H₂O. [56]

**Seeded Growth of Au NPs of up to 40 nm in Diameter:**

Immediately after the synthesis of Au seeds, the reaction was cooled to 90 °C in the same vessel. Then 1 mL of sodium citrate (60 mM) was injected using a syringe, followed by 1 mL of HAuCl₄ (25 mM) after 2 min. After 30 min, 1 mL of sodium citrate and 1 mL of HAuCl₄ were added similarly. This step was repeated until 40 nm Au NP were obtained which were confirmed using UV- Vis spectroscopy and dynamic light scattering (DLS). Typically, 5-6 growth steps gave us 40 nm Au NP depending on the concentration of each generation of NPs which was approximately the same as the original seed particles (3×10¹² NPs/mL). [50] After cooling, the resulting nanoparticle solution was stored in a brown bottle.
Characterization Techniques:

UV-Vis Spectroscopy: UV-Visible spectra were acquired using Agilent Cary-60 absorption spectrometer. 1 mL of Au NPs was diluted to 10 mL and placed in a disposable cuvette. Spectral analysis was performed in the 300 to 800 nm range at room temperature.

Dynamic Light Scattering (DLS): The particle size of the synthesized NPs was obtained using Malvern Zetasizer ZS Nano DLS. The Au NPs sample (1 mL) was diluted to 10 mL and placed in a disposal plastic cuvette. Automatic measurement duration and 3 such measurements were chosen at a temperature of 25 °C to obtain the average particle size and poly dispersity index (PDI) of our samples.

2.1.2. Results

![Figure 2.1](image.jpg)

Figure 2.1. (a) UV-Vis Absorption spectrum for 40 nm Gold nanoparticles. (b) Resultant size distributions of the colloidal gold nanoparticle solution derived using DLS
Table 2.1. Scattered distribution report of gold nanoparticles using DLS.

<table>
<thead>
<tr>
<th></th>
<th>Z- Ave (nm)</th>
<th>PDI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement 1</td>
<td>38.01</td>
<td>0.231</td>
</tr>
<tr>
<td>Measurement 2</td>
<td>38.24</td>
<td>0.229</td>
</tr>
<tr>
<td>Measurement 3</td>
<td>38.18</td>
<td>0.232</td>
</tr>
</tbody>
</table>

The experimentally measured absorbance by the UV-Vis spectrometer for a particle diameter of 40 ± 7 nm and a particle concentration of 0.16 mg.mL⁻¹ is 526.98 nm as given in Figure 2.1.a. This characteristic absorption spectrum is related to the surface plasmon resonance of the 40 nm nanoparticles. Our result is similar to the peak SPR wavelength of 526 nm for 40 nm spherical gold nanoparticles in [57]. Additionally, the monodispersed gold nanoparticles prepared as colloids, were measured using DLS as shown in Figure 2.1 (b). Analysis of the obtained results indicate that the monodisperse nanoparticles have a size of 40±7 nm with a polydispersity index (PDI) of 0.281. The hydrodynamic diameter of the theoretical sphere that diffuses with an equal speed as that of the measured nanoparticle is measured as the size using this technique. This size is not only associated with the metallic core of the nanoparticles but also the substances adsorbed on the surface of the nanoparticles and the thickness of the electrical double layer, moving along with the particle whose size and effect depends on the substances present in the colloid and surface of the nanoparticle [58].
2.2. FUNCTIONALIZATION OF GOLD NANOPARTICLES

Nanoparticles with diameters of 10-100 nm can be synthesized using the Turkevich method wherein they are capped with citrate ions. Based on the affinity of gold for thiol groups, thiol-containing capping agent is then added for efficient functionalization of the particle surface [59]. This is because the covalently bound self-assembled monolayer (SAM) of lipoic acid play several essential roles, like acting as a stabilizing ligand, preserving the center core and making further functionalization steps possible [60, 61]. In addition, the use of lipoic acid results in stable water-dispersible gold nanoparticles and reduces uncontrolled aggregation in solution [62,63]. In Figure 2.2, it is observed that the endocyclic disulphide molecules efficiently displaces the chloride and the citrate ions physisorbed on the surface of gold nanoparticles. This resulting SAM ensures an electrostatic stabilization of the gold nanoparticles at high pH because lipoic acid is negatively charged and prevents aggregation of gold nanoparticles due to repulsion [64].

Figure 2.2. Schematic representation of lipoic acid functionalized Au NPs [65]
2.2.1. Experiment

The basicity of citrate-stabilized gold solution was centrifuged at 1700 RCF for 30 min and the supernatant was removed and replaced with pH 11 adjusted Deionized water (0.1M of NaOH) as high basicity reinforces static stabilization [66]. 0.1 mM of lipoic acid (0.1 M dissolved in ethanol) was added to 40 nm citrate stabilized gold nanoparticle solution. This lipoic acid functionalized solution was stirred at 500 rpm for at least 24 hours at room temperature. The nanoparticles were then centrifuged at 1700 RCF for 30 min again, after which the supernatant was rinsed with deionized water to ensure sufficient removal of unbound ligand. The nanoparticles were then stored in a brown bottle until use.

2.3. FABRICATION OF NON-LITHOGRAPHIC SERS SUBSTRATES

The development of novel and efficient substrates is a primary focus of research aimed at improving the analytical capabilities of SERS. Conventional methods to produce SERS films make use of top-down lithography techniques such as electron beam lithography, focused ion beam milling and atomic layer deposition to deposit Au nanoparticle aggregate like clusters which exhibit $1-5 \times 10^8$ signal enhancement [67-69]. These top down methods prove to be disadvantageous due to complex, time consuming and expensive processes involved [67]. Previously, self-assembly techniques have been used to grow functionalized gold nanospheres on top of templated block-copolymer substrates achieving an $EF \approx 10^8-10^9$ [70,71]. The diblock copolymers are a low-cost, self-organized chemical template that can be used to form nanoparticles clusters over large areas without the use of lithography and vacuum phase metal depositions [72]. This method can form a uniform layer to achieve substantial signal enhancements over the surface
with the capability to reuse the substrates for small molecules. Our aim is to fabricate SERS active substrates wherein monodisperse, colloidal gold nanoparticle clusters with sub-nanometer interparticle spacing are attached on functionalized diblock copolymer thin films.

Short range driving forces such as electrostatic interactions, van der Waals forces and chemical cross-linking can control the interparticle gap spacing and have the potential to produce controlled architectures from colloidal architectures [70]. Yet, these cross linking methods have difficulty in achieving high yield of Au nanosphere clusters (oligomers) that are dense and uniform. Hence, we follow Thrift et al. method [shown in Figure 2.3] and use induced charged electroosmosis, also known as electrohydrodynamic (EHD) flow which is a longer range driving force that facilitates chemical cross-linking [73,74]. EHD is an electrokinetic method that promotes lateral flow field and close-packing of particles in colloid on the plane of the working electrode under a dc/ac potential in presence of a counter electrode [67]. Here, the EHD flow brings the 40 nm Au nanoparticles together and the anhydride cross-linking yields 0.9 nm gap interparticle spacing.
Figure 2.3. Schematic depicts the EHD attractive forces in a carboxylic acid-functionalized Au nanospheres colloidal solution near a Si substrate self-organized with PS-\textit{b}-PMMA diblock copolymer (working electrode). Inset shows the EHD flow generated from inhomogeneous field at the working electrode surface through polarization of the ‘seed’ monomers, then increasing the probability of nanospheres - nanosphere collisions to immobilize the Au nanoparticles through anhydride bridging. [71]

The two dimensional growth of Au nanosphere oligomers over 1 cm$^2$ area can be achieved via two step seeded growth method where in EHD flow driven oligomer growth of Au nanosphere seeds is followed by chemical cross-linking for uniform gap spacing [70,71].

1. In the first step, carboxylic acid end groups on the Au nanospheres are electrophoretically driven towards a doped Si working electrode coated with a polystyrene (PS)-\textit{b}-poly-(methyl methacrylate) (PMMA) diblock copolymer template. EDC cross-linking chemistry referred to as carbodiimide cross linking chemistry couples the carboxylic acid moieties with amine functionalized PMMA regions, immobilizing nanoparticles via peptide bond formation. These particles serve as monomer seeds for cluster growth.
2. The second step involves the generation of EHD flow to promote oligomer growth using Au nanosphere monomer seeds on the working electrode. The applied field polarizes the monomer seeds that enables the EHD flow to entrain nearby nanospheres towards the source of perturbation (Au seed) in the plane of the electrode, leading to the growth of oligomers. Here, the transient clusters are immobilized due to the close proximity of carboxylic acid groups in the nanospheres through a different carbodiimide cross linking chemistry. The carboxylic acid terminated Au nanospheres form anhydride bridges with one another, ultimately freezing the clusters in place while maintaining a uniform gap spacing of 0.9 nm between the particles.

![Diagram](image)

**Figure 2.4.** Carbodiimide chemistry pathways yield covalent linkages of carboxylic acid functionalized Au nanoparticels to the amine-functionalized surface via paths 1,3 and covalent linkages between nanospheres via path 2. [71]

The mechanism of carbodiimide crosslinking reaction involved in the deposition process is explained in Figure 2.4. Path 1 illustrated and labeled in the figure shows that EDC is used to cross-link carboxylic acid ends of nanospheres and primary amines on PMMA regions. This
mechanism can form oligomers that are aligned with PMMA domains by chemically binding the nanospheres to existing monomers. But carbodiimide cross linking cannot be the driving force for self-organization as electrostatic repulsion between monomers would favor monomers formation on the PMMA domain. Hence, during the deposition process, EDC and s-NHS are used where in EDC reacts with carboxylic acid end groups of nanospheres to form O-acylisourea esters and then to form peptide bonds; S-NHS is added to prevent the formation of N-acylisourea (Path 4) that leads to unreactive nanospheres by consuming reactive o-acylisourea on the surface of nanospheres. But as the concentration of EDC/s-NHS is relatively small, there is also bridging of carboxylate groups on the nanospheres to form anhydride groups (Path 2). In fact, the measured gap spacing between clusters is 0.9 nm in TEM images which is consistent with the length of the anhydride bridge [75]. The formation of anhydride bridges when the carboxylic ends of nanoparticles are brought together lock the transient structures that occur due to EHD flow. The carbodimidde crosslinking of monomers bound to PMMA domains serve as perturbations to the local field and act as nucleation sites to attract close by particles via EHD flow and link them with anhydride bridges to form larger oligomers. EHD flow has the ability to drive oligomerization by forming anhydride bridges between Au nanospheres in such way that uniform gap spacing between the oligomers can be obtained, hence enhancing the optical properties of the substrates.

2.3.1. Experiment

Materials:

Random copolymer poly(styrene-co-methyl-methacrylate)-α-hydroxyl-α-tempo moiety (PS-r-PMMA) (Mn = 7400, 59.6% PS) and diblock copolymer poly(styrene-b-methyl methacrylate) (PS-b-PMMA) (Mn = 170-b-144 kg mol⁻¹) were purchased from Polymer Source, Inc. (Dorval,
Canada), Si(001) wafers with a resistivity of 0.004 ohm-cm were purchased from Virgina Semiconductor (Frederickburg, VA, USa), hydrofluoric acid (HF) was purchased from Fisher Scientific (Pittsburgh, PA, USA). 2-(N-morpholino)ethanesulphonic acid (MES) 0.1 M buffer, 1-ethyl-3-[3-(dimethylamino)propyl]carbodiimide hydrochloride (EDC), and N-hydroxy sulfo succinimide (s-NHS) were purchased from Pierce (Rockford, IL, USA). Dimethyl sulfoxide (DMSO), ethylenediamine, benzenethiol, toluene, ethanol, isopropyl alcohol (IPA), and 52-mesh Pt gauze foil were all purchased from Sigma-Aldrich (St. Louis, MO, USA). Nanopure deionized water (DI) (18.2 MΩ cm⁻¹) was obtained from a Milli-Q Millipore system.

**Nanoantenna Oligomer Substrate Preparation:**

Lamella PS-\(b\)-PMMA block copolymer solution in toluene (1 wt%) is spin coated onto a HF-cleaned, heavily doped Si wafer at 3000 rpm for 45 s and annealed at 198 °C for 72h in vacuum conditions followed by rinsing with toluene. Then PS-\(r\)-PMMA random copolymer solution in toluene (1 wt%) is spin coated onto the Si substrate at 3000 rpm for 45 s and annealed at 198 °C for 72h in vacuum conditions to produce desired diblock polymer coated substrates [64]. The polymer coated substrates are completely immersed in DMSO for 5 min and then transferred to a vial containing ethylenediamine/DMSO solution (5% v/v) and kept immersed in it for 5 min. In this step, the PMMA regions on Si substrate are selectively functionalized with amine end groups. The substrate coated with functionalized copolymer is then washed with IPA and deionised water for 1 min each and dried with nitrogen.

Next, 3 mL of lipoic acid functionalized 50 nm gold nanosphere solution (0.1 mg.mL⁻¹ ) is added to a 10 mL beaker. s-NHS (20 mM) in MES (0.1 M) buffer and EDC (8mM) in MES (0.1 M)
buffer is freshly prepared and 35 μL of each is added to the beaker and swirled. The beaker is then placed on a hot plate and heated to a temperature of 80°C.

The 1cm × 1 cm functionalized copolymer coated Si substrate is placed vertically into the solution with the help of alligator clips to act as an anode. Similarly, 1cm × 1 cm Pt mesh is placed vertically into the solution to act as a cathode provided it is placed 5 mm parallel to the anode. Note that the alligator clips should not touch the Au solution at any cost. A dc regulated power supply is used to apply a voltage of 1.2 V for 10 min. After the first deposition, the substrate and Pt mesh are rinsed with IPA and deionized water for 1 min each and dried with nitrogen. The beaker is washed with acetone, IPA and deionized water thoroughly. The process is then repeated with the same substrate and fresh nanosphere solution for the second deposition but the concentration of EDC and s-NHS is changed to 25 μL here. Two growth steps are necessary to obtain oligomers on resonance at the 785 nm illumination wavelength used for SERS measurements. The second growth step is performed with reduced EDC and S-NHS concentrations to promote anhydride formation.

**Characterization:**

*Scanning Electron Microscopy:*  
After nanoantenna oligomers are assembled onto polymer coated Si substrates, images are collected using Magellan 400 SEM.

*Surface Enhanced Raman Spectroscopy:*  
Raman spectral measurements are acquired using a confocal Renishaw InVia micro Raman with laser excitation 785 nm. To estimate optical uniformity of substrates, the fabricates substrates were
immersed in $10^{-3}$ M BZT solution in IPA for 12 hrs and then rinsed with IPA. The SERS spectral data was collected at 76 $\mu$W with exposure time 0.1 s for mapping and individual spectral acquisitions. All measurements use a 60X water immersion objective with 1.2 NA, immersed in DI water.

2.3.2. Results

![SEM image of Au clusters on SERS substrates](image.png)

![SERS spectrum of $10^{-3}$ M BZT](spectrum.png)

![Normalized SERS intensity map of BZT's 1573 cm$^{-1}$ vibrational band across a 100 $\mu$m x 100 $\mu$m area with RSD of 10.4%](map.png)

Figure 2.5. (a) SEM image of Au clusters on SERS substrates. (b) SERS spectrum of $10^{-3}$ M BZT (c) Normalized SERS intensity map of BZT's 1573 cm$^{-1}$ vibrational band across a 100 $\mu$m x 100 $\mu$m area with RSD of 10.4%. Inset depicts the measured SERS EF mean value of $1.4 \times 10^9$ [77].
The SEM image shown in fig.2.4(a) confirms Au cluster formation on the self-organized SERS substrates after the two-step fabrication process. The most typical vibrational modes for the identification of BZT are 1000 cm\(^{-1}\), 1025 cm\(^{-1}\), 1094 cm\(^{-1}\) and 1586 cm\(^{-1}\) which can be observed in Figure 2.5(b) [77]. The nanoantenna samples were immersed in BZT wherein the characteristic thiol-Au interactions helped verify the uniformity of 40 nm EHD assembly on polymer based substrates. A 100 \(\mu\)m \(\times\) 100 \(\mu\)m SERS intensity map at BZT vibrational band, 1573 cm\(^{-1}\) was studied to get a relative standard deviation (RSD) of 10.4 % across the mapped area [76]. The inset picture (Figure 2.4(c)) shows an average SERS EF value of \(1.4 \times 10^{9}\). The low signal deviation is a result of the seeded growth oligomerization and optimized temperature, polymer template and EHD flow. This uniformity enables statistical analysis for quantitative molecular detection through acquisition of large datasets.
CHAPTER 3. SENSOR CHARACTERIZATION

3.1. DETECTION OF METABOLITES

Metabolomics is the study of small molecules, commonly known as metabolites, within cells, tissues, organisms or biofluids. The metabolic analytes are composed of chemically diverse compounds like amino acids, lipids, sugars and nucleic acid which are typically the end products of gene expression or protein activity [78]. A change in metabolic profiles occurs in a number of key disease related or other cellular pathways, hence their identification and spatial distribution within a biological system is beneficial to gain information related to the current disease or the therapeutic status [79]. In metabolomics, analytical methods such as mass spectroscopy and nuclear magnetic resonance have been employed to investigate the phenotypic properties of biological systems that allows the understanding of the organization of gene functions, the effect of nutrient environment, and the role of cell interaction in multicellular organism. [80, 81]. Recent developments include detection and quantification of breast cancer phenotypic markers expressed on cell surfaces using surface enhanced Raman spectroscopy (SERS) [82]. SERS has proven to be a rapid and extremely sensitive technique for accurate identification and quantification of small biomolecules in complex biofluids. In fact, this fingerprinting technology is most sensitive for short aromatic molecules on metal substrates [83].

SERS has potential for diverse applications that require the ability to detect specific types of metabolites. Detection of heterocyclic compounds like benzoxazole that exhibit antimicrobial, antiviral and chemotherapeutic activities has proved to be important because nosocomial infections
associated with catheters and other medical implants, caused by bacteria such as *Staphylococcus aureus* and *Staphylococcus epidermis* can be prevented [88]. Also, 2- Mercaptobenzoxazole (2-MBO), a benzoxazole derivative is an important bacteriostatic and fungicidal regulator in plant growth that can act as a corrosion inhibitor due to its coordination with transition metal ions [89].

Production of several *Pseudomonas aeruginosa (PA)* bacteria virulence factors and biofilm formation is coordinated by cell density monitoring mechanism called as quorum sensing [85]. 2-Aminoacetophenone, a secondary metabolite and quorum sensing volatile molecule of *PA* can be detected in the breath of cystic fibrosis (CF) patients using SERS [84]. Similarly, indole that is typically produced by *Escherichia coli* has also been identified as an ‘quorum sensing’ signal. Indole is a metabolite of amino acid tryptophan and is an important phenotypic characteristic that has been used to differentiate, identify, and diagnose enteric bacterial infections [86, 87].

In addition, the detection and removal of organic compounds such as o-cresol in aqueous solutions is crucial as they are detrimental to various species. Bio-sorption, an unconventional technique uses biofilms such as *Arthrobacter viscosus* to remove such organic compounds from aqueous solutions [90]. Keeping these applications in mind, in order to check the capacity of the prepared gold nanoparticles array substrates, the SERS spectra of various biomolecules such as benzoxazole, 2- merceptobenzoxazole, o-cresol, indole and 2- aminoacetophenone were analyzed.
Table 3.1. Chemical structure of metabolites chosen for SERS analysis

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benzoxazole</td>
<td><img src="structure.png" alt="Benzoxazole Structure" /></td>
</tr>
<tr>
<td>2- Mercaptobenzoxazole (2-MBO)</td>
<td><img src="structure.png" alt="2-Mercaptobenzoxazole Structure" /></td>
</tr>
<tr>
<td>o-Cresol</td>
<td><img src="structure.png" alt="o-Cresol Structure" /></td>
</tr>
<tr>
<td>Indole</td>
<td><img src="structure.png" alt="Indole Structure" /></td>
</tr>
<tr>
<td>2’- Aminoacetophenone (2-AAP)</td>
<td><img src="structure.png" alt="2-Aminoacetophenone Structure" /></td>
</tr>
</tbody>
</table>

3.1.1. Experiment

*Substrate Preparation:*

The SERS substrates are soaked overnight in 5 different vials containing 1 $\mu$g.mL$^{-1}$ solution of benzoxazole, 2- aminoacetophenone, indole, 2- mercaptobenzoxazole and o-cresol. The substrates are cleaned with IPA and DI water for 1 minute and dried with nitrogen before
every measurement. One substrate was used per set of 1 µg.mL⁻¹ metabolite measurement.

**Spectroscopic Measurements and Procedure:**

The SERS enhancement studies is then conducted using Renishaw InVia Raman microscope. Laser wavelength of 785 nm gives maximum electric field enhancement for nanoparticles with 1 nm gap spacing [76]. A 60X water immersion objective with 1.2 NA is chosen for illumination and collection of data. Approximately 1.5 µl of water droplet is transferred onto the SERS substrate and the spectral measurements are acquired for laser power= 7.3 µW and exposure time= 0.5 s.

**Spectral Data Processing:**

Data processing was performed using MATLAB R2016b (The MathWorks Inc, Natrick, MA) wherein each spectral acquisition is subjected to baseline correction, Savitzky-Golay smoothing, and normalization to average intensity of Si second-order vibrational band (920 – 1045 cm⁻¹), from the substrate. Hence, even if slight intensity variations arise due to shifts in optical collection in the experimental setup, this normalization enables comparison of different samples.
3.1.2. Results

![Figure 3.1. SERS spectrum of 1 μg.mL⁻¹ of (a) Benzoxazole (b) 2-MBO (c) o-Cresol (d) Indole (e) 2-AAP](image)

In benzoxazole [Figure 3.1(a)] and 2-mercaptobenzoxazole [Figure 3.1(b)], Raman bands at 1250 cm⁻¹ and 1432 cm⁻¹ are observed similar to their SERS spectra on silver hydrosols which represent C-H bending, CNC mode and C=C stretching respectively [80, 92, 93]. For indole in Figure 3.1(d), specific Raman vibrational modes of an indole ring are examined where in the two strong Raman bands at 759 cm⁻¹ and 1008 cm⁻¹ are assigned to the indole ring- in phase and out-of-phase breathing modes, respectively [91, 94]. The SERS spectra for o-cresol and 2-AAP have been characterized for the first time which show few distinct and clear Raman bands [3.1(c) and 3.1(e)]
Therefore, we were successfully able to achieve the identification of the above metabolites using the fabricated substrate surfaces.

3.2. CONCENTRATION STUDIES

The quantification of metabolites such as proteins, amino acids and sugars can be crucial in the study of microbial activity and early detection of diseases. This is because well-defined concentrations of metabolites allow specific metabolic pathways in a bioprocess thus defining the function of the cell [95]. As discussed in Chapter 1, the major tools used for determination of metabolite concentrations are MS and NMR but SERS is emerging as a time resolved, non-destructive and alternative approach for quantification of metabolites. For example, SERS has applications in assessing drug concentrations in biological matrix where in the accurate quantitative measurement of drugs and their metabolites can be important to establish long-term abuse of illicit materials and drug dosing for legal therapeutics [96].

The limit of detection (LOD) and quantification range of metabolite concentration changes for different molecules in different environments, but a significant level is in nM range. Here, SERS is capable of providing the required enhancements for detections that enable us to observe molecules at biologically relevant concentration. For example, Pyocyanin, a secondary metabolite of PA which is considered a biomarker for life-threatening Pseudomonas infections can be detected in aqueous solutions by employing SERS to achieve a limit of detection of 0.5 μM [98]. Further work reported on SERS quantification of pyocyanin display clear Raman bands in SERS spectra from 1 μg·mL$^{-1}$ to 100 μg·mL$^{-1}$ in Ag colloids, Ag and Au nanorods and Au nanospheres [76,
As the interest of this work lied in determining the LOD for different molecules in biological media; we measured two metabolites namely, indole and 2-AAP for concentrations as low as 1 pg.mL$^{-1}$.

### 3.2.1. Experiment

**Spectroscopic Measurements and Data Processing:**

SERS measurements were conducted using Renishaw InVia Raman Microscope. A 785 nm laser was used to excite near the plasmon resonance of Au nanoparticle assemblies. In droplet measurements, as mentioned above, a 60× water immersion objective with 1.2 NA is used for illumination and collection. A drop of solution of interest is transferred onto SERS substrates, and the measurements are acquired with laser power and acquisition time of 7.3 μW and 0.5 s, respectively. SERS substrates are cleaned with IPA and DI water for 1 min each and dried under nitrogen between measurements. One substrate was used per set of measurements with the solution of interest. The calibration mapped SERS data sets for water and 10 concentrations of Indole and 2-AAP are collected. The spectral processing and analysis was performed using MATLAB as mentioned above with each spectrum undergoing baseline correction, smoothening and normalization.
3.2.2. Results

Fig. 3.2. SERS spectral analysis of (a) Indole and (b) 2-AAP for concentrations (i) 1 pg.mL$^{-1}$ (ii) 10 pg.mL$^{-1}$ (iii) 100 pg.mL$^{-1}$ (iv) 1 ng.mL$^{-1}$ (v) 10 ng.mL$^{-1}$ (vi) 100 ng.mL$^{-1}$ (vii) 1 µg.mL$^{-1}$ (viii) 10 µg.mL$^{-1}$ (ix) 100 µg.mL$^{-1}$ (x) 1 mg.mL$^{-1}$
From the spectral analysis in Figure 3.2, we can observe that the SERS substrates exhibit detection of indole and 2-AAP at a concentration starting from 1 pg.mL$^{-1}$. And above this concentration, one can observe the molecule signals above the background. For effective analysis on detection of metabolite concentration, our data should show a consistent behavior with the Langmuir molecular adsorption kinetics. This model establishes a linear dependence of intensity on concentration at low concentrations and asymptotic behavior at high concentrations.

Multivariate analysis such as partial least square (PLS) regression was able to achieve a linear response of the measured concentrations of pyocyanin and Coumarin, consistent with Langmuir adsorption kinetics with a LOD of 100 pg.mL$^{-1}$ and 10 pg.mL$^{-1}$ respectively [76, 101].
CHAPTER 4. SPECTRAL ANALYSIS USING MACHINE LEARNING

4.1. INTRODUCTION TO MACHINE LEARNING

Robust quantification algorithms based on machine learning (ML) can further lower the limit of detection for the metabolites measured on these SERS substrates. ML algorithms facilitate pattern recognition, classification, and prediction [102]. The main objective is to use automated algorithm construction methods to minimize human input or the possibility of human biases for classifying objects or predicting events [103]. Machine learning can be broadly classified into two categories:

**Supervised Learning:**

In this case, we know the correct answers, and the algorithm iteratively analyzes the training data and produces an inferred function that can be corrected by the user. The learning stops once acceptable results are predicted which are then used for mapping new examples. In other words, the data comes with class labels, and the machine learns how to associate the labeled data (objects) with classes [103]. They are further grouped into two categories: (i) Classification where the output variable is a category (ii) Regression where the output variable is a real value.

**Unsupervised Learning:**

There is no predefined answer, and there is no teacher. The goal is to learn and discover groups of similar examples within the data. Here, the data is unlabeled, and the machine learns how to define the labels and associate the objects with them [103]. Unsupervised learning is grouped into two
categories: (i) Clustering where inherent groupings in the data are discovered (ii) Association where we want to discover the rules that describe large portions of data

4.2. APPLICATIONS OF MACHINE LEARNING IN BIOLOGY

There has been impressive developments and improvements in existing molecular technologies and facilities over the last few years that has led to an exponential increase in collection of biological information. Hence, there has been a strong motivation to use ML methods for knowledge discovery and data mining to generate models of biological implications [104]. In fact, the human genome project, founded in 1990, involved the complete mapping and understanding of all the genes of human beings. It required massive data which drove the need for computational and statistical tools to organize, maintain, analyze and predict biological results [104].

Machine learning methods such as Markov models, neural networks and clustering methods have been used to predict 1D, 2D, 3D and 4D protein structures from its sequence [105]. Classification has been widely used in image-based screening to classify cell morphologies that are traced by fluorescent markers [102]. Support vector machine (SVM) classification has been used for structure-activity relationship (SAR) analysis of molecular compounds, a technique used by pharmaceutical companies in the drug discovery process which marks the importance of this analysis for commercial purposes [106]. Machine learning is also used in clinical trials, for example, the diagnosis of Alzheimer’s disease involves a complex brain morphometric pattern analysis to identify disease-related imaging biomarkers from structural magnetic resonance imaging (MRI) [107]. Machine learning has also extended to metabolomics wherein prediction of molecular characteristics and identification of metabolites from tandem mass spectra is done using
SVM. The molecular properties of the metabolites are predicted to high accuracy; hence they are useful in de novo metabolite identification [108].

4.3. DEEP LEARNING

Deep learning is considered a special case of machine learning algorithm: artificial neural networks (ANN). The central theme of ANN has been inspired by the way a human brain works; it involves many nodes or neurons that are interconnected in layers to form a network. Algorithms associated with deep learning have the potential for big data analysis in order to detect patterns which humans may not perceive. This branch can have varied biological applications like making genomic connections, classify cellular images and in advance drug discovery and development [109].

A neural network consists of an input layer and an output layer with an intermediate layer known as the hidden layer (as shown in Figure 4.1). This hidden layer extracts information by exploiting the structure in the data. The name ‘Deep Learning’ implies that the network consists of more than one hidden layer [110].

In this network, each layer of nodes train on a distinct set of features based on the output of the previous layer. The deeper the placement of the node in the neural net, the more complex features it can recognize as the nodes aggregate and recombine from previous layers. This is known as feature hierarchy. Most importantly, neural networks are capable of discovering latent structures within unlabeled and unstructured data such as raw media (pictures, texts, video and audio recordings).
The advantage of deep learning compared to traditional ML algorithms is automatic feature extraction without human intervention. In other words, algorithms associated with deep learning have the potential for big data analysis in order to detect patterns which humans may not perceive. This branch can have varied biological applications like making genomic connections, classifying cellular images, and in drug discovery and development [110]

![Neural Network Diagram](image)

**Figure 4.1.** Structure of a neural network consisting of a hidden layer that connects the input layer to the output layer [111]

Nodes which are the basic units of computation, receive input from an external source or some other nodes where in each input has a connection weight \( w \) associated with the relative importance of the inputs present. The node then applies a function \( f \) to the weighted sum of its inputs. The non-linear function \( f \), known as the activation function is used to introduce non-linearity into the output of the nodes as the most of the real-world data is non-linear in nature and we want the nodes or neurons to learn the non-linear representations. Every activation function will take a single number and perform a certain mathematical operation such as threshold, sigmoid,
rectifier and hyperbolic (tanh) functions [112]. These functions are used depending on the output value required as the value can be continuous, binary or categorical.

The main goal of the neural network or perceptron is to reduce the cost function which is a measure of how well a neural network performs with respect to the given training data and the labeled expected output. In the training phase of the network, when input values are provided to the input nodes of the neural network, it provides an output value ($\hat{y}$) based on the weights and biases associated with all the nodes. This output value, $\hat{y}$ is then compared against the known or actual values, $y$ for the provided input values using a cost function ($C$) where:

$$C = \frac{1}{2} (\hat{y} - y)^2$$  \hspace{1cm} (3.1)

The weights ($w$) associated with the nodes in the network are updated till a minimum value of cost function ($C$) is obtained [113].

Figure 4.2. Architecture of a perceptron involving information processing. Associated with weighted parameters that can be tuned with activation functions.
4.4. **ARTIFICIAL NEURAL NETWORKS (ANN) IN BIOLOGY**

ANN can provide interrelationships of large sets of data; hence we can get pattern recognition of complex biological data with millions of inputs. In cancer research alone, ANN has been applied to image processing, outcome prediction, staging and diagnosis. In addition, a microarray experiment which typically consists of 39 human specimens and 8000 genes generate 312,000 data points or gene expression ratios that use ANN for analysis [114]. ANN applications in the field of biology vary from disease detection to diagnosis. Based on gene expression signatures, cancers have been classified to specific diagnostic categories using ANN [115,116]. ANN has been used to predict allergic diseases using single nucleotide polymorphisms data [117]. Drug toxicity risk has also been studied by predicting quinone formation in metabolic oxidation using ANN which enabled accurate prediction of quinone species in non-obvious cases [118].

ANN has further been implemented to increase sensitivity and specificity values of various spectroscopy data such as detection of serum proteins yield using mass spectroscopy for the detection and diagnosis of colorectal cancer [119]. High performance in accuracy, precision, sensitivity and specificity has been observed when principal component analysis (PCA) and ANN classifier models were applied to SERS data of non-structural proteins (NS1), a biomarker for Dengue fever from salivary surface [120]. Cuong *et.al* used multivariate statistical analysis on SERS data to enable robust quantification of pyocyanin starting at concentration 1 ng.mL⁻¹ for early detection of biofilm formation to prevent antimicrobial infections [77]. Such synergistic combinations of spectroscopic measurements and statistical analysis has motivated us to study the SERS spectral analysis of different metabolites using artificial neural networks.
4.5. **BUILDING AN ANN PREDICTION MODEL**

By using uniform SERS substrates having high signal enhancements, we analyzed the SERS data of indole and 2-AAP using ANN to achieve a resilience quantification of their respective concentrations ranging from 1 pg.mL$^{-1}$ to 1 mg.mL$^{-1}$. Initially, it is important to import the essential packages or libraries that support a variety of deep learning architectures in Python or R. Then data pre-processing is the first step in any data mining process. This step involves feature scaling of imported data using standardization or normalization. Standardization is implemented in this work, which transform attributes with a Gaussian distribution with differing means and standard deviations to a standard Gaussian distribution with a mean of 0 and a standard deviation of 1. Preprocessing of data is essential because, the gathered data might have missing values, impossible data combinations or noisy and unreliable data which makes learning very confusing and inefficient during the training process, affecting the accuracy of the final prediction. [121].

The next step involves the shuffling of all the data points in the data sets and splitting the shuffled data into training set and testing set. Data splitting is an important step in the ANN model, which divides the existing data into training, test and validation sets. The training and test set are labeled where in the training set is used to optimize the model parameters or in other words train the model and the test set is used to cross-validate the training data to avoid over-fitting. The validation set is used after the training to assess the performance of the model [122].

4.5.1. **Training with Feed-Forward Neural Networks (FF-NN)**

Feed-forward uses supervised learning algorithm where a pattern is presented as an input to learn.
It used gradient descent which is an optimization algorithm to find the values of parameters of a function \( f \) in order to minimize the cost function by finding the global minimum of the function [123]. As gradient descent is slow for large datasets, an iterative method called stochastic gradient descent is used in FF-NN i.e. this involves updating the parameters or coefficients for each training instant rather than at the end of the batch of instances [124]. The training process is given as [123,125]:

**Step 1:** The weights are initialized to small numbers close to 0.

**Step 2:** The first observation in your dataset is inputted where in each feature is one input node.

**Step 3:** Forward-Propagation: The neurons are activated from left to right and these activations limited by weights are propagated until the predicted result \( y \) is obtained.

**Step 4:** The error is generated after comparing the output value to the predicted value where

\[
\text{Total Error} = \sum \frac{1}{2} (\text{target probability} - \text{output probability})^2
\]

**Step 5:** Back-Propagation: The error is back-propagated and the weights are updated by calculating the gradient descent depending on the error obtained. The learning rate determines the extent to which the weights can be updated.

**Step 6:** Steps 1 to 5 are repeated and the weights are updated after each observation (reinforcement learning) or after a batch of observations (batch learning).

**Step 7:** When the whole training set is passed through the ANN, it makes an epoch. An optimum number of epochs must be done to get an accurate prediction.
4.5.2. Training with Convolutional Neural Networks (CNN)

When input consists of images having red-blue-green (RGB) encoding, CNN has the ability to arrange its neurons in three dimensions (width, height, depth) to give a 3D output volume of neuron activations. Here, the CNN receives an input of a normal color image as a rectangular box whose width and height are measured by pixels. This is also known as LeNet architecture. It consists of the different layers [126]:

**Convolution Layer**: This computes the output of neurons by calculating the dot product between their weights and the small input volumes they are connected to obtained by using filters or feature detectors. Many such feature maps are created to obtain the first convolutional layer.

**ReLU Layer**: An activation function known as the rectifier function $\max (0, x)$ thresholding at 0 is applied during feature mapping to increase non-linearity as the digital images in the real world are highly non-linear.

**Max Pooling**: This operation is implemented to reduce the spatial distortion and the size of the image. Reducing data volume prevents overfitting which makes this step significant in CNN modelling. The pooling is done by taking an average or sum of pixel values in a chosen matrix. This is also called as downsampling.

**Full Connection**: A fully connected layer of neurons in CNN has full connections to all activations in the previous layer and the next layer. This layer uses functions such as softmax or cross entropy to classify the input image into various classes using the features based on the training dataset.

The overall training process of CNN is as follows [127]:

**Step 1**: All the filters and weights are initialized with random values.
**Step 2:** After acquiring the training data as input, the feed propagation step (Convolution, ReLU and pooling) is executed to find the output probabilities of each class.

**Step 3:** The total error rate at the error rate is calculated.

**Step 4:** The error is backpropagated to calculate the gradients of the error with respect to all weights in the neural network and gradient descent is used to update all the weights to minimize the output error.

**Step 5:** Steps 2-4 are repeated for a specific optimal number of epochs.

---

**4.6. SERS DATA ACQUISITION AND BUILDING A PREDICTION MODEL**

The laser wavelength, power and exposure time were carefully selected to avoid any damage to the biological samples including the metabolites and the substrates. An objective lens of 60X was and a laser of 785 nm wavelength at a power of 7.3 μW with exposure time 0.5 s was selected respectively. The mapped SERS data sets including water and 10 concentrations of Indole and 2-AAP concentrations ranging from 1 pg.mL$^{-1}$ to 1 mg.mL$^{-1}$ were acquired. Raman spectra for each concentration was captured for Raman shift between 600 to 1600 cm$^{-1}$ comprising of 1011 Raman shift features. Overall, each dataset consists of 308 spectra with 1011 features.

SERS spectral processing and analysis were performed using numpy, sklearn and keras libraries in Python 3.6.3. In the first step, we apply feature scaling to our imported data of 10 concentrations of Indole/2-AAP by standardizing the values. Next step involves creating labels for the 10 concentrations and log transforming them for easy representation of the y axis in our analysis. From the 308 $\times$ 1011 $\times$ 10 spectral points collected for all the concentrations, 80 % of them are randomly selected as training set and the remaining withheld as testing set.
An additional step involving principal component analysis (PCA) is implemented on the training set. Every Raman spectrum in the dataset has 1011 Raman shift features. However, most of the features are redundant or insignificant for ANN. Removing these unnecessary features or the noise in this case will reduce the complexity and will only retain the most significant features with maximum variance to differentiate the characteristic peaks for every concentration. Hence, PCA is a dimension reduction tool that is used to reduce the dimensionality of the dataset with large number of correlated variates, while keeping as much as variance possible in the dataset [120]. Note that PCA fit to the training set can be transformed to test set.

We then combined the characteristics of PCA with ANN to predict a set of dependent variables from a large set of independent variables. After compiling the ANN, the dataset for water is imported, pre-processed, PCA fit with training data and predicted before running the validation model.

4.6.1. Using Feed-Forward Neural Network (FF-NN)

Non-augmented data of the ten concentrations of Indole and 2-AAP were separately used for FF-NN. It is important that we select the dense parameters while defining our neural network whose parameters include output dimensions, initializer, activation function (ReLU) and input dimensions. Compiling the NN includes the optimizer to find the best weights to add to the algorithm and loss given by mean squared error. To fit the ANN to the training set, we used 47 epochs and a batch size of 5 and checked the accuracy and loss for each epoch. After predicting Indole/2-AAP concentration, water data was imported and preprocessed with training and the final results are plotted. The predicted concentrations versus actual concentrations were plotted and fitted to determine the $R^2$ value. The $R^2$ determines the goodness of the fit by measuring how close the data points are to the fitted regression line.
**Results:**

The FF-NN makes a prediction of indole and 2-AAP concentrations between 1 pg.mL$^{-1}$ to 1 mg.mL$^{-1}$ separately. The accuracy of the prediction is determined by fitting a line of slope 1 to the predicted concentration versus actual concentration plot. The R$^2$ value for indole was calculated to be 0.93 with loss of 55% and accuracy of 71% for the training set [Figure 4.3 (a) and (b)]. From Figure 4.3 (c), error bars capturing the variations in predictions, indicate that the predictions are not accurate (compared to the actual values). Also, 1 pg.mL$^{-1}$ metabolite concentration coincides with water that questions the ability of this model to learn the data efficiently. When a similar model was used for 2-AAP, the R$^2$ value obtained was 0.96 [Figure 4.4 (c)]. The loss and accuracy for the training data were both calculated to be 29% and 68% respectively [Figure 4.4 (a) and (b)]. Similar to 2-AAP, significant error bars were present in addition to the predicted value for the lowest concentration of indole overlapping with water. For larger SERS mappings, this issue in the FF-NN model might not allow precise and accurate prediction of metabolite concentrations. Hence, to address this problem, a CNN model was computed for the same spectral data.
Figure 4.3. (a) Accuracy and (b) loss prediction of indole during the training of FF-ANN. (c) Predicted concentrations of indole (grey bar depicts water) using FF-ANN.
For 2-AAP:
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**Figure 4.4.** (a) Accuracy and (b) loss prediction of 2-AAP during the training of FF-ANN. (c) Predicted concentrations of 2-AAP using FF-ANN.

4.6.2. **Using Convolutional Neural Network (CNN)**

The dataset consisting of 10 concentrations of indole and 2-AAP each was augmented by creating 9x9 images in the CNN model. The 1300 spectral features were shuffled to get 26,998 parameters.
For this algorithm, we have used sequential, convolution 2D, maxpooling, flattening and dense parameters from Keras library. The convolution 2D requires the number of filters, activation function and the input shape to be inputed. The pool size for maxpooling was required to reduce the size of the data. The dense function is also added and then the NN was compiled similar to FF-NN. The training data was fit using 50 epochs and a batch size of 150 to get the desired output. The $R^2$ value was predicted from the plot of predicted concentration versus actual concentration for comparison with the above FF-NN model.

**Results:**

The CNN model demonstrates accurate prediction between 1 pg.mL$^{-1}$ to 1 mg.mL$^{-1}$ for both indole and 2-AAP as shown in Figure 4.5 and 4.6 respectively. By fitting the predicted versus actual concentration with a line having a slope of 1 representing perfect predictive capability, we get a $R^2$ value of 0.97 and 0.99 for indole and 2-AAP respectively. In addition to the $R^2$ values of the metabolites in the CNN model being higher than that of the FF-NN model, the size of the error bars also decreases significantly. The loss and accuracy values for training data of indole are 0.0238 and 0.996 whereas the loss and accuracy values for training data of 2-AAP are 0.0081 and 1. We can also notice that the predicted concentrations of the metabolites as low as 10 pg.mL$^{-1}$ are well separated from water. Hence, this model exhibits comparatively more sensitivity and specificity to give a robust quantification of different metabolites compared to FF-NN models.
For Indole:

**Figure 4.5.** (a) Accuracy and (b) loss prediction of indole during the training of Convolutional ANN. (c) Predicted concentrations of indole using Convolutional ANN.
For 2-AAP:

**Figure 4.6.** (a) Accuracy and (b) loss prediction of 2-AAP during the training of Convolutional ANN. (c) Predicted concentrations of 2-AAP using Convolutional ANN.

### 4.7. MULTIPLEX ANALYSIS USING ANN

Biological systems are complex i.e. they do not consist of one analyte but many interrelated analytes and it is important that only the most valid, biologically meaningful results from the
complex mixture of compounds is extracted. SERS has attracted attention for its potential to detect multiple analytes simultaneously, also known as multiplexing sensing. Multiplexing eliminates the extra steps required to isolate the analyte of interest from a complex mixture [127]. To identify thiophenol in a mixture of two analytes, a multivariate external control such as an oscillating electric field was used in combination with SERS [128]. External controls were later replaced by statistical models for quantitative multivariate analysis. For example, changes in concentrations of glucose and lactate concentrations were monitored sequentially using SERS and the multivariate analysis was performed using partial least square (PLS) and cross validation method [129]. Yet, absolute determination of analyte levels at very low concentrations proved to be challenging using the above methods. The use of ANN models for multiplex sensing of metabolites is capable of quantifying very low concentration with high sensitivity and precision. Therefore, a SERS sensor coupled with ANN modelling for multiplexing sensing can be useful in metabolic monitoring and diagnosing a wide variety of diseases.

A very popular application of CNN model involves distinguishing between images of two different objects. In the classic ML example of distinguishing between images of cats and dogs, we need to look at their ears, whiskers, tails, furs and so forth. Similarly, for the computer to learn from the training data labeled with discrete values as “dog” or “cat”, it needs access to features like ears, whiskers, tails and so forth to distinguish them. These features exist in configuration of group of pixels. The intuition is that the hidden layers in the neural net will extract the features in such a way that lower layers learn simple edges or lines whereas the subsequent higher layers can learn features like shapes. A similar model is implemented to the indole and 2-AAP data and the output is determined.
4.7.1. Experiment

Pure gradients of 2-AAP and indole concentration data were imported separately to train a model with two output modes. The data was augmented by shuffling the two datasets to obtain 52600 images as training data. The training data was fit using 12 epochs and a batch size of 150 to get the two outputs. The output node for 2-AAP was validated by plotting predicted values versus actual values provided indole = 0. The same validation was followed for indole.

4.7.2. Results

Two output nodes were validated separately by plotting the concentrations of the metabolites. When looking at the predicted concentration of indole, the model did not show any traces of 2-AAP in the output node of indole [Figure 4.7] and vice-versa [Figure 4.8]. The model is able to accurately differentiate between the two metabolites as well as quantify them separately in the two output nodes without any crossover effects even after data augmentation. Although these results are promising, more spectra with 2-AAP and indole needs to be collected to further validate this for future work.
Figure 4.7. Multiplex detection involving two output nodes where indole is predicted.

Figure 4.8. Multiplex detection involving two output nodes where 2-AAP is predicted.
4.8. CONSIDERATIONS FOR THE BIANALYTE APPROACH AND FUTURE WORK

The simultaneous detection of two or more metabolites in a mixture of compounds on a multisensing platform can be performed by SERS in combination with ANN provided the following factors are considered:

An important consideration for multianalyte studies using SERS is the selection of analytes provided the two or more molecules should contribute non-negligibly to the spectral counts. The chosen bianalyte partners should have clear spectral differences that lead to unambiguous identification of the individual analytes and their mixtures and the analytes should have comparable order of magnitude. Another essential factor to consider while selecting the analytes is that both of them should be reasonably photostable wherein the SERS events should not skew in favor of the more stable analyte. The bianalyte approach can also be biased depending on the molecular coverage of the analyte which depends on the surface binding affinity of the analytes to the SERS substrate [130]. Hence, the selection process for the bianalyte pair should be strategically assessed and developed.

After careful selection of the bianalyte pair and collection of their SERS spectral data, the data of the two analytes can be systematically mixed in various permutations to train and test the CNN model. The spectral data of a mixture of the two analytes in known concentrations can then be validated using the ANN models. In such a model, there might be various other problems to address as the mixed molecules prediction and quantification might be unable to uncover the complex features related to the spectral data of the individual analytes, often referred to as ANN black boxes. Moreover, the small biological data sets might be susceptible to overfitting especially with
unbiased and noisy data. Hence, we require large training data sets for the model to learn a proper generalization of knowledge contained in the data. With many types of ANNs available, selecting the right and task appropriate architecture is not straight-forward. Finally, the training process of the spectral datasets might be computationally intensive and time consuming for which it requires access to graphics processing units (GPU) making the computation expensive [131].

Appropriate implementation of these factors can lead to promising advancements in SERS based biosensors and computational biology for complex multianalyte systems.
A kinetically controlled chemical reduction method involving nucleation and growth steps was carried out to synthesize uniform 40 nm Au nanospheres. SERS substrates were fabricated using EHD flow to drive the growth of Au nanosphere oligomer seeds followed by chemical cross-linking. This non-lithographic fabrication technique yielded uniform nanogap spacings of 0.9 nm that provided uniform SERS signals which in fact proved to be advantageous for detection of metabolites when individual Raman bands were investigated. SERS substrates exhibited the ability to detect indole and 2-AAP in aqueous media in biologically relevant levels of 1 pg.mL$^{-1}$ to 1mg.mL$^{-1}$. Large area signal uniformity, low excitation power of 7.3 μW and short laser acquisition time of 0.5 s enabled statistical analysis for quantitative molecular detection through acquisition of large datasets.

The procurement of reliable training sets with high and reproducible SERS intensity can give rise to robust spectral analysis of metabolites using deep learning. ANN models such as feed-forward ANN and convolutional ANN were applied and compared to achieve quantification of metabolite concentrations. Convolutional ANN models applied to indole and 2-AAP were able to quantify concentrations as low as 1 pg.mL$^{-1}$ with high sensitivity and precision. The algorithm was further used to obtain individual quantification of metabolites in a mixture of two metabolites attracting attention for its potential for multiplex detection. Thus, the simultaneous detection of various metabolites in a complex biological mixture on a multi-sensing platform using SERS in combination with ANN analysis can be a promising biosensing technique for metabolic monitoring and diagnosis of metabolic diseases.
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