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Abstract

Many existing performance models for local area networks are based on the assumptions of random traffic patterns and infinite buffer capacity. All real network implementations violate the infinite capacity assumption, while an increasingly popular class of local area network applications violates the randomness assumption. This paper describes the experimental measurements of the characteristics of a commercially available token ring network. It is shown that the violation of both assumptions invalidates model predictions, and that the utility of all access control mechanisms for such applications must be reevaluated. Finally, it is shown that congestion is a very real problem even in small "simple" local area networks. Schemes for controlling interface congestion may require rather novel approaches to the problem.

1. Introduction

The design and analysis of local network protocols has largely concentrated on "link access" protocols like Ethernet [Metc76], with analytic analysis and simulation providing powerful tools for exploring protocol behavior. The general procedure is to create an analytic model of the protocol under study, derive an approximate analytic solution, and then verify it by comparison with simulation studies [Bux81b, Jafa80, Toba82]. These modeling efforts have shown that critical user-visible characteristics of a local network (e.g. stability and fairness) depend strongly upon the access control mechanism used by the interconnection technology.

Most network protocol models, whether for analytic or simulation purposes, make several simplifying assumptions. Two of these assumptions are of particular interest to this discussion:
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(1) Each receiver on the network is assumed to have infinite buffer capacity and no processing dead time, implying that a receiver can actually receive all messages successfully placed onto the medium. This permits the models to focus on the fairness and stability of the access control mechanism with respect to each transmitter's ability to place messages on the communication medium.

(2) The distribution of packet lengths is assumed to be exponential; the distribution of packet arrivals is assumed to be Poisson, which results if there is no correlation between the packets. This absence of correlation is essential to permit closed form analytic solutions for the characteristics of a network.

In any modeling effort, it is necessary to validate the models by comparison with the performance of actual networks. In particular, it is necessary to show that either the model assumptions hold true, or that the network performance is independent of the assumptions for the application regime which dominates the use of the communication medium. The measurements described in this paper attempt to compare the model predictions with a real token ring network, where the dominant application of the network is to provide communication between several disk-less work stations and a file server.

The choice of this application regime was motivated by several factors:

(1) An increasing number of "disk-less workstations" are becoming commercially available.

(2) The packet size distribution of such applications is expected to be highly non-random.

(3) The use of the network for paging/swapping by the client systems, coupled with the expected persistence and optimized network access of the client operating systems in such cases, should present a heavy, non-random (in time) load to the network.

The remainder of the paper describes the performance measurements conducted for a commercially available 10-Mbit token ring for use in such an environment. Section 2 contains a description of an idealized token ring. The specifics of the measured hardware are outlined in section 3, followed by the experimental design in section 4. Section 5 consists of the results of the measurements. In section 6, we summarize the results of the measurements and describe their impact upon local area networks in general. Section 7 offers some proposals for addressing the problems discovered in the course of this work.

2. Properties of an Ideal Token Ring

In a token ring, access to the transmission channel is controlled by sequentially passing a permission token around the ring. When a station wishes to transmit, it waits until it receives the token, at which time it transmits its message before sending the token on to the next station. Each station is responsible for removing its own packets from the ring.

The performance model which describes this operation is that of a multi-queue system with a non-exhaustive cyclic server [Kueh79]. The basic features of such a system are:

(1) The throughput vs. offered-load curve (see figure 1) increases linearly until 100% channel utilization is reached. Beyond 100%, the curve remains constant. This latter feature illustrates that the token ring is stable when confronted by more than 100% offered-load.
(2) The cyclic polling system enforced by the access method guarantees that each node has equal access to the medium. As a result, the access method is fair.

(3) The polling nature of the access method tends to eliminate randomness on the ring when the offered load is high.

3. The PRONET[ProtB2] Local Network Interface

The ring interface hardware used in these experiments is the PRONET local network interface, manufactured by Proteon Associates, Inc. When 2 or more hosts are interconnected via these interfaces and a wire center, a star-shaped ring [Salt80] results. Such a network provides one-way baseband communication between nodes at 10 Mbits/second.

Some of the salient features of the interface are:

(1) Full-duplex Direct Memory Access is provided by the device, thus permitting concurrent transmit and receive DMA operations.

(2) The receiver portion of the device is singly buffered. After a packet has been received, the interface is busy until the packet has been transferred to host memory.

(3) The transmitter portion of the device is singly buffered, i.e., DMA cannot overlap transmission on the ring.

(4) The transmit buffer must be reloaded to retransmit a packet.

(5) If a packet is not accepted by its destination because the receiver buffer is not yet empty, a bit indicating "message refused" is set at the end of the packet. This bit is returned to device state registers permitting software to inspect the outcome of the transmission attempt.

4. Experimental Configuration

The test configuration for measuring the performance of the PRONET interfaces consisted of a single DEC PDP-11/34 and two DEC VAX-11/780's. The PDP-11/34 was configured with core memory and a memory cache. The PRONET Unibus interface accesses Unibus memory directly on the 11/34, while it accesses VAX memory through the intervention of the "buffered data paths" in the VAX Unibus Adapter (UBA).

Measurements of raw hardware event timings were obtained by placing probes on the Unibus backplane and measuring the time intervals on a calibrated oscilloscope. For the measurements requiring software, stand-alone programs (written in assembly language) were used. The network interface was the only device active in each machine during the tests. The programs busy-waited for each transfer to complete, thus avoiding any interrupt latency. When transmitting, each system simply transmitted uniform size packets as quickly as possible, thus producing a deterministic arrival distribution similar to the continuously queued sources of [Shoc80]. When receiving, each system continuously waited for a packet to arrive. Upon arrival, the message was copied into memory, and the device was re-enabled for the next message. The DMA copy to memory was initiated by the device and the program looped on a status bit until the receive-copy composite was finished.

Additional capabilities were provided in the software on the 11/34 to drive some of the measurements:

Proteon Associates graciously provided the logic and timing diagrams necessary for locating test points and understanding detailed interface operation.
(1) The software could optionally delay a specified time after successfully completing each transfer. This permitted the code to simulate a fixed processing interval required for each packet.

(2) When receiving packets, a history of the source host of each packet was kept to permit the fairness of the system to be determined.

5. Performance Measurements

5.1. Throughput

Since the interface is singly buffered in each direction, with no overlap of DMA and transmission on the ring, the time to transmit (or receive) data is

\[ \text{software time} + \text{DMA time} + \text{ring transfer time} \]

The ring transfer time is about 0.80 \( \mu \text{sec/byte} \) for large messages (10Mbits/sec with small header and trailer). By placing probes on the Unibus backplane, the DMA times were measured for transfers to memory (receive) and from memory (transmit). The results are:

<table>
<thead>
<tr>
<th>Machine</th>
<th>Direction</th>
<th>Time (( \mu \text{sec/byte} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>11/780</td>
<td>Transmit</td>
<td>2.23</td>
</tr>
<tr>
<td>11/780</td>
<td>Receive</td>
<td>2.23</td>
</tr>
<tr>
<td>11/34</td>
<td>Transmit</td>
<td>1.17</td>
</tr>
<tr>
<td>11/34</td>
<td>Receive</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Note that the VAX has a very slow DMA rate even though the buffered data path was used. The VAX receive and transmit times are equal since the buffered data path masks memory access delays. On the PDP 11/34, receive and transmit times are unequal since there is no buffering between memory and device and different bus requests are made for read/write access to memory. As one can easily see, the DMA times are greater than the ring transfer time in all cases.

The maximum transfer rate can be calculated from the above measurements. Assuming no software overhead and large packets, the maximum transmit rates are:

<table>
<thead>
<tr>
<th>Machine</th>
<th>DMA + Ring Time (( \mu \text{secs/byte} ))</th>
<th>Transmit Rate (Mbits/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>11/780</td>
<td>3.03</td>
<td>2.64</td>
</tr>
<tr>
<td>11/34</td>
<td>1.97</td>
<td>4.06</td>
</tr>
</tbody>
</table>

These rates are upper bounds since no software overhead was assumed. The following rates were measured sending 512 byte messages using the test programs described above:
<table>
<thead>
<tr>
<th>Machine</th>
<th>Transmit Data rate (Mbits/sec)</th>
<th>Receive Data Rate (Mbits/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>11/780</td>
<td>2.56</td>
<td>2.56</td>
</tr>
<tr>
<td>11/34</td>
<td>3.84</td>
<td>4.23 (est)</td>
</tr>
</tbody>
</table>

The 11/34 receive data rate is estimated from the zero software overhead values because we were unable to drive the 11/34 to a receive data rate limit. Two points are worth noting about this data:

1. The software times in these test programs are small by design. In real networks, the software times dominate.

2. For both types of CPU's, the maximum bandwidth achievable by a single machine does not remotely approach total utilization of the medium. This inability to receive each message on a loaded network represents a clear violation of the infinite capacity assumption.

5.2. **Stability**

Measurements of throughput vs. offered-load were made for the 11/34 sending to one of the 11/780's (see figure 2). Note that the throughput curve experiences a sharp dip at the point where the 11/34 exceeds the maximum receive rate of the 11/780. From this point on, every other message is missed by the receiver, since the receiver's ring interface is busy DMA'ing the last message into host memory.

The dip in the throughput curve indicates that this ring implementation is not stable with respect to a single transmitter and receiver. While several transmitters would be able to originate a constant amount of traffic once the medium was completely saturated, consistent with the usual model predictions, the successful traffic to any particular receiver would experience the type of instabilities seen in figure 2. Such instabilities can only be avoided if each receiver is able to receive every message on the medium.

5.3. **Fairness**

In an attempt to measure the fairness of the ring, both 11/780's transmitted 512-byte packets continuously to the 11/34. A measurement run consisted of starting the 11/780's and then receiving 10,000 packets as counted by the 11/34. The software in the 11/34 kept a history of the sender of each packet received (indicated by the second byte of the message, as inserted by the transmitter's hardware). Several measurement runs were conducted, with fixed delays of varying sizes introduced after each received packet in the 11/34. The delay models a fixed processing overhead for each packet. If the access method is truly fair, then one would expect that for a given run, 50% of the packets should originate from each host, independent of the processing delay. A quick perusal of figures 3 and 4 will indicate that this is not so for a large number of delay values, where one of the transmitters is always unsuccessful in having its messages received.

The observed starvation behavior can be explained in the following manner. The polling nature of the ring's access method causes packets from the 11/780's to alternate. The upper portion of figure 3 shows this synchronization of packets ("convoys") to scale. The singly buffered nature of the network interface causes the receiver to be unable to read the second message in the convoy, since it is busy copying the first message into host memory. Defining the transmission time of a packet on the wire as $t$ and the delay between packets from a
particular host as \( d \), then the only receiver delay regions \( (D) \) in which a fair distribution will be detected are those when

\[
(n \cdot d) < D < ((n \cdot d) + t) \quad n=1,2, \ldots
\]

i.e. when the delay is just long enough to cause the receiver to miss the start of the message from the previously successful transmitter, but just short enough to pick up the start of the trailing message of the other transmitter. This description easily extends to cover the situation when the number of transmitters is larger than 2, or the number of receive buffers is larger than 1.

One should also note the multi-valued nature of the function just preceding each transition region in figure 3. The lower branch of the function in these cases results when the initial read for a particular run locks onto the second packet of a convoy. The delay values in these regions are such that the receiver will continue to receive the second packet in the convoy, thus resulting in complete starvation of the first transmitter. Since the position of the convoy with respect to the receiver is random for the first read in a particular run, one would expect the relative population of the two branches to be

\[
\frac{(d - t)}{t}
\]

As a result, performance predictions for a system operating in these regions have very little value.

6. Discussion

The data presented above indicate that very counter-intuitive behavior occurs when the assumptions of infinite buffer capacity and random traffic are violated. The following discusses these results in the context of the specific ring interface measured, as well as for networks in general. A solution to these problems for token rings is proposed in section 7.

6.1. Finite Capacity

When discussing the finite capacity problem, two parameters determine the behavior of the network when there is sustained traffic: the receiver delay \( (D) \), which is the time necessary for the interface to be ready for another message from the network, and the transmit time for a packet on the wire \( (t) \). Two particular operating situations can be characterized:

\( D < t \):

In this situation, it takes the transmitter longer to originate the message than it does for the receiver to copy it to memory and be ready for another message. By providing two receive buffers and permitting DMA to overlap message reception, a receiver can see all messages on the ring. Previous low-speed local networks (e.g. 3 Mbit Ethernet) fall into this category.

\( D > t \):

Since the reception DMA is longer than the transmission time, no amount of buffering will permit the receiver to handle sustained traffic. The ring interfaces measured fall into this category. Note that if the traffic can be characterized as bursty as opposed to sustained, then an optimal number of buffers can be provided to smooth out the traffic distribution (on the average).

While the current interfaces could be pushed into the \( D < t \) category via engineering changes, the finite buffer problem scales with the current trends in
local networks. The attractiveness of higher speed local nets guarantees that
the network speed will be faster than the host channel speeds - i.e. $t \ll D$.

The messages lost due to finite capacity will generally trigger timeout and
retransmission mechanisms in higher level protocols. Moreover, the coupling
between protocol layers can be quite non-linear. Most importantly, no amount
of upper-level protocol effort can produce throughput in the face of low-level
starvation. See [Donn79] and [Nabi83] for studies of these problems.

It should also be apparent that this particular problem is independent of
the access control mechanism. All that is required is that the traffic be bursty
enough to more than exhaust a receiver's message buffers. Independent meas­
urements of such anomalous behavior for 10 Mbit Ethernet interfaces are
reported in [Nabi83].

6.2. Unfair Traffic Distributions

The grossly unfair distributions displayed in figure 3 can be attributed to two
causes:
(1) lack of multi-buffering in the receiver interface
(2) the non-random ordering of the messages on the ring

The previous discussion has shown that no amount of buffering will guaran­
tee stable performance under all traffic conditions. It is therefore necessary to
concentrate on the non-random ordering of packets on the ring.

The regularity of the traffic offered by the continuously queued servers,
coupled with the synchrony of the ring access control mechanism, forces the
messages in a convoy to be identically ordered. Since limited buffering on the
receiver's interface will only permit $n$ consecutive messages to be received from
the convoy, the remaining messages in the convoy will always be missed by the
receiver. This situation leads to the extreme starvation seen for many values of
receiver delay seen in figure 3.

Broadcast mechanisms, with the randomization inherent in their collision
resolution protocols, should not be quite so susceptible to this pathology. It is
feasible, however, that several identical, continuously queued servers could syn­
chronize in time such that the collision resolution protocol would not be
invoked, but the resulting traffic could still overflow the limited buffering of a
single receiver.

For example, assume that the total offered load to the wire is $\sim 50\%$ of capa­
city, and that the resulting load is $>100\%$ of the capacity of a single receiver.
The number of collisions (randomizing events) would be expected to be low,
resulting in constant ordering of messages as they pass the receiver. If the
interface is subject to finite buffering, then the messages from the same hosts
will be missed each time, in analogy with the ring situation. Again, it is impor­
tant to note this interface congestion anomaly is not induced by high total load,
but by high loads with respect to a single receiver.

7. Proposals for Improving Performance

Please note the problems seen in these experiments are not an indictment
of the specific hardware we used. While some problems do result from specific
hardware design decisions, these decisions did not, by themselves, produce the
anomalies seen. On the contrary, we believe these results show that congestion
control is a real, serious problem in the design of even "simple" local area net­
works.
7.1. Receiver-Access Protocols

Historically, most local network design, analysis and modeling has been done for link-access protocols. While the value of such efforts cannot be overemphasized, this study shows that stable link access characteristics, while necessary, do not guarantee adequate network performance in the face of interface congestion. Therefore, we propose that after a new protocol design has been shown link-access stable, efforts be applied to designing an accompanying receiver-access protocol to be receiver-access stable. Receiver-access stability implies transmitters will not see suddenly-decreasing throughput or delivery unfairness in the presence of highly asymmetric (congested) conditions like those in this experiment. A receiver-access protocol embodies the congestion control strategy used by each transmitter to optimize the chances that its packets successfully placed onto the medium will actually be successfully received. This is a somewhat different view in that congestion control is usually seen as a global issue instead of relating to a single host. In most local networks, congestion of the network medium is handled by the fairness and stability of the basic link-access protocol. Interface congestion is controlled with the receiver-access protocol.

Analyzing receiver-access protocols implies modeling both the receiver implementation and the strategy used by the transmitter for providing "best effort". Note that this is not a call for guaranteed-reliable link-level protocols, but it is an acknowledgement of a specific kind of unreliability and the desire to reduce its impact. Receiver-access protocols will quite likely complicate models to the point of analytic intractability, thereby requiring simulation and measurements of real implementations. Only in this way can reasonable guarantees be made about the behavior of a real network. As a first attempt, we now present an analysis of the experimental system from the receiver-access point of view.

7.2. An Example of a Poor Receiver-Access Protocol

The initial receiver-access protocol implemented in the driver software for these tests and the production local network which uses the ring interfaces is very simple-minded, and consequently very poor. Recall the "refused" bit indicates that the recipient of a packet is an active member of the ring, but did not take the packet off the wire because its input buffer was not empty. The first-order strategy implemented is to simply, and immediately, retransmit a packet when it returns marked "refused". We thereupon discovered one design flaw in the interface: the transmit buffer must be reloaded via DMA to do the retransmission. A holding register for the initial byte count would allow retransmission of a refused packet without the overhead of the DMA. The critical error, however, is the retransmission strategy, not the need for the additional DMA.

By repeatedly attempting to transmit the packet until the number of refusals reached some threshold, we guaranteed the creation of the convoy traffic pattern which induces the anomalies described above.

7.3. A Better Receiver-Access Protocol

Provided with the knowledge that some formal mechanism is needed to stabilize receiver access and control interface congestion, we examined the problem to see how it can be accomplished in the framework of the interfaces at hand, and how the interface design could be improved to make this easier. Some of the following discussion could apply to an Ethernet-style network, but the scheme described below relies critically upon the back-channel signal
provided by the "refused" bit.

Assuming the absence of message priorities, which will be discussed later, the main problem is one of fairness, or insuring transmitters all have equal likelihood their messages are missed. This requires a mechanism for "stirring" the convoy so transmitters trade positions in fair ways.

One challenging characteristic of a token ring is that each transmitter's observed frequency of message origination varies with the load on the ring. This is not surprising, but the extrema of these values differ by a factor of over 200 for large rings. To reorder the convoy, each sender must wait a random time interval based upon one convoy rotation time, or the original packet order will be preserved. This means a simple scheme based upon a fixed convoy rotation time would wait far too long for small rings and reduce the available throughput. Providing the interface with a mechanism which can provide software with a measurement of the "speed" of the last convoy rotation would allow more accurate estimation of the waiting times necessary to reorder the convoy. Schemes for providing this mechanism are currently under study.

Other improvements would arise from relocating the "refused" bit. In the current ring implementation, the refused bit is at the end of a message; relocating it to the front of the packet would allow large packets to be terminated immediately upon receipt of the refused bit. This relocation helps in two ways: less bandwidth is used for useless packets, and the abrupt termination helps break the synchrony of the convoy.

The receiver-access protocol which evolves from this analysis is essentially the Ethernet CSMA/CD algorithm with some definitions changed [Metc76]. The "refused" bit is taken to mean "collision" at the receiver. The convoy rotation timer in the interface is used to estimate the loading of the ring and is used in formulating the initial random backoff interval, with successive "refusals" exponentially scaling the back-off interval. Providing a countdown timer in the interface to process these delays would make the software simpler.

At present, this receiver-access protocol has not yet been implemented; a software implementation is being designed to support further experiments.

7.4. Congestion Control and Multiple Buffers

We now return to the issue of multiple buffering in receivers. Many current interface designs subscribe to the idea that having "enough" buffers in the receiver will alleviate the problems described in this study. While having more buffers allows longer convoys to be received without incapacitating congestion, disaster is merely postponed. Given a network with no receiver-access protocol, when the service times of the packets queued in receiver interface buffers exceed their transmission times, the receiver will fall behind with the eventual result being lost packets from interface congestion. Packets lost because the receiver is too congested to accept it are no different from those lost because the checksum was corrupted by failing hardware. Providing massive buffering may well reduce the likelihood of debilitating congestion to levels acceptable for some applications, but buffering alone cannot be the basis for meaningful guarantees about network behavior.

One other possibility to consider is that excessive buffering could exacerbate interactions with higher-level protocols by preserving stale data packets in an already congested interface. For instance, many datagram-based or real-time protocols (packet voice, for instance) want the most recent version of a retransmitted packet, and not one which has been delayed in an over-buffered receiver interface due to congestion. Designers of systems with low latency requirements should evaluate the receiver buffering issue with extreme care.
7.5. Implications for Rings with Message Priorities

Several ring designs include provisions for message priorities [Bux81a] which are intended to provide a better quality of service for high priority messages. The results of this study cast some doubt on the implementability of such differentiated service. Serious problems arise when the traffic rate of low priority messages into one interface becomes sufficient to saturate the finite internal buffering of the interface. This could easily produce starvation of a high priority source with little possibility of resolution. The only fix we see at present would be to design the interfaces to discard low priority messages from the internal buffers when a higher priority message arrives. Even then, there are no absolute guarantees, but the likelihood of prompt delivery is improved.

8. Conclusions

This study revealed the unsettling fact that current performance models do not appear to predict the performance of real-world network implementations, particularly in regimes prone to interface congestion. The reasons for the discrepancies were analyzed, and schemes for improving modeling, congestion control protocols, and interface hardware architecture were presented. We believe these proposals indicate directions of further fruitful research.
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