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Background. MRI characteristics of brain gliomas have been used to predict clinical outcome and molecular tumor characteristics. However, previously reported imaging biomarkers have not been sufficiently accurate or reproducible to enter routine clinical practice and often rely on relatively simple MRI measures. The current study leverages advanced image analysis and machine learning algorithms to identify complex and reproducible imaging patterns predictive of overall survival and molecular subtype in glioblastoma (GB).

Methods. One hundred five patients with GB were first used to extract approximately 60 diverse features from preoperative multi-parametric MRIs. These imaging features were used by a machine learning algorithm to derive imaging predictors of patient survival and molecular subtype. Cross-validation ensured generalizability of these predictors to new patients. Subsequently, the predictors were evaluated in a prospective cohort of 29 new patients.

Results. Survival curves yielded a hazard ratio of 10.64 for predicted long versus short survivors. The overall, 3-way (long/medium/short survival) accuracy in the prospective cohort approached 80%. Classification of patients into the 4 molecular subtypes of GB achieved 76% accuracy.

Conclusions. By employing machine learning techniques, we were able to demonstrate that imaging patterns are highly predictive of patient survival. Additionally, we found that GB subtypes have distinctive imaging phenotypes. These results reveal that when imaging markers related to infiltration, cell density, microvascularity, and blood-brain barrier compromise are integrated via advanced pattern analysis methods, they form very accurate predictive biomarkers. These predictive markers used solely preoperative images, hence they can significantly augment diagnosis and treatment of GB patients.
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Despite the various correlations between imaging features, genomic expression, and survival reported in the literature, no single analysis has been substantive enough to enter clinical practice. Inevitably, considerable difficulty arises when determining which of these imaging biomarkers should be used and, more importantly, which ones will provide the clinician with the most accurate and reproducible result. Three fundamental components are missing from previous work, which limits translation to clinical practice. First, predictive models have been typically designed and tested on the same cohort of patients. These models have not been sufficiently cross-validated, thus decreasing their generalizability (see Supplementary material). Second, only a handful of predefined imaging features are often used, as opposed to synergistically combining all available imaging information to build the most powerful and robust predictive model. Finally, most studies to date have not leveraged the power of modern machine learning technology.2–4

To overcome shortcomings of prior studies, we integrate and analyze the entirety of the imaging data, leveraging the power of machine learning and pattern analysis methods. These techniques allow us to extract subtle but distinctive imaging phenotypes, which are not discernible when looking at one or a few imaging variables at a time. Specifically, we hypothesize that overall survival and molecular subtype have an associated imaging phenotype. We test our predictive models retrospectively, using cross-validation, as well as prospectively on new patients, aiming to noninvasively predict a patient’s survival and tumor molecular characteristics. Our ultimate goal is to develop robust, noninvasive methodologies to predict clinical and genomic variables of high-grade gliomas from imaging data. In this study, we demonstrate the utility of such an approach in improving the prognostication and molecular subtype identification for patients with glioblastoma (GB).

Materials and Methods

Study Setting and Data Source

We analyzed a retrospective (N = 105) followed by a prospective (N = 29) cohort of patients with newly diagnosed GB at the University of Pennsylvania from 2006 to 2013. Study inclusion criteria included age over 18 years, histopathological tissue diagnosis of GB (World Health Organization grade IV), and preoperative MRI at time of diagnosis that included structural, diffusion, and perfusion scans. For the molecular subtype study, sufficient tumor tissue collected at time of surgery was required. All patients were treated according to standard of care, which included maximal safe resection, radiotherapy, and concomitant and adjuvant chemotherapy with temozolomide.14 All patients were followed from time of surgery (typically 2–3 days after baseline MRI) until death to determine overall survival. All causes of death were tumor related. Clinical variables, including age and gender, were extracted from the electronic medical record. Patients were excluded if they had undergone prior GB resection. A separate validation cohort of 29 patients meeting the above inclusion criteria was studied prospectively. All studies were approved by the institutional review board.

Preoperative MRIs were acquired using a 3 Tesla scanner (Magnetom Tim Trio). Obtained for all patients prior to surgery were: T1-weighted = matrix 192 × 256 × 192; resolution 0.98 × 0.98 × 1.00 mm³; repetition time (TR): 1760 ms; echo time (TE): 3.1 ms; T1 with gadolinium (Gd): matrix 192 × 256 × 192; resolution 0.98 × 0.98 × 1.00; TR: 1760 ms; TE: 3.1 ms. T2-weighted = matrix 208 × 256 × 64; resolution 0.94 × 0.94 × 3.00; TR: 4680 ms; TE: 85 ms. T2 fluid-attenuated inversion recovery (FLAIR) = matrix 192 × 256 × 60; resolution 0.94 × 0.94 × 3.00; TR: 9420 ms; TE: 141 ms. Diffusion tensor imaging (DTI): matrix 128 × 128 × 40; resolution 1.72 × 1.72 × 3.00; 30 gradient directions. Dynamic susceptibility contrast-enhanced (DSC)-MRI, gradient echo type echo planar imaging (GRE EPI) = field of view (FOV) 22 cm × 128 × 20; resolution 1.72 × 1.72 × 3 mm³; TR: 2000 ms; TE: 45 ms. An initial loading dose of one-quarter of the total contrast dose was administered first to help minimize errors due to potential contrast leakage out of intravascular space, and DSC-MRI data were acquired during a second bolus of the remaining contrast dose after a 5-min delay for a total of 0.3 mL/kg or 1.5 times single dose MultiHance (gadobenate dimeglumine). For post-processing, blood volume maps were created on a Leonardo workstation (Siemens) using the NeoPerfusion Evaluation task card as per clinical routine. All MRIs of each patient were coregistered, smoothed, corrected for magnetic field inhomogeneities, and skull stripped, as previously described.15–17

Tissue Subtyping

After a formal neuropathologist’s (M.M-L.) GB diagnosis, the tissue sample underwent subtyping into one of 4 molecular classes of GB (classical, mesenchymal, proneural, and neural), as described by Verhaak et al.18 We used an isoform-based classifier initially constructed using exon array data from GB samples in The Cancer Genome Atlas; it was then translated into a clinically applicable platform in which expression of desired transcripts was measured using reverse transcriptase–quantitative polymerase chain reaction (RT-qPCR).19 RNA was isolated from the tissue samples using Tri Reagent (Sigma). A high-capacity complementary DNA reverse transcriptase kit (Applied Biosystems) was used to reverse-transcribe the RNA, and qPCR was then performed to designate the subtype. The assay was based on the expression of 121 transcripts with four housekeeping genes as controls.

MRI Features

The computer-based glioma image segmentation and registration (GLISTR) segmentation algorithm20 was used to segment enhancing tumor (ET), non-ET (nonenhancing core of tumor), edema, and ventricles, as well as to estimate parameters of a biophysical glioma growth model21 and to coregister patient data with a standardized atlas coordinate system for tumor spatial location estimation. Following image segmentation, structural (T1, T1-Gd, T2, T2-FLAIR, DTI) and physiological (DSC-MRI) imaging sequences were analyzed to select relevant imaging features used in creating a predictive model. Derived from DTI were fractional anisotropy (FA), radial diffusivity (RAD), axial diffusivity (AX), and trace (TR), and derived from DSC-MRI were relative cerebral blood volume (rCBV), peak height (PH), and percentage signal recovery (PSR).

For each GB patient, we extracted multiple features from MRIs in order to capture various phenotypic characteristics of
ET, non-ET, and edema. Selected features reflect intensity distributions of various MRI sequences, size and location of the tumor and regions of edema, and parameters extracted from a patient-specific biophysical tumor growth model (which was individually fitted to each patient’s images). All features were integrated via a machine learning model that determined which feature combinations were most predictive of survival and molecular subtype.

The initial features included: size and normalized size of enhancing tumor, nonenhancing tumor, edema, and their combinations (14 features); GLISTR outputs: diffusion time, proliferation coefficient, mass-effect parameters, diffusion coefficients of white and gray matter (5 features); distance of tumor to ventricles and distance of edema to ventricles (2 features); mean and standard deviation of intensities of T1, T2, T1-Gd, T2-FLAIR, rCBV, PH, PSR, FA, RAD, AX, and TR in ET, non-ET, and edema (66 features); frequency of intensities of T1, T2, T1-Gd, FLAIR, rCBV, PH, PSR, FA, RAD, AX, and TR in each distribution bin in ET, non-ET, and edema (330 features); location of the tumor in the brain (9 features); age; and gender.

The distribution of intensities were initially divided into 10 bins and then modified to a lower number of bins based on each modality in each region. Therefore, 330 features of intensity distribution were distilled to 120 features.

**Feature Selection**

All features were initially tested for their individual predictive value. Feature selection sequentially selected features that best predicted survival until there was no improvement. After adding each candidate feature, 10-fold cross-validation was performed by repeatedly calculating accuracy with different training subsets of patients. About 60 of the most helpful features were finally retained for making each predictive model.

**Machine Learning Algorithm**

A multidimensional pattern classification method known as Support Vector Machines (SVM) was used in the survival study to construct 2 classifiers. One SVM was used to distinguish between patients surviving less/more than 6 months (short survival) and another SVM was used to distinguish between patients who survived less/more than 18 months (long survival). These 2 indices were then combined to form a single survival prediction index (SPI); higher SPI values indicated longer predicted survival. For predicting subtype, a separate classifier was trained to discriminate among each of the 4 individual GB molecular subtypes and the remaining 3, and voting determined the final 4-way classification.

**Evaluating Histograms of Features**

In order to obtain a deeper biological understanding of the information used by the machine learning algorithms to provide predictions, histograms of the most predictive features were generated by dividing the patient cohort into 2 groups according to median survival and displaying long/short survivor features separately in blue/red (Fig. 1).

We used 2 types of features. The first one had a single value for each patient: volumes of tumor and ET/non-ET/edema, diffusion time based on a biophysical model of tumor growth, distance of tumor from the ventricle, and age. The vertical axis in these histograms showed the number of patients. Tumor size referred to the size of ET plus non-ET regions.

---

**Fig. 1.** Histograms display the distribution of features most predictive of survival. The figures show the relationship between the value of each feature (x-axis) and frequency of each feature value (y-axis) in short (red) and long (blue) survival (median split of patient survival). The black arrows point to marked differences between short and long survivors. (A) Legends; (B) age; (C) diffusion time based on a biophysical model of tumor growth; (D) distance of tumor from the ventricles; (E) $T_1$-Gd intensity in non-ET; (F) $T_2$ intensity in ET; (G) $T_2$ intensity in non-ET; (H) peak height (PH) of perfusion signal in ET; (I) PH in non-ET; (J) trace (TR) in non-ET; (K) volume of ET; (L) volume of non-ET; (M) tumor volume (ET plus non-ET); (N) normalized (for total brain size) tumor volume; (O) normalized volume of edema.
Normalized size referred to measured size relative to total brain size. The second type of feature was voxel based and displayed intensity distributions of various MRI sequences. Histograms of these features were created with the value of the feature on the x-axis and its frequency on the y-axis. These histograms were normalized for total number of voxels, in order to account for size effects (which were measured separately) and to be able to appreciate the shape of these histograms, which to a large extent capture the heterogeneity of imaging features within edema, non-ET, and ET.

Retrospective Cohort

Tenfold cross-validation was used to determine the generalization accuracy of the predictive models. In this approach, the model was generated using data for 90% of the subjects. The predictions were then tested on the remaining 10% of subjects. This process was reiterated 10 times, each time leaving out a different 10%.

Prospective (Replication) Cohort

We tested our predictive model prospectively in a cohort of GB patients separate from the cohort that was used to develop it. All subjects met inclusion criteria identical to those of the retrospective cohort study. Such a replication cohort study was performed in order to provide realistic estimates of how well the predictive models were likely to generalize to new patients.

Statistical Analysis

Kaplan–Meier estimates were used to evaluate survival predictions. The difference among 3 survival groups predicted by our model was assessed by measuring the number of patients surviving over a period of time (Fig. 2). The horizontal axis shows the time and the vertical axis shows the probability of survival. Any point on the survival curve shows the probability that a patient in each group would remain alive at that time. Survival curves were compared statistically by a Cox proportional hazards model for statistical significance. All statistical analyses were performed using SPSS (IBM). Hazard ratios and Kaplan–Meier curves were computed for survival analysis, with the level of statistical significance for a 2-sided comparison set at 5% (P < .05).

Accuracy of predictions was obtained by dividing the sum of true positives and true negatives by the total number of patients. The overall accuracies for the 3 groups in the survival study and for the 4 groups in the molecular subtype study were calculated based on classification scores obtained via voting (eg, for the molecular subtype, we had 4 classifications for each person, and the most likely defined the classification). Receiver operating characteristic (ROC) curves were calculated as usual, by varying the classification threshold.

Results

Imaging Features

A linear SVM was used to create a SPI that determined whether patients were more likely to survive less than 6 months (short survival), between 6 and 18 months (medium survival), or greater than 18 months (long survival). For molecular subtyping, the machine learning algorithm was trained to recognize one of the 4 GB subtypes (neural, proneural, classical, and mesenchymal).

Histograms for the most predictive imaging features regarding survival are in Fig. 1. Histograms have been normalized so that the area under the curve is fixed, to allow for extraction of histogram shape attributes. The features were categorized into different groups: age (Fig. 1B); diffusion time based on a biophysical model of tumor growth fitted to each individual patient (Fig. 1C); imaging features (Fig. 1D–J) including distance of tumor from the ventricles, T1-Gd intensity in non-ET, T2 intensity in ET, T2-Gd intensity in non-ET, PH of perfusion signal in ET, PH in non-ET, TR in non-ET; and volumetric features (Fig. 1K–O) including volume of ET, volume of non-ET, volume of tumor (ET plus non-ET), normalized (for total brain size) tumor volume, and normalized volume of edema. Relatively higher age, volume of ET, volume of non-ET, tumor (ET and non-ET), volume of edema, and relatively smaller distance between tumor and ventricles were predictive of short survival. Patients with a relatively larger number of voxels of high T1-Gd intensity, low T2 intensity, high PH, and low TR had relatively shorter survival.

Patient Survival Predictions

Classification rates obtained using the baseline SPI are shown in Table 1. The cross-validated 2-class accuracy of the 6-month survival SVM model was 87.62% in the retrospective study and 82.76% in the prospective study. The cross-validated 2-class accuracy of the 18-month survival SVM model was 88.57% in the retrospective study and 83.33% in the prospective study. Overall 3-way classification into short/medium/long survivors was approximately 77% and 79% in the cross-validated retrospective and prospective cohorts, respectively. Addition of tumor molecular subtype—estimated from RT-qPCR data according to the Tissue Subtyping section of this paper—to the feature set did not improve survival classification accuracy.

Survival Curves

Kaplan–Meier survival curves for each of the 3 groups based on the SPI are shown in Fig. 2, with the x-axis representing
Therefore, AUC only can be calculated for the classification of 2 groups.

Table 1. Accuracy of molecular subtype and survival prediction; the ROC curve is a graphical plot that illustrates the performance of a binary classifier system as its discrimination threshold is varied

<table>
<thead>
<tr>
<th>Survival</th>
<th>Study (n)</th>
<th>Accuracy (%)</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;6 mo</td>
<td>Retrospective (27)</td>
<td>87.62</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>Prospective (11)</td>
<td>82.76</td>
<td>0.85</td>
</tr>
<tr>
<td>&gt;18 mo</td>
<td>Retrospective (29)</td>
<td>88.57</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>Prospective (7)</td>
<td>83.33</td>
<td>0.84</td>
</tr>
<tr>
<td>6–18 mo</td>
<td>Retrospective (49)</td>
<td>79.05</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Prospective (11)</td>
<td>87.5</td>
<td>N/A</td>
</tr>
<tr>
<td>Overall</td>
<td>Retrospective (105)</td>
<td>77.14</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Prospective (29)</td>
<td>79.17</td>
<td>N/A</td>
</tr>
<tr>
<td>Tumor subtype</td>
<td>Proneural (22)</td>
<td>85.86</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>Neural (29)</td>
<td>87.88</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>Mesenchymal (28)</td>
<td>83.84</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>Classical (20)</td>
<td>84.85</td>
<td>0.75</td>
</tr>
<tr>
<td>Overall</td>
<td>(99)</td>
<td>75.76</td>
<td>N/A</td>
</tr>
</tbody>
</table>

![Fig. 3. SPI versus actual survival. Solid transverse black line is the median, edges of boxes are first and third quartiles, and error bars are ±1.5 interquartile range.](http://neuro-oncology.oxfordjournals.org/)

**Predicting Tumor Molecular Subtype**

A subgroup of 99 patients who had sufficient tumor tissue collected at time of surgery was included in the molecular subtype study and underwent subtyping using an isoform-level assay classifier. The numbers of classical, mesenchymal, proneural, and neural subtypes were 20, 28, 22, and 29, respectively. Using feature selection, a unique predictive algorithmic classifier was then built for each tumor subtype. Table 1 shows the accuracy of each subtype model, as well as the overall accuracy in the 4-way classification. Figure 4 demonstrates the ROC curves for molecular subtype classifiers. Image-derived features most predictive of molecular subtype included histogram of T2-FLAIR intensity in ET, size of ET, and PH on perfusion signal in edema for the classical subtype; mean T1 signal in ET and histogram of T2-FLAIR intensity in edema for the mesenchymal subtype; T2-intensity histogram in edema and tumor location for the neural subtype; and histogram of T2-FLAIR intensity in ET and mean T1 in ET for the proneural subtype.

**Discussion**

By integrating a rich set of imaging features using machine learning algorithms, we achieved accurate and reproducible prediction of patient survival using preoperative MRI. Importantly, these survival estimates were obtained using cross-validation retrospectively and were subsequently prospectively tested on an entirely new validation cohort of patients. The use of such cross-validation techniques bolsters generalizability and ensures that this model and finding will replicate in future studies. Using a similar approach, we predicted individual GB molecular subtypes with an overall accuracy of 76%. These findings support our initial hypothesis that genomic events, in this case the molecular subtypes of GB, have unique imaging phenotypes. Notably, these predictions could not be achieved by any individual MRI feature and became possible only after integrating diverse imaging information using machine learning methods.
Predicting Survival

Our image-based predictive model of overall survival improves upon approaches used in prior prognostic imaging studies in GB. Traditionally, clinical variables such as age, Karnofsky performance score, and extent of resection have been used to predict overall survival. The inclusion of imaging features, however, improves upon survival prediction compared with the use of clinical features alone. For example, image analysis has identified variables such as the ratio of $T_2$-FLAIR signal to tumor volume, proportion of ET, spatial variation in enhancement, and volume of ET crossing the corpus callosum to strongly correlate with survival. These previous attempts at correlating imaging phenotypes with survival have focused on one or a handful of imaging features, as opposed to integrating multiple variables. This has led to significant variation in the literature defining the imaging feature(s) most predictive of overall survival. Furthermore, the majority of these studies did not test the reproducibility of the fitted regression models in a prospective manner or via cross-validation.

Automated segmentation and machine learning techniques have facilitated the assessment of multiple imaging and clinical features simultaneously. These techniques are particularly important when analyzing large datasets, as they can identify complex patterns in data that simple regression models obscure. We believe that our study is the most comprehensive to date; we used over 300 clinical and derived imaging features to construct our predictive models. This type of comprehensive approach is critical, as no single variable is predictive of survival in a consistent and reproducible manner, especially when tested prospectively. As is evidenced by the histograms for individual features (Fig. 1), small differences frequently exist between short and long survivors, and it is only through the integration of multiple features that highly distinctive patterns predictive of survival emerge.

In addition to standard anatomic imaging, we leveraged physiological imaging modalities (perfusion MRI and DTI) to gain insight into tumor biology and further augment our predictive models. Features derived from DSC-MRI and dynamic contrast-enhanced (DCE) MRI have been previously used to develop predictive models for survival in patients with high-grade gliomas. These studies identified biomarkers for angiogenesis (rCBV) and cellularity (apparent diffusion coefficient [ADC]) as being important for differentiating short and long survivors. Our study goes beyond these relatively focused studies by using an extensive set of features derived from perfusion and diffusion sequences and integrating them with features derived from structural MRI.

The imaging features identified by our analyses to be most predictive of survival relate to the underlying pathophysiology of GB (Table 2), characterized by angiogenesis, breakdown of the blood–brain barrier, and peritumoral infiltration. These cellular events have been shown to have specific imaging phenotypes. For example, Gd enhancement reflects blood–brain barrier breakdown, DSC-MRI is able to estimate tissue microvessularity, and diffusion TR relates to tissue microstructure.

Table 2. Imaging features and biological interpretation

<table>
<thead>
<tr>
<th>Predictive Feature Class</th>
<th>Finding and Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Higher age $\rightarrow$ shorter survival</td>
</tr>
<tr>
<td>Volumetrics: ET, non-ET, normalized edema</td>
<td>Larger and more infiltrating tumor $\rightarrow$ shorter survival</td>
</tr>
<tr>
<td>Water concentration/cell density ($T_2$ in ET and non-ET, diffusion TR in non-ET)</td>
<td>Higher water concentration and lower cell density $\rightarrow$ longer survival</td>
</tr>
<tr>
<td>Microvascularity (PH in ET, PH in non-ET, T1-Gd in non-ET)</td>
<td>Increased and compromised tumor microvascularity $\rightarrow$ shorter survival</td>
</tr>
<tr>
<td>Biophysical model</td>
<td>Higher diffusion time $\rightarrow$ shorter survival (suggestive of diffusive tumors having poorer outcome)</td>
</tr>
<tr>
<td>Spatial location (distance from the ventricles)</td>
<td>Proximity to the ventricles leads to relatively shorter survival. Possibly reflects poorer outcome of patients with tumors extending into inoperable regions (higher extent of critical region involvement), or potentially related to access to subventricular stem-cell-generating regions leading to poorer outcome.</td>
</tr>
</tbody>
</table>

More detailed information is shown in Fig. 1.
In our survival model, patients who were predicted to survive longer had relatively lower volumes of ET, relatively lower tissue volumes with increased PH (PH relates to increased and compromised microvascularity), and lower cellular density/higher fluid concentration (eg, higher TR, T2 signal). Thus, consistent with the pathophysiology of GB, our image-based model predicted that short survivors would have imaging features consistent with increased angiogenesis, breakdown of the blood–brain barrier, increased peritumoral infiltration and cell density, and decreased water content. Although each of these imaging features provides complementary information regarding the biological properties of the underlying tissue, the combination of multiple features in an integrative model yields stronger predictions than a model based on any single feature alone, which once again reflects the main strength of our study.

Additional imaging features found to be predictive of short survival in our model relate to increased tumor burden, growth, and location. As in prior studies,4,5,7 normalized edema volume, ET volume, non-ET volume, tumor volume, and normalized tumor volume were larger in short survivors compared with long survivors (Fig. 1). Additionally, diffusion time, a feature derived from the biophysical growth model felt to represent invasiveness over time, was higher in short survivors (Fig. 1). Finally, distance of the tumor from the ventricle was shorter and age was higher in patients with shorter survival (Fig. 1). The predictive value of distance from ventricles could reflect either the limited ability to surgically resect deep tumors or the tumor’s access to the stem-cell-generating subventricular zone leading to poorer outcome (see Supplementary material).

Predicting Molecular Subtype

In addition to prognostic information, MRI features may also serve as noninvasive biomarkers of underlying molecular events. Several authors have demonstrated that specific GB molecular subtypes have unique imaging features that can be exploited. For instance, mesenchymal tumors have lower non-ET volume and peritumoral edema intensity, the proneural subtype has significantly lower blood–brain barrier breakdown, and the classical subtype strongly correlates with necrosis and edema imaging features related to edge sharpness and intensity.38 In fact, a model to predict the mesenchymal subtype has been previously suggested; however, the authors were unable to find distinguishing imaging features among the non-mesenchymal subtypes.39 Whereas prior studies have correlated structural imaging features with a single GB molecular subtype, to our knowledge our study is the first to noninvasively classify a GB patient into one of the 4 individual subtypes with relatively high accuracy based solely on routinely obtained clinical imaging data.

Multiple studies focus on genomic predictors of survival in GB patients. In our model, GB molecular subtype was assessed,48 but it was not found to offer predictive value beyond what was predicted via imaging. Although classification of molecular subtype alone has not been shown to predict survival, the addition of subtype data can augment predictive models. For instance, Jain et al found that rCBV alone, as measured by DSC-MRI, was not predictive of survival. However, when the molecular subclass was added to the model, maximum rCBV became a significant survival predictor. Thus, subtype classification may provide additional information, especially as an adjunct to hemodynamic imaging biomarkers. Unlike the study by Jain et al in which molecular subtype was obtained through tissue analysis, we have shown in the current study that we were able to extract such information through imaging alone.

Limitations

Despite precautions, including use of multiple imaging features, automated region of interest measurements, and cross-validation of all results, our study has limitations. First, we used only the MRI at time of diagnosis in creating our predictive model, rather than incorporating postoperative imaging. Other groups have demonstrated, for instance, that peritumoral perfusion parameters on posttreatment imaging, not preoperative imaging, were associated with overall survival.41 While others have performed serial analyses of MRI.10 We intentionally chose to evaluate only preoperative imaging in order to avoid any potential confounding factors related to treatment effects that may manifest on postoperative imaging. For example, the presence of blood and the reduction in tumor volume can alter TR measurements and lead to false-positive results.10 It is also important to note that all patients in our study received the same clinical treatment: surgical debulking followed by chemo and radiotherapy. Another limitation of our study is that we used data from a single institution; data from other institutions would be beneficial to further validate our hypothesis and the external validity of our predictive models.

Significance

Using MRIs at time of diagnosis, we applied machine learning algorithms to predict noninvasively, and with high accuracy, clinical and genomic variables of patients with brain cancer. Our findings therefore provide a robust mechanism for predicting survival among GB patients and for estimating molecular subtype. By utilizing standard imaging sequences that are commonly employed in clinical practice and by testing our models prospectively, our findings can be readily translated to the clinic. These predictive models may be used by clinicians to offer prognostic survival data to patients with newly diagnosed disease as well as guide the aggressiveness of treatment. Additionally, the molecular subtype information can guide the potential enrollment of patients into experimental treatments upfront. Furthermore, GB tumors exhibit regional differences in genomic alterations, enhancement, cell density, and necrosis,52 and imaging provides a means of capturing such spatial heterogeneity, especially when pathology sampling is suboptimal or not possible due to tumor location. Thus, imaging enables the detection of phenotypic signatures that may not be captured by classical histopathology or other individual biomarkers.
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Supplementary material is available at Neuro-Oncology Journal online (http://neuro-oncology.oxfordjournals.org/).
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