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ABSTRACT

Cryosurgery is a surgical technique that employs freezing to destroy target tumor tissue. While the main objective during a cryosurgical procedure is to ensure tissue destruction within the cryolesion, the greatest challenge is how to spare the surrounding healthy tissues from cryoablation. In this work, a historical review of the field of cryosurgery is presented followed by a theoretical study where a mathematical model is developed for cryosurgery on a basal cell carcinoma (BCC) using liquid nitrogen (LN₂) spray. The model takes into consideration the anatomic structure of skin tissue and the irregular geometry of BCC. In particular, a methodology for quantitatively determining the extent of the intracellular ice formation (IIF) zone based on the tissue temperature and cooling rate (CR) is proposed, which can directly relate to the necrosis of the cancer cells after cryosurgery. The model is then used to analyze formation of the IIF zone during cryosurgery on a BCC and quantification is provided for the volume of the final IIF zone. A parametric study is also carried out to investigate the effect of various protocol parameters on the final IIF zone. The results should be useful for dermatologists for pre-treatment surgery planning.

NOMENCLATURE

\[ a \] dimensionless constant from regression  
\[ b \] dimensionless constant from regression
Numerical prediction of the intracellular ice formation zone during cryosurgery on a nodular basal cell carcinoma using liquid nitrogen spray

\( C \)  specific heat (J Kg\(^{-1}\) K\(^{-1}\))
\( h \)  convective heat transfer coefficient (W m\(^{-2}\) K\(^{-1}\))
\( H \)  height of BCC (m)
\( k \)  thermal conductivity (W m\(^{-1}\) K\(^{-1}\))
\( L \)  latent heat of tissue freezing (J Kg\(^{-1}\))
\( n \)  normal direction of skin surface
\( Nu \)  Nusselt number
\( q_m \)  metabolic heat generation rate (W m\(^{-3}\))
\( r \)  coordinate in radial direction (m)
\( r^* \)  dimensionless coordinate in radial direction
\( r_s \)  radius of LN\(_2\) spray cooling site (m)
\( R_0 \)  radius of BCC (m)
\( t \)  time (s)
\( T \)  temperature (°C)
\( V \)  volume (m\(^3\))
\( V_0^* \)  dimensionless volume from regression
\( V_{IIF} \)  volume of tissue in IIF zone (m\(^3\))
\( V_{ref} \)  reference volume (m\(^3\))
\( V_{IIF}^* \)  dimensionless volume of tissue in IIF zone
\( z \)  coordinate in axial direction (m)
\( z^* \)  dimensionless coordinate in axial direction

**Greek**
\( \rho \)  mass density (Kg m\(^{-3}\))
\( \varepsilon \)  mass fraction of tissue component
\( \eta \)  coefficient controlling metabolic heat generation
\( \xi \)  coefficient controlling thermal effect of blood perfusion
\( \omega_b \)  volumetric flow rate of blood perfusion

**Subscript**
\( a \)  air
\( b \)  blood
\( BCC \)  basal cell carcinoma
\( epi \)  epidermis
\( f \)  frozen
\( IIF \)  intracellular ice formation
\( in \)  initial
\( LN2 \)  liquid nitrogen
\( m \)  metabolism
\( ref \)  reference
\( s \)  LN\(_2\) spray
\( surf \)  surface
\( u \)  unfrozen
1. INTRODUCTION

Basal cell carcinoma (BCC), the most common skin malignancy, affects more than 500,000 Americans each year [1]. It’s estimated that 2.9 million BCCs are diagnosed annually in the United States, and the number of cases continues to increase. The increased incidence has been proposed to be due to increased sun exposure associated with the thinning ozone layer and extensive outdoor leisure activities [2]. To date, there are several modalities available for the treatment of BCC, including Mohs surgery, photodynamic therapy, radiation therapy and cryosurgery [3]. Merits of cryosurgery for treating BCC include minimal or no bleeding, low cost, high cure rate, relative ease of implementation and good cosmetic outcome.

Cryosurgery is a surgical technique using low temperature and tissue freezing to achieve tissue damage. In dermatological practice, the most commonly used cryogen is liquid nitrogen ($LN_2$) due to its low cost, wide availability, high efficiency and safety [4]. $LN_2$ can be sprayed directly onto the surface of the BCC, i.e. cryospray technique, as schematically shown in Figure 1. At the cooling site, the sprayed $LN_2$ boils and evaporates, cooling the underlying tissue to below the phase change temperature of cancerous tissue, resulting in freezing.

Two primary mechanisms are thought to result in tissue damage: direct cell injury and vascular injury [5]. Direct cell injury includes solution-effect associated with slow freezing and intracellular ice formation (IIF) due to a high cooling rate (CR). During tissue freezing, ice formation occurs first in the extracellular space. The resulting segregation of solutes leads to increased concentration of the extracellular solution, which forms osmotic pressure, which drives the transport of intracellular water through

![Figure 1: Schematic of cryosurgery on a nodular basal cell carcinoma using $LN_2$ spray.](image-url)
the cell membrane. For a sufficiently high CR, there is inadequate time for water transport across the membrane. Therefore, ice crystals will nucleate and propagate intracellularly, i.e. IIF occurs. IIF is lethal to the survival of living cells because intracellular ice crystals disrupt cell membranes and intracellular organelles [5]. IIF zone therefore represents a region where cell damage is of high probability. On the other hand, if the tissue freezes with a low CR allowing enough time for water transport, cell dehydration and concentration of intracellular electrolytes will result, i.e. the solution-effect (SE). The solution-effect can injure the cell in several hypothesized ways, e.g. damage to the enzymatic machinery and cell membrane destabilization [6]. However, significant cell injury requires a prolonged time to develop, and therefore, the solution effect may not always be lethal to cells [5]. It can be seen that under sub-zero temperature, the dominance of the above two events (SE and IIF) depends greatly on the CR. Quantification of IIF zone requires a threshold value of the CR, i.e. the lowest CR that can trigger IIF, under which solution-effect dominates and precludes IIF. This threshold CR can be referred as critical cooling rate (CCR).

Vascular injury is the eventual outcome of a series of events during and after tissue freezing. Damage to the vessel wall due to direct endothelium cell injury causes increased permeability of fluid and plasma proteins through the capillary wall. Edema, platelet aggregation and microthrombus formation take place when blood perfusion resumes during the thawing process. These changes result in the stagnation of microcirculation and eventual necrosis of tissue due to ischemia and anoxia [5, 6].

It is well accepted that the extent of injury in biological tissues by freezing depends on the thermal history, which in turn depends on five parameters: cooling rate, end temperature, time spent at the end temperature, thawing rate, and number of freeze/thaw cycles. Extensive research has been performed to understand the vascular effect of changing each thermal parameter with the ultimate goal of defining the threshold between viability and predictable tissue necrosis. Examples where qualitative and quantitative data that correlates thermal damage with the aforementioned parameters has been studied follow. Farrant and Walter [7] discussed the relationship between cell death and thermal history in cryosurgery. Gage and Baust [5] addressed the mechanisms of tissue injury in cryosurgery and established the basic features of cryosurgical technique: rapid freezing, slow thawing, and repetition of the freeze-thaw cycle. Hoffman and Bischof [6, 8] studied the cryobiology of cryosurgical injury and its correlation with the time-temperature history experienced by tissue during a thermal insult. The effects of freezing on cell viability and mechanisms of cell death in a human prostate cell line were addressed by Hollister et al. [9]. Ismail et al. [10] presented a novel approach to increase the sensitivity to cryotherapy using combined treatment of tumor necrosis factor related apoptosis-inducing ligand and cryotherapy in an in vitro cryotherapy model. Rabin [11] outlined the key issues that must be addressed in bioheat transfer simulations for the application of cryosurgery planning. Liu et al. [12] performed experiments where freezing was immediately followed by a rapid and strong heating of the target tissues in order to significantly improve the treatment effect. The same authors [13] developed a new cryoprobe system with a heating feature aimed at performing both cryosurgery and hyperthermia on target tumors and discussed the implementations of this new system in
clinical cryosurgery or hyperthermia. Mazur [14] addressed the effects of intracellular freezing on cell survival. Yang et al. [15] studied the changes in ice growth speed and its influence on the distance between the ice front and cell death boundary. Cai et al. [16] summarized the current state-of-the-art of gold nanoparticles in biomedical applications targeting cancer. Gage et al. [17] provided a review with a global overview of experimentation in vivo and its relationship to the optimal methods of technique of freezing to achieve efficacious therapy. Langenhuijsen et al. [18] provided an update on clinical results of modern cryotechnology and concluded that modern cryosurgery is reliable and results are promising with minimal morbidity. A summary of the avenues for research and development in cryosurgery treatment planning was provided by Sandison [19].

In order to provide solutions to generalized heat transfer models with phase change, extensive numerical works have been published on the thermal history of target tissue during cryosurgery [20–24]. Heat transfer problems involving change of phase in which the boundary conditions are specified at the external stationary surface are usually referred to as “Stefan problems”. Problems where the boundary conditions are specified at the moving phase-change front are termed “inverse Stefan problems [25–28]. Budman et al. [29] presented an integral solution for a one-dimensional inverse Stefan problem and discussed the problems associated with the control of the warming rate during the melting stage. Rubinsky and Shitzer [30] presented an analysis of a Stefan-like problem in the in vivo freezing of a biological tissue that includes blood perfusion, metabolic heat and tissue heat capacity effects. Baish et al. [31] used analytical and numerical methods to predict the temperature distribution in tissue by taking into account three models of thermally significant blood vessels, namely an array of unidirectional vessels, an array of countercurrent vessels, and a set of large vessels feeding small vessels which then drain into large vessels. Their results show how the vascular geometry and blood flow rate affect the thermal response of these models and provide a clearer physical insight into the mechanisms by which heat is transported in vascular tissue. Klemick et al. [32] implemented the adaptive grid generation scheme of body-fitted coordinates to study numerically the effect of blood perfusion on the heat transport of a cylindrical tissue heated by microwave radiation and assessed the effects of varying heat transfer coefficients and equilibration lengths. Bischof et al. [33] predicted the thermal history around a 3-mm diameter cylindrical cryosurgical probe by solving the bioheat equation in a one-dimensional cylindrical geometry with the aim to determine the influence of the time held at an end temperature, thawing rate, and vascular response to enhance the destructive effect of cryosurgery. Rewcastle et al. [34, 35] predicted the three-dimensional thermal histories for several probe configurations in order to compute their ablative ratio. Deng and Liu [36] analyzed the enhancement of freezing by injecting solutions with appropriate thermal properties into the target tissues during cryosurgery. The same authors [37] used the dual reciprocity boundary element method to model the multidimensional freezing problem during cryosurgery. Since it was first proposed by Bonacina et al. [38], the heat capacity method has been used by many investigators to solve phase-change problems [39–51]. In this method, the latent heat effect is approximated by a large effective specific heat
over a small temperature range. Although the effective capacity is a highly non-linear function of temperature within the phase change temperature range, it can be substituted by a linear relationship. The advantage of this method is that numerical computation is based on a fixed grid [52] and the formulation avoids complex front tracking algorithms. However, the formulation is only valid when there is a continuous variation of the properties across phase boundaries. Also, the limitation of this method is that it is very sensitive to the choice of phase change temperature interval [53] and to the chosen time step for the transient process, since computation is divergent when implemented with implicit time integration schemes [54]. Gong and Majumdar [55] provided the cause and cure of non-convergence in effective heat capacity methods for the numerical solution of phase change problems. Later, an average heat capacity algorithm based on a finite difference method was introduced by Hsiao [56], and Lee and Chiou [57] modified the latter for the finite element technique. Examples where the average heat capacity method for the analysis of conjugate heat transfer during a two-phase solidification process has been used and successfully implemented can be found in Amin [58] and Amin and Greif [59]. Comini et al. [60] provided an algorithm for multidimensional phase change conduction problems. A brief review of current source for modeling solidification phase change systems was provided by Voller and Swaminathan [61]. Deng and Liu [62] implemented the Monte Carlo method to solve the direct bioheat transfer problems that are often encountered in the treatment planning of cancer hyperthermia. The same authors [63] developed a numerical algorithm based on the dual reciprocity boundary element method to solve the multidimensional phase change problem of biological tissues subjected to cryosurgery. Jankun et al. [64] developed a software package to assist in cryoablation therapy through computer modeling, simulation, and visualization in order to predict the outcome of cryosurgery. One of the most common approaches is the enthalpy method, where latent heat content is a function of temperature and the energy equation is solved either in the enthalpy form or with an effective specific heat to incorporate latent heat [65–68]. Rabin and Korin [69] developed a simple and efficient numerical technique based on the enthalpy method for solving transient multidimensional heat transfer problems with melting/solidification processes. Rabin [70] performed heat transfer simulations and obtained a closed-form solution of the one-dimensional temperature distribution in frozen water and blood by taking into account the effect of temperature-dependent thermal conductivity.

Devireddy et al. [71] attempted to incorporate microscopic models of cellular water transport and probability of IIF (PIF) into macroscopic tissue freezing calculations, where cellular-level repetitive unit is described by a Krogh cylinder. The results indicate that the thermal history predicted by the coupled model presents little significant difference compared to that by an uncoupled model. Zhang et al. [72] studied IIF and cell dehydration during cryosurgery of breast cancer, combining the macroscopic bioheat transfer model with the microscopic models of PIF, intercellular ice propagation and water transport in clusters of closely packed cells. Different cooling boundary conditions were employed. They reported that the constant heat flux induces greater cellular dehydration and higher probability of IIF. However, discrepancy exists for the
intercellular ice propagation model, since a different model has been proposed for the identical process [73]. Zhang et al. [72] applied classic bioheat equation to model tissue heat transfer and freezing processes during cryosurgery on prostate cancer. Three-dimensional geometry of prostate and cryosurgical techniques, e.g. multiple probe and urethral warmer, were considered, and thermal history was studied in terms of the evolution of critical isotherms. Gonder et al. [74–76] assessed the chemical and morphologic changes in the prostate following extreme cooling. The temperature-time relationship for tissue destruction in human benign prostatic hyperplasia was experimentally studied by Bhowmick et al. [77]. Dow and Waterhouse [78] studied experimentally the effect of lethal freezing temperatures of the prostate gland. Smith et al. [79] experimentally studied the connection between thermal history and cell injury in AT-1 rat prostate tumor cells using four parameters: cooling rate, end temperature, hold time, and thawing rate. Jiang et al. [80] demonstrated that tumor necrosis factor alpha (TNF-α) can yield complete destruction of prostate cancer within a cryosurgical iceball when given 4h prior to cryosurgery. Robilotto et al. [81] developed a three-dimensional, tissue engineered human prostate cancer model to simulate and assess the effects of cryotherapy. Klossner et al. [82] performed experiments using an in vitro prostate cancer model to study the effects of end temperature, cooling rate, duration of the freezing episode, and repetition of the freezing cycle in terms of providing maximum cell destruction. Larson et al. [83] determined the critical temperatures below which human prostatic tissue can be cryoablated in situ and assessed the advantages of the cryoablative efficacy of single versus double-freeze cryosurgery. Tatsutani et al. [84] provided quantitative values for the relationship between thermal variables during freezing and the destruction of human primary prostatic adenocarcinoma cells. Turk et al. [85] determined that freezing prostate cancer to temperatures below −40°C reliably kills prostate cancer regardless of the number of freeze/thaw cycles. Han et al. [86] developed a cryoinjury model using tissue engineering technology to determine thermal thresholds of cryoinjury with two different prostate cancer cell lines. Cohen [87] reviewed the techniques and indications for cryosurgery of the prostate. Babaian et al. [88] provided a best practice statement on cryosurgery for the treatment of localized prostate cancer cells. The efficacy and safety with targeted cryoablation of prostate cancer was retrospectively reviewed by Bahn et al. [89] and by Katz and Rewcastle [90]. Technological advances for minimally invasive cryosurgery were provided by Baust et al. [91] and by Baust and Gage [92]. Langenhuijsen et al. [18] provided an update on clinical results of modern cryotechnology and concluded that modern cryosurgery is reliable and results are promising with minimal morbidity. A summary of the avenues for research and development in cryosurgery treatment planning was provided by Sandison [19]. Recently, a new methodology for preventing freezing damage beyond pre-specified boundaries during prostate cryosurgery was proposed [93, 94], where laser heating counteracts tissue freezing to better confine damage to the targeted cancerous tissue within a lethal low-temperature isothermal boundary, an approach referred to as laser-assisted cryosurgery (LAC). The advantage of this new methodology is that there is no need to stop the freezing process prior to achieving the target lethal temperature within preset boundaries and therefore only one freeze/thaw
cycle is required. Martínez-Suástegui et al. [95] performed LAC procedures in ex vivo mice hepatic tissue. Their results show that since the effective cryosurgical tissue destruction zone is enlarged by producing large thermal gradients, the frozen region can be shaped to selectively destroy malignant tissue. This approach is particularly advantageous for the treatment of large or irregularly shaped tumors.

The problem of cryosurgery optimization was first considered by Keanini and Rubinsky [96]. The authors described a general technique for optimizing cryosurgical procedures based on three parameters: the number of cryoprobes used, the freezing length per cryoprobe, and the cryoprobe diameter. Baissalov et al. [97, 98] presented a model for treatment planning of multiprobe cryosurgery by simultaneously optimizing multiple cryoprobe placements and their thermal protocol for one freeze-thaw cycle. Chua et al. [99] performed simulations based on solving the transient bioheat equation using the finite volume scheme for a single or multiple-probe geometry and provided the basis for designing an optimized cryosurgical protocol which incorporates thermal effects and the extent of cell destruction within tumors. Ivarsson et al. [100] used a microprocessor controlled power regulation and thermometry system to maintain a stable target temperature and produce lesion volumes adequate for treating relatively large tumors in a single session. Lung et al. [101] developed a computerized planning tool to determine the best locations to insert the cryoprobes based on the bioheat transfer simulations using the force-field analogy. In order to optimize cryo-needle placement and operation protocols, Magalov et al. [102] performed three-dimensional numerical simulations of multi-cryo-needle surgery. Rossi et al. [103, 104] presented a computerized planning scheme for prostate cryosurgery using a variable insertion depth strategy. Tanaka et al. [105] proposed a method to generate computationally a preferred cryoprobe layout for the pullback operation using the bubble-packing method. In Rossi et al. [106] developed a numerical scheme for bioheat transfer simulations with application to phase change problems of cryosurgery using variable grid size and time intervals. Tanaka et al. [107–109] developed an optimization method based on the bubble-packing and force-field analogy methods to obtain the optimal arrangement of the cryoprobes during cryosurgical procedures. Maruyama et al. [110, 111] assessed a novel and rapid cooling system which employs a heat transfer control device based on the application of a thermoelectric principle (Peltier effect).

The majority of the published works concentrate on the cryoprobe technique [112–133], and few studies have evaluated tissue thermal history during cutaneous cryosurgery using $LN_2$ spray. Such a numerical tool could be very useful in dermatological practice for protocol optimization.

In an attempt to develop such a numerical model, the authors started with a homogeneous model, in which heat transfer within tissue is described by classic bioheat equation and target skin tissue is treated as a homogeneous media [134]. Anatomic structure of human skin tissue, i.e. multi-layer structure, was then considered and both freezing and thawing processes were included in the calculations [135]. The model was later applied to a specific case, i.e. BCC, where the target tissue has irregular geometry [136]. In these works, parameters of tissue thermal history were studied systematically,
including the freezing interfaces, CR, lethal isotherm, etc. Microscopic models are not considered by the authors thus far, since the biophysical parameters in microscopic models are highly cell-type dependent [71, 137] and most are unknown for skin cells, e.g. permeability of water through cell membrane and activation energy for water transport, etc.

In this paper, the model is used to study cryosurgery on a nodular BCC using \( LN_2 \) spray. In particular, a mechanistic methodology quantifying the extent of IIF zone is presented based on transient profiles of tissue temperature and cooling rate. The effects of protocol parameters on the extent and the volume of final IIF zone are investigated, which include the heat transfer coefficient of spray cooling \( (h_s) \), the critical cooling rate (CCR), and the cooling site radius \( (r_s) \). Results of the enclosed work can be used to estimate cryosurgical injury outcome and optimize cryospray protocol parameters.

2. MATHEMATICAL MODEL AND NUMERICAL METHOD

2.1. Anatomic and physiological basis

It is customary to utilize the classic bioheat equation [138] to describe heat transfer processes in biological tissue, where a dense capillary network supplies slow blood perfusion [139–143]. In clinical practice, target tissue has complex anatomy, which must be understood and considered for successful modeling.

Human skin is composed of three primary layers: epidermis, dermis and subcutaneous fat. The epidermis is the outermost avascular portion and varies in thickness with site, ranging from 0.1 mm on the eyelids to about 1 mm in acral sites [144]. The dermis lies underneath the epidermis and hosts abundant capillaries, nerves and lymph vessels. It is believed that blood perfusion produces profound thermal effects in the dermis layer and as such, can be treated uniformly therein [145, 146]. Below the dermis is the subcutaneous fat layer. This layer is not highly vascular, but is transversed by vessels branching and proceeding from deeper tissue to the capillary vasculature in the dermis [147]. These transverse vessels are believed to be thermally insignificant [148] and the thermal effect of blood perfusion is therefore usually neglected in the subcutaneous fat [147].

2.2. Physical model and mathematical formulation

Based on the above considerations, the following assumptions were utilized for our model of the thermal history of a nodular BCC during \( LN_2 \) spray cooling:

1. The BCC is presumed to have the geometry of a spherical cap and \( LN_2 \) spray is controlled to have a concentric circular cooling site on the surface of the BCC with a radius of \( r_s \), as shown in Figure 2.

2. The cooling site is subjected to convective heat transfer during spray cooling, and an average heat transfer coefficient, \( h_s \), over the entire sprayed area is used and assumed to be constant. However, it is well known that the heat transfer coefficient at the sprayed surface is non-uniform and varies between central and peripheral locations [149–153]. To overcome this issue, our preliminary case study considered the spatial distribution of the heat transfer coefficient over the target skin.
surface. In this case study, a comparison between a Gaussian distributed heat transfer coefficient and a constant heat transfer coefficient over the target area revealed that the spatial distribution does not affect the tissue temperature variation and growth of the IIF zone, whereas the magnitude of the heat transfer coefficient is the dominant factor. In addition, since the degree and spatial/temporal distribution of tissue cooling can be achieved in a controlled manner by adjusting the cryogen spurt duration [154] and models that enable accurate prediction of the heat transfer coefficient that account for the asymmetric deposition and spreading of the liquid cryogen are available in the literature [155–158], the assumption of a constant heat transfer coefficient over the entire sprayed area seems valid. The heat extraction induced by cryogenic sprays (R134a) across the surface of skin phantom was measured by Franco et al. [159]. The sprays were produced by typical straight tube nozzles used for dermatological lasers aimed perpendicularly or at a small angle (< 15°) to the skin surface. These nozzles were known to yield high pressure jets or finely atomized cones depending on the nozzle diameter.

Figure 2: Schematic of computational domain and boundary conditions. Note that the radius of LN$_2$ spray cooling site ($r_s$) may be smaller than the radius of the BCC ($R_0$).
(varying between 0.5–1.5 mm in diameter) [160] and they produced consistent narrow size and velocity distributions [161], where the aiming angle had a small effect on the heat extraction [162]. The skin phantom was instrumented with multiple miniature temperature sensors that measured simultaneously (every 1 mm across a 16 mm diameter cone) the temperature decrease as a function of time. Franco et al. [159] observed that while there were appreciable differences between the heat flux extracted around the sprayed zone center and the periphery, there was a subregion close to the center where the variations were minimal. This was later confirmed also by Franco et al. [163] in terms of the uniformity in the protection these sprays could provide when used in conjunction with laser irradiation. Nevertheless, the reader must not forget that non-uniformities in the heat transfer coefficient over the entire spray area exist and depend on the following parameters: geometric parameters such as nozzle diameter-length [164], nozzle-to-skin distance [165] and nozzle angle [162], cryogen spurt duration [166–173], ambient pressure [174–176], humidity and frost formation effects [177–180], skin indentation effects [181, 182], and the dynamics of cryogen spray deposition, such as cryogenic spray shape, the droplet velocity and diameter [183].

3. Epidermis, dermis and subcutaneous fat are assumed to be homogeneous in terms of thermal, physical and physiological properties.

4. Cancer tissue is generally assumed to have the same thermal and physical properties with surrounding tissue [71, 72, 137]. The assumption is also applied for BCC herein, since we are not aware of any reliable data evaluating thermal and physical properties of BCC over the cryosurgical temperature range.

5. The epidermis and subcutaneous fat are assumed to be free of blood perfusion thermal effect and metabolic heat generation [145, 147] while both are taken into account in the dermis before freezing occurs.

6. The freezing process of skin tissue initiates and completes at −0.5 and −10°C, respectively [8, 184, 185]. Once the tissue starts to freeze, blood perfusion and metabolism are assumed to cease immediately.

According to the above assumptions, heat transfer within the target tissue can be described as

\[
\rho_iC_i \frac{\partial T_i}{\partial t} = \nabla \cdot (k_i \nabla T_i) + \xi \dot{\omega}_b \rho_b C_b (T_b - T) + \eta \dot{q}_m
\]

where the index, \(i\), identifies epidermis, BCC, dermis and subcutaneous fat, respectively; subscripts \(b\) and \(m\) represent blood and metabolism; \(\dot{\omega}_b\) stands for the volumetric flow rate of blood perfusion, \(2.387 \times 10^{-3} \text{ (Kg blood)} \text{ s}^{-1} \text{ (Kg tissue)}^{-1}\) [186]; \(\dot{q}_m, 1240 \text{ W m}^{-3} [186]\) is the metabolic heat generation rate; \(\rho_b (1060 \text{ Kg m}^{-3})\) and \(C_b (3840 \text{ J Kg}^{-1} \text{ K}^{-1})\) are density and specific heat of blood [187], respectively; and \(T_b (37^\circ \text{C})\) the blood temperature. Coefficients \(\xi\) and \(\eta\) serve to implement assumption No. 5 and are defined according to anatomic structure and temperature ranges as shown in Table 1.
2.3 Computational domain and boundary conditions

Considering a nodular BCC with a radius ($R_0$) of 5 mm, the axially symmetric two-dimensional computational domain is established as schematically shown in Figure 2.

The thickness of epidermis, dermis and subcutaneous fat are 0.075 mm, 1.5 mm and 3.425 mm, respectively [145]; and the radial extension of the domain is much greater than its axial thickness. The BCC is elevated ($H = 2$ mm) from the surrounding skin surface. Before LN$_2$ spray, the whole domain presents a uniform initial temperature ($T_{in}$) of 37°C, the normal human body temperature. Once the spray starts, the sprayed LN$_2$ provides a convective thermal boundary on the cooling site, represented by a heat transfer coefficient, $h_s$. Skin surface uncovered by the cooling site experiences a convection heat interaction with room air, which can be expressed as:

$$k_{epi} \frac{\partial T}{\partial n} \bigg|_{surf} = \begin{cases} h_s \left[ T(r,z,t)|_{surf} - T_{LN2} \right] & 0 \leq r \leq r_c; \ t > 0 \\ h_a \left[ T(r,z,t)|_{surf} - T_a \right] & r > r_c; \ t > 0 \end{cases}$$ (2)

where $n$ is the normal direction of the skin surface; subscripts $s$ and $a$ represent spray cooling and air, while $epi$ and $surf$ stand for epidermis and skin surface, respectively; $T_{LN2}$ is −196°C, the boiling point temperature of LN$_2$ at 1 atm [188]; $h_a$ is the convection heat transfer coefficient of room air, 10 W m$^{-2}$ K$^{-1}$ [189]; and $T_a$ is the room temperature, 25°C. The central axis is subject to an axially symmetric thermal boundary, and the constant temperature, 37°C, is applied to the other two boundaries as indicated in Figure 2, making the assumption that little thermal perturbation is produced in these boundaries during the spray cooling. A Dirichlet boundary condition of 37°C was justified by a preliminary case study where the thermal boundary condition at the bottom of the domain was adiabatic, while the other thermal and initial boundary conditions remained unchanged [135, 136]. Results indicate that after 30 s spray, the temperature at the bottom of the domain showed little change. The primary reason is that in our model, the thermal effect from the blood perfusion term is proportional to the tissue temperature difference with human body temperature (37°C). Before fully frozen, tissue with a lower temperature will generate more heat per unit volume. On the other hand, as spray cooling proceeds, more tissue starts to provide this thermal effect to prevent the tissue freezing front from moving towards deep tissue. As a result, deep tissue temperature is not affected. Considering the space limit, this preliminary case study was not reported in this work.

### Table 1: Values of $\xi$ and $\eta$ in equation (1)

<table>
<thead>
<tr>
<th>Tissue</th>
<th>$T \leq -0.5^\circ$C</th>
<th>$T &gt; -0.5^\circ$C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epidermis</td>
<td>$\xi = 0; \eta = 0$</td>
<td>$\xi = 0; \eta = 0$</td>
</tr>
<tr>
<td>BCC</td>
<td>$\xi = 0; \eta = 0$</td>
<td>$\xi = 1; \eta = 1$</td>
</tr>
<tr>
<td>Dermis</td>
<td>$\xi = 0; \eta = 0$</td>
<td>$\xi = 1; \eta = 1$</td>
</tr>
<tr>
<td>Subcutaneous Fat</td>
<td>$\xi = 0; \eta = 0$</td>
<td>$\xi = 0; \eta = 0$</td>
</tr>
</tbody>
</table>
2.4. Tissue properties

In the present study, the thermal and physical properties of unfrozen tissues, including blood, are obtained from [190] and [187]. Volumetric flow rate of skin blood perfusion and metabolic heat generation are calculated from [186]. Thermal conductivity and specific heat of frozen dermal tissue are estimated based on the principles proposed by Duck [187]:

\[ k = \rho \sum_{n=1}^{3} \frac{k_n \epsilon_n}{\rho_n} \]  

\[ C = \sum_{n=1}^{3} \epsilon_n C_n \]

where the index \( n \) represents water, protein and lipid/fat, since these three components account for approximately 99% of human skin tissue mass [187]. \( \epsilon \) is the mass fraction of the component. The estimation also assumes that only thermal conductivity and specific heat of water are temperature dependent according to Alexiades et al. [65] while those of protein and lipid/fat are constant. The phase change latent heat is estimated based on water percentage and the latent heat of pure water. The specific heat of frozen subcutaneous fat (a time-dependent piecewise linear function) comes from the data of porcine fat at low temperatures [187]. Table 2 provides tissue properties used in this study. As can be seen, density for the epidermis, dermis/BCC and subcutaneous fat are assumed to be constant and no density average is performed in the calculation. Data are from Duck [187] unless otherwise indicated.

2.5. Numerical models

The above mathematical problem was solved by a finite-volume-method-based commercial software package, FLUENT 6.2 (Fluent Inc., New Hampshire), and the governing equation (1) was discretized by a second-order upwind scheme. It is important to mention that the energy equation in FLUENT addresses the energy transfer due to conduction, convection, species diffusion, viscous dissipation, chemical reaction and:

<table>
<thead>
<tr>
<th>Properties</th>
<th>Epidermis</th>
<th>Dermis/BCC</th>
<th>Sub fat</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_u ) (W m(^{-1}) K(^{-1}))</td>
<td>0.209 (^{(a)})</td>
<td>0.498</td>
<td>0.268</td>
</tr>
<tr>
<td>( k_f ) (W m(^{-1}) K(^{-1}))</td>
<td>0.209 (^{(a)})</td>
<td>1.553 + 0.0039(273-T(^{(b)}))(^{1.156})</td>
<td>0.268</td>
</tr>
<tr>
<td>( C_u ) (J Kg(^{-1}) K(^{-1}))</td>
<td>3530</td>
<td>3150</td>
<td>2400</td>
</tr>
<tr>
<td>( C_f ) (J Kg(^{-1}) K(^{-1}))</td>
<td>3530</td>
<td>521.4 + 4.65T(^{(b)})</td>
<td>piecewise linear function</td>
</tr>
<tr>
<td>( \rho ) (Kg m(^{-3}))</td>
<td>1150</td>
<td>1116</td>
<td>916</td>
</tr>
<tr>
<td>( L ) (J Kg(^{-1}))</td>
<td>0</td>
<td>217100</td>
<td>70808</td>
</tr>
</tbody>
</table>

\(^{(a)}\) from Bowman et al. [190]; \(^{(b)}\) estimated from Alexiades et al. [65].
and other volumetric heat sources, so that the solver is fairly adaptive for various applications. Hence, although our governing equation (1) does not include a convection term, the FLUENT solver still solves the comprehensive energy equation although the velocity is zero. Also, FLUENT provides several spatial discretization schemes for the energy equation, such as first and second-order upwind, Power Law, QUICK, etc. In this work, a second-order upwind scheme was used because of its improved spatial accuracy and easy convergence. The thermal effects of blood perfusion and metabolic heat generation are treated by source terms and implemented by user-defined-function. Latent heat released during freezing is addressed by the apparent heat capacity method, since this method is robust [191] and easy to implement. The benchmark of the method was conducted by calculating a one-dimensional ice formation process, and results were in good agreement with the analytic solution [135].

To evaluate detailed information from the areas of prime concern, a structured grid was constructed with small grid cells within the BCC and immediate surrounding areas of the epidermis and dermis, and larger grid cells for areas farther away from the cooling site. Such a non-uniform grid significantly reduces memory consumption and grid-independent solutions can be achieved with quick convergence. All results reported in the paper are obtained from this kind of grid.

2.6. Data processing
The present paper uses a series of dimensionless parameters in the analysis of results. To study the extent of the final IIF zone, the dimensionless coordinates, \( r^* \) and \( z^* \), are defined according to the characteristic length, \( R_0 \) (5 mm), the radius of the assumed BCC:

\[
    r^* = \frac{r}{R_0} \quad \text{(5)}
\]

\[
    z^* = \frac{z}{R_0} \quad \text{(6)}
\]

The heat transfer coefficient of spray cooling, \( h_s \), can be represented by Nusselt number (\( Nu \)):

\[
    Nu = \frac{h R_0}{k_{LN2}} \quad \text{(7)}
\]

where \( k_{LN2} \) is the thermal conductivity of \( LN_2 \), 0.1396 W m\(^{-1}\) K\(^{-1}\) [188]. In addition, the axisymmetric model allows rotation of the boundary of the IIF zone around the central axis, \( z \), providing the volume of the IIF zone, \( V_{IIF} \), which can be represented by the dimensionless form:

\[
    V_{IIF}^* = \frac{V_{IIF}}{V_{ref}} \quad \text{(8)}
\]

where \( V_{ref} \) is the reference volume, i.e. the volume of the spherical cap in Figure 2.
3. METHODOLOGY FOR DETERMINING IIF ZONE

As aforementioned, IIF requires simultaneous low temperature for phase change and a sufficiently high CR to trigger IIF. The extent of the IIF zone can therefore be delineated by determining target tissue regions where both of the prerequisites occur simultaneously. The methodology determining the extent of the IIF zone is illustrated in Figures 3 to 5.

Figure 3 shows the propagation of the isotherms of −5°C and −10°C, the upper and lower limits of tissue freezing temperature range, respectively, when $r_s/R_0 = 0.6$ and the heat transfer coefficient of spray cooling ($h_s$) is $10^6 \text{ W m}^{-2} \text{ K}^{-1}$. As noted in assumption No. 6, isotherm of −10°C outlines the boundary between fully frozen tissue and tissue where freezing is still in process, while −0.5°C represents the interface of freezing and non-frozen tissue. Between the isotherms is the mushy zone, the region where tissue freezing takes place. Relying merely on Figure 3, one cannot determine whether tissue freezing will result in IIF, as one must also know the distribution of CR, as shown in Figure 4.

Figure 4 presents the contours of the calculated local CR in the target tissue when $t = 3 \text{ s}$, while other parameters are identical with those in Figure 3: $r_s/R_0 = 0.6$ and $h_s = 10^6 \text{ W m}^{-2} \text{ K}^{-1}$. The transient local CR is calculated using a second order central difference scheme:

$$CR^i = \frac{T^{i-1} - T^{i+1}}{2\Delta t}$$  \hspace{1cm} (9)

![Figure 3: Propagation of isotherms of −5°C and −10°C (or mushy zone) in the target tissue ($h_s = 10^6 \text{ W m}^{-2} \text{ K}^{-1}$, $r_s/R_0 = 0.6$).]
Figure 4: Contours of local cooling rate (CR) in the target tissue at $t = 3$ s, ($r_s/R_0 = 0.6$, $h_s = 10^6$ W m$^{-2}$ K$^{-1}$). Note that the local cooling rate (CR) varies with time.

Figure 5: Illustration of how to determine the IIF zone (shaded area) at a given time $t = 3$ s. The IIF zone is the shaded area that is commonly covered by both the mushy zone and the contour of 17°C s$^{-1}$ ($r_s/R_0 = 0.6$, $h_s = 10^6$ W m$^{-2}$ K$^{-1}$).
where superscripts, \( i \), \( i-1 \) and \( i+1 \) are time index; \( \Delta t \) is the time step which is constant. Each point on the contour presents the identical CR as indicated in the figure. During the cryosurgery, the variation of CR is highly dynamic \([136]\): as \( LN_2 \) spray proceeds, the high CR zone moves from epidermis (under \( LN_2 \) spray) to deeper tissue with the maximum CR dropping significantly.

CR is a critical parameter determining which mechanism of direct cell injury will dominate, \( IIF \) or solution-effect. The present study defines the lowest CR that can trigger \( IIF \) as the critical cooling rate (CCR). For the time being, it is reasonable to assume a CCR of 17°C s\(^{-1}\) \([192]\) for BCC and dermal cells. Using information on the temperature distribution and the local CR at \( t = 3 \) s, one can determine where \( IIF \) occurs. This is shown in Figure 5, where the isotherms of \(-0.5\) and \(-10^\circ\)C \((t = 3\) s) are presented together with the simultaneous CR contour of 17°C s\(^{-1}\). From Figure 5, one can see that there exists an area (shaded in the figure) commonly enclosed by the contour of 17°C s\(^{-1}\) and the two isotherms (\(-0.5\) and \(-10^\circ\)C). In this area, the two prerequisites of \( IIF \) are satisfied and one can therefore presume that \( IIF \) occurs in the shaded area when \( t = 3 \) s.

Using our method, areas where \( IIF \) takes place can be determined for consecutive time steps starting from \( t = 0 \) through the end of the \( LN_2 \) spray, and the envelope of these areas will eventually outline the final \( IIF \) zone.

Applying the above-described methodology, Figure 6 shows the propagation of the \( IIF \) zone in a snapshot manner for \( r_s/R_0 = 0.6 \) and \( h_s = 10^6 \) W m\(^{-2}\) K\(^{-1}\). As one can see, at an early stage of the cryosurgery \((t \leq 3\) s), \( IIF \) zone forms underneath the \( LN_2 \) spray.

**Figure 6:** Propagation of \( IIF \) zone \((r_s/R_0 = 0.6, h_s = 10^6 \text{ W m}^{-2}\text{ K}^{-1}, \text{CCR} = 17^\circ\text{C} \text{s}^{-1})\). Note that the propagation of the \( IIF \) zone stops after \( t = 6 \) s.
and propagates in both radial and axial directions. As the spray cooling proceeds (3 s < t < 6 s), the IIF zone keeps growing in the axial direction toward the dermal layer, however propagation in the radial direction stops. This can be understood by re-investigating Figure 5, where one can see that the shaded area does not extend to skin surface. Further, propagation of the IIF zone along the axial direction is fastest initially and then slows down as cryosurgery proceeds. This is reflected in the distance that the IIF zone marches in each second along the central axis: longest in the 1st second (0.82 mm from skin surface), and shortest (0.19 mm) during seconds 5 ~ 6. When t = 6 s, the growth of the IIF zone stops, since the highest CR in the domain has dropped to 16.3 °C s⁻¹, less than the CCR (17°C s⁻¹) required for IIF. The red curve in Figure 5 is the envelope of the IIF zones for t = 0 ~ 6 s, which outlines the extent of the final IIF zone under the conditions of rs/R₀ = 0.6, hₛ = 10⁶ W m⁻² K⁻¹ and CCR = 17°C s⁻¹. The methodology is implemented by an algorithm, which is incorporated into the calculation by user-defined-function in Fluent [193]. It is worth noting that this methodology can also be applied in other situations to estimate the IIF zone in the treated tissue, e.g. the cryosurgery using cryoprobe technique and the cryopreservation of human tissues.

4. RESULTS AND DISCUSSIONS
Calculations are carried out for series combinations of protocol parameters, including hₛ (10³ ~ 10⁶ W m⁻² K⁻¹), CCR (5 ~ 17°C s⁻¹) and rs/R₀ (0.6 ~ 1.0). Investigation of the results reveals that the modeling parameters have significant impact on the extent and volume of the final IIF zone, which is studied in detail herein.

4.1 Numerical models

4.1.1. Heat transfer coefficient of LN₂ spray cooling (hₛ)
The present model describes the heat interaction between LNₐ and subjacent tissue using a convective thermal boundary with constant heat transfer coefficient, hₛ. Different values of hₛ, ranging from 10³ to 10⁶ W m⁻² K⁻¹, have been applied at the cooling site, and the resultant final IIF zones are shown in Figure 7. From Figure 7 one can see that a higher heat transfer coefficient, hₛ, produces a larger final IIF zone. Increasing hₛ from 10³ to 5 × 10³ W m⁻² K⁻¹ results in a dramatic growth of the final IIF zone, while the effect becomes relatively insignificant when hₛ is further increased from 5 × 10³ to 5 × 10⁴ W m⁻² K⁻¹. Calculation results also indicate that further increase of hₛ produces little effect on the extent of the final IIF zone. One cannot even differentiate the boundaries of IIF zones produced by hₛ = 5 × 10⁴ and 10⁶ W m⁻² K⁻¹ since the boundaries almost overlap each other.

4.1.2. Critical cooling rate (CCR)
Previous experimental studies have reported a broad range of CR under which IIF is observed in vitro in different tissues. For example, Bischof et al. [194] reported that IIF can be observed in normal human liver tissue when tissue freezes with a CR ≥ 360°C min⁻¹; in metastatic colon carcinoma of human liver when CR ≥ 60°C min⁻¹; and in primary hepatocellular carcinoma of human liver when CR ≥ 22°C min⁻¹. In
cryosurgery, the thermal history is defined by parameters such as CR, end temperature, hold time, and thawing rate. A summary of experimental data where the time-temperature history experienced by multiple tissue systems during a thermal insult and its relation to vascular damage were assessed can be found in Hoffmann and Bischof [6]. However, little information is available about the CCR for BCC and skin tissues. The present work first assumes $\text{CCR} = 17^\circ\text{C s}^{-1}$ to illustrate the methodology of determining the $\text{IIF}$ zone. In Figure 8, different values of CCR are used to study the effect of varying this value on the final $\text{IIF}$ zone ($r_s/R_0 = 0.6; h_s = 10^3 \text{ W m}^{-2} \text{ K}^{-1}$). As one can see, with a lower CCR, e.g. $5^\circ\text{C s}^{-1}$, the final $\text{IIF}$ zone penetrates deeper and wider than results with higher CCRs. The boundaries of the final $\text{IIF}$ zones determined using different CCRs, have approximately the same curvature.

Further, Figure 8 provides important information on the CR when tissue is freezing. In the figure, the boundaries of the final $\text{IIF}$ zones by three CCRs split the target tissue into four areas: A, B, C and D. Since area A is enclosed by the boundary of $\text{CCR} = 17^\circ\text{C s}^{-1}$ (blue curve in the figure), when the tissue within area A freezes, the CR is higher than $17^\circ\text{C s}^{-1}$. Similarly, one can estimate that the tissue in area B freezes with the CR between 10 and $17^\circ\text{C s}^{-1}$, area C with the CR of $5 - 10^\circ\text{C s}^{-1}$, and area D with the CR lower than $5^\circ\text{C s}^{-1}$.

$\text{In vitro}$ experimental observations [33, 194, 195] have indicated that frozen tissue can have three morphologies depending on the CR during tissue freezing: 1) $\text{IIF}$ and
extracellular ice formation (EIF) with little cell dehydration, associated with sufficiently higher CRs; 2) IIF, EIF and cell dehydration, resulting from moderate CRs; 3) EIF together with dehydrated cells without IIF, caused by low CRs. Accordingly, Figure 8 can be applied to estimate the resultant tissue morphology, as discussed below.

Assuming that the CCR is 5°C s⁻¹ for BCC and dermal cells and 17°C s⁻¹ is the CR high enough to preclude any cell dehydration, IIF and cell dehydration then coexist within the CR range of 5 ~ 17°C s⁻¹, as schematically illustrated in Figure 9.

**Figure 8:** Effect of CCR on the final IIF zone: CCR = 5, 10 and 17°C s⁻¹ (rs/R₀ = 0.6, hₛ = 10⁶ W m⁻² K⁻¹).

**Figure 9:** Schematic of how the cooling rates and CCR affects the IIF and cell dehydration.
Combining Figures 8 and 9 allows one to estimate the morphology in frozen tissue: area A, directly underneath the LN\textsubscript{2} cooling site, is frozen with a high CR (> 17°C s\textsuperscript{-1}) and should be dominated by IIF accompanied with EIF, with little cell dehydration; areas B and C freeze with moderate CR (5 ~ 17°C s\textsuperscript{-1}) and are predicted to experience IIF, EIF and cell dehydration simultaneously; area D, furthest away from the cooling site, should experience a low CR (< 5°C s\textsuperscript{-1}), resulting in EIF and possibly cell dehydration without IIF.

4.1.3. Radius of the LN\textsubscript{2} spray (r\textsubscript{s})

Figure 10 shows the final IIF zones when r\textsubscript{s}/R\textsubscript{0} = 0.6, 0.8, and 1.0, respectively, while other parameters are h\textsubscript{s} = 5 \times 10\textsuperscript{4} W m\textsuperscript{-2} K\textsuperscript{-1} and CCR = 17°C s\textsuperscript{-1}. As one can see, increasing r\textsubscript{s}/R\textsubscript{0} produces a greater final IIF zone, which penetrates deeper into skin tissue. This information reminds the clinician that the LN\textsubscript{2} spray should be controlled to avoid a larger than necessary cooling area on the skin surface in order to minimize the final scar. A large cooling area will also result in a deeper final IIF zone, which may injure important tissue underlying the treated skin.

4.2. Effects of modeling parameters on the volume of final IIF zone, V\textsubscript{IIF}

Given the boundary of the final IIF zone, one can obtain its volume (V\textsubscript{IIF}) by rotating the boundary around the central axis. From figure 7 one can see a trend that V\textsubscript{IIF} grows as h\textsubscript{s} increases, which is studied quantitatively for different CCRs in figure 11, where V\textsubscript{IIF} takes the dimensionless form, V\textsubscript{IIF}*, and h\textsubscript{s} is represented by the Nusselt number, Nu.

![Figure 10: Effect of r\textsubscript{s} on the final IIF zone (h\textsubscript{s} = 5 \times 10\textsuperscript{4} W m\textsuperscript{-2} K\textsuperscript{-1}, CCR = 17°C s\textsuperscript{-1}).](image-url)
Regression of the results reveals that the variation of $V_{IIF}^*$ can be described by an exponential decay function of $\text{Nu}$:

$$V_{IIF}^* = V_0^* - a \exp(-b \cdot \text{Nu})$$  \hspace{1cm} (10)

where $V_0^*$, $a$ and $b$ are constants obtained from the regression, as shown in Table 3.

As one can see, when $\text{Nu}$ exceeds 600, $V_{IIF}^*$ shows little variation and approaches $V_0^*$. $V_0^*$ represents the dimensionless volume of the $IIF$ zone when the cooling site is subject to a Dirichlet thermal boundary: $T(r, z, t) = -196^\circ \text{C}$. For spray cooling with $\text{Nu} \geq 600$ therefore, one can use $V_0^*$ to estimate the tissue volume of the final $IIF$ zone without significant error. Figure 11 also indicates that the variation of $V_0^*$ is the function of two parameters: CCR and $r_s$, which is studied in Figure 12.

![Figure 11: Variation of the volume of the final IIF zone ($V_{IIF}^*$) with the Nusselt number ($\text{Nu}$) of spray cooling for three CCRs: 5, 10, 17°C s$^{-1}$ ($r_s/R_0 = 0.6$). Note that $V_{IIF}^*$ reaches a constant at about $\text{Nu} = 600$ for all CCRs.](image)

**Table 3: Regression results for $V_0^*$, $a$ and $b$ in equation (10)**

<table>
<thead>
<tr>
<th>CCR (°C s$^{-1}$)</th>
<th>$V_0^*$</th>
<th>$a$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.678</td>
<td>1.23</td>
<td>$7.944 \times 10^{-3}$</td>
</tr>
<tr>
<td>10</td>
<td>1.678</td>
<td>0.823</td>
<td>$7.31 \times 10^{-3}$</td>
</tr>
<tr>
<td>17</td>
<td>0.7506</td>
<td>0.6144</td>
<td>$6.694 \times 10^{-3}$</td>
</tr>
</tbody>
</table>
In Figure 12, a dimensional CR is used for the data presentation, since there is no apparent reference cooling rate that can be used to non-dimensionalize the CR. From Figure 12 it can be seen that $V_0^*$ decreases as CCR increases. The three curves are all relatively steep at the left end and flat at the right end, implying that at lower levels ($< 7^\circ \text{C} \text{ s}^{-1}$), variation of the CCR produces significant change on $V_{II}{_0}$, while the effect becomes insignificant when CCR takes higher values ($>15^\circ \text{C} \text{ s}^{-1}$), especially for the case of $r_s/R_0 = 0.6$. On the other hand, increasing $r_s$ results in dramatic growth of $V_0^*$, which implies that the greater cooling site area can significantly enhance the cooling efficiency.

### 4.3. Clinic implication

In clinical practice, an optimal protocol is desired for cryosurgery of BCC to achieve the best outcome: destruction of all cancerous tissue with minimal injury to surrounding healthy tissue. To ensure the former, the cryosurgery protocol needs to be controlled to generate a final $II{F}$ zone enclosing the entire BCC. Assuming the geometry of BCC can be detected as shown by the dashed line in Figure 13, one can determine the final $II{F}$ zone applying our methodology for a spray of 30 s based on CCR = $17^\circ \text{C} \text{ s}^{-1}$ and $5^\circ \text{C} \text{ s}^{-1}$ ($r_s/R_0 = 0.6$, $h_s = 10^6 \text{ W m}^{-2} \text{ K}^{-1}$). During the cryosurgery, $II{F}$ zone propagation stops once the local CR drops below CCR. The mushy zone, however, continues to propagate until the spray ends ($t = 30$ s in our demonstration). Utilizing the analysis described in Section 4.1.2, one can determine the injury mechanisms in different portions of target tissue: tissue enclosed within the final $II{F}$ zone by CCR = $17^\circ \text{C} \text{ s}^{-1}$ (dark red line) is injured by $II{F}$ and

---

**Figure 12:** Variation of $V_0^*$ as the function of CCR and $r_s/R_0$ ($Nu \geq 600$).
EIF; between the dark red line and the green line, tissue experiences IIF, EIF and SE, simultaneously; EIF and SE dominate between the green line and the dotted blue line; beyond the red dotted line, the tissue are safe from any freezing injury. From Figure 13 one can see that the peripheral portion of the BCC tissue is not enclosed in the final IIF zone \((\text{CCR} = 5 \, ^\circ \text{C} \, \text{s}^{-1})\), and the tissue therein experiences EIF and SE when spray cooling ends at \(t = 30 \, \text{s}\). Since SE requires prolonged time to achieve significant injury effect, the survival of the cancerous tissue therein is of relatively high probability after the treatment. Therefore, we would recommend that \(r_s/R_0 = 0.6\) should be replaced by an alternative higher value, i.e. a larger spray cooling site, by which the final IIF zone can enclose the entire BCC tissue. It is, however, worth noting again that a large cooling site will result in a greater final scar, and possible injury to the underlying tissue, all of which must be considered in determination of the optimal cooling site area.

**5. CONCLUSIONS**

A two dimensional mathematic model has been established to address the heat transfer and tissue freezing processes during a cutaneous cryosurgery on a nodular BCC. A multi-layer skin tissue model is implemented based on the anatomic structure and physiological characteristics of human skin tissue. Pennes equation is applied to describe the heat transfer within target tissue and apparent heat capacity method is used.
to address the liberation of latent heat during tissue freezing. The cooling site is subject to a convective thermal boundary.

A methodology to determine the extent of the IIF zone, using transient temperature and CR results, is presented. Using this methodology, the extents and volumes of final IIF zones under various working conditions are studied. Results indicate that the IIF zone forms directly underneath the cooling site and propagates in both axial and radial directions during the early stage of the cryosurgery. As spray cooling proceeds, propagation in the radial direction stops first, while that along the axial direction continues until the CR cannot support IIF. The morphology of frozen tissue is discussed: directly underneath the cooling site, tissue is dominated by IIF and EIF and this area is surrounded by a tissue layer where IIF, EIF and cell dehydration coexist. In the tissue further away from the cooling site, EIF and possibly cell dehydration occur without IIF.

The volume of the final IIF zone, $V_{IIF}$, depends on spray cooling $Nu$ number by an exponential decay function and the sensitivity concentrates in the range of $Nu < 600$. $V_{IIF}$ increases as CCR decreases and this variation is most pronounced for lower CCR values. Increasing the cooling site area can greatly enhance the cooling efficiency in terms of $V_{IIF}$.

This work provides the numerical means to study IIF quantitatively, therefore contributing to the thorough understanding of thermal history and tissue injury during cutaneous cryosurgery using $LN_2$ spray. Results can be applied for optimization of protocol parameters. The methodology determining the IIF zone can also be used in other applications, e.g. cryosurgery utilizing the cryoprobe technique and cryopreservation of human tissues.
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