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ABSTRACT OF THE DISSERTATION

Early Tumor Detection and Therapeutics
Using an Advanced Magnetic Resonance Nano-Theranostic System

by
Chencai Wang
Doctor of Philosophy in Chemistry
University of California, Los Angeles, 2018
Professor Yung-Ya Lin, Chair

In this dissertation, I proposed an approach to conducting an in vivo nano-theranostic system of combined hyperthermia/MRI to simultaneously diagnose and treat cancer. The procedure involves injecting biocompatible magnetic nanoparticles that not only act as molecular beacons to enhance MRI contrast for early tumor detection but also destroy tumor cells when the particles are heated by exposing them to an applied magnetic field. However, the promising possibilities of this pre-clinical or clinical application can only be realized if:

(i) A more sensitive MRI method is applied to enhance the imaging contrast between the difficult-to-detect early-stage tumor and the healthy tissue while significantly reduces the lengthy acquisition time required for high quality image reconstruction.

(ii) The physical and magnetic properties of the nanoparticles are precisely controlled to optimize their heating efficiency, which is critical to focusing the energy onto tumor cells and avoiding damaging healthy tissue.
For the theranostic purpose of developing molecular diagnostics and targeted therapeutics, I performed theoretical calculations and conducted in vivo experiments to validate the applicability and efficacy of my proposed technique. The major research projects and the preliminary achievements during my five-year Ph.D. career under the supervision of Prof. Yung-Ya Lin include the following:

(i) I established a novel model to evaluate the heating efficiency of magnetic nanoparticles for in vivo nano-theranostic hyperthermia in the presence of MRI, based on three major findings about the magnetic field’s effect on the relaxation process, the aggregate formation of magnetic nanoparticles, and the nonlinear response of the magnetic susceptibility.

(ii) To improve the heating efficiency of in vivo nano-theranostic hyperthermia in the clinical MRI environment, I proposed either using a high frequency-driven rotating magnetic field to heat small magnetic nanoparticles encapsulated along with therapeutic drugs inside thermosensitive liposomes, or else using a low frequency-driven linearly ramped alternating magnetic field combined with a built-in MRI gradient to trigger the Brownian relaxation mechanism.

(iii) By taking advantage of an active feedback electronic device that was homebuilt to implement active-feedback pulse sequences to generate avalanching spin amplification, we showed both theoretically and experimentally that our new technique enhanced the imaging contrast at the tumor site fivefold, allowing the tumor to be successfully identified without intervention.

(iv) I employed compressive sensing to extract all of the clinically important features of MR images by collecting only a small sample of the data. In comparison to the
conventional T2-weighted imaging and compressive sensing reconstruction by Gaussian sampling, my newly proposed sensing matrix was able to reconstruct feedback-based images that had less sparsity, a higher correlation coefficient, and an improved contrast-to-noise ratio.

In the interest of the clinical application of this *in vivo* nano-theranostic system of combined hyperthermia/MRI, the results of my research offer a novel methodology to perform fast and sensitive imaging for early tumor detection and a paradigm for designing magnetic nanoparticles to treat cancer efficiently through the hyperthermia in the MR environment.
The dissertation of Chencai Wang is approved.
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Michael Albert Thomas
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University of California, Los Angeles
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1.0 Introduction

Cancer is among the leading causes of death not only in the United States but also across the world. According to National Cancer Institute, in 2018, an estimated 1.7 million individuals have been diagnosed with cancer and 609,640 people will die from the disease. If early tumor detection and therapeutics in stage I or II can be made feasible and routine, the death tolls could be reduced approximately 30%. To achieve this goal, I proposed the *in vivo* nano-theranostic system of combined hyperthermia/MRI to simultaneously diagnose and treat cancers in this dissertation, as shown in Figure 1. The procedure involves injecting biocompatible magnetic nanoparticles that not only act as molecular beacons to enhance MRI contrast for early tumor detection, but also destroy tumor cells when the particles are heated when exposed to an applied magnetic field. Two biggest challenges, which have to overcome for realizing this clinical application, were addressed during my Ph. D. and summarized in this dissertation:

(i). A sensitive MRI method is applied to enhance the imaging contrast between the early-stage tumor and the healthy tissue while significantly reduces the lengthy acquisition time with high quality image reconstruction.

(ii). The physical and magnetic properties of the nanoparticles are precisely controlled to optimize their heating efficiency, which is critical to focusing the energy onto tumor cells and avoiding damaging healthy tissue.
Figure 1. A schematic illustration of an *in vivo* nano-theranostic system of combined MRI and Hyperthermia

1.1 Research Highlights

Under the supervision of Professor Yung-Ya Lin, my research focuses on early tumor detection and therapeutics using advanced Magnetic Resonance nano-theranostic technique. Within this broad topic, I am undertaking three on-going projects: 1) Optimizing the heating efficiency of magnetic nanoparticles for in vivo nano-theranostic hyperthermia in the presence of high-field MRI. 2) Implementing compressive sensing algorithm to reduce the lengthy imaging acquisition time for sensitive MRI. 3) Developing new MRI pulse sequences using a novel homemade medical device to enhance the imaging contrast for early tumor detection. The highlights of each project and associated achievements are listed below:
1.1.1 Optimizing the Heating Efficiency of Magnetic Nanoparticles for *In Vivo* Nano-Theranostic Hyperthermia in the Presence of High-Field MRI

As shown in Figure 2, I established a novel model to evaluate and optimize the heating efficiency of magnetic nanoparticles for in vivo nano-theranostic hyperthermia in the presence of MRI based on three major findings: (i) magnetic nanoparticles are interacting in the colloidal suspension, (ii) magnetic susceptibility and magnetic field amplitude are nonlinearly related, and (iii) relaxation times due to the Brownian or Néel relaxation mechanisms depend on the amplitude of the applied magnetic field. In order to assess the accuracy of our *in vivo* theoretical model’s consideration of nanoparticle aggregation, the nonlinear response of the magnetic susceptibility, and the magnetic field effects on relaxation processes, predictions made by our models for previously published experimental data were compared to predictions made by the currently prevailing models. The consistency between the experimental data and our model’s predications validated the importance of the three findings in understanding the heating mechanism and accurately evaluating the heating efficiency as a function of mean magnetic nanoparticle size, even when large magnetic nanoparticles are in the presence of relatively strong magnetic fields.

To improve the heating efficiency of *in vivo* nano-theranostic hyperthermia in the clinical MRI environment, we proposed either using a high frequency-driven rotating magnetic field to heat small magnetic nanoparticles encapsulated along with therapeutic drugs inside thermosensitive liposomes, or else using a low frequency-driven linearly ramped alternating magnetic field combined with a built-in MRI gradient to trigger the Brownian relaxation mechanism.
Figure 2. (a) Formation of magnetic nanoparticle aggregates in targeted pancreatic cancer tissues. In order to demonstrate the aggregation of magnetic nanoparticles in biomedical applications, we inspected MR T₂-weighted imaging and the pathological iron stain of pancreatic cancers in in vivo xenograft mouse models, which are targeted and labelled by magnetic nanoparticles. To enhance targeting specificity and efficiency, anti-CA 19-9 antibodies were conjugated to NH₂-PEG-coated magnetic nanoparticles. (b) & (c) Theoretical SLP comparisons between the Rosensweig model (solid green line), the revised model-1 with changes in the relaxation time constants (solid black line), the revised model-2 with changes in the relaxation time constants and nonlinear regime (solid blue line), and the further revised model-3 that takes into consideration aggregation formation, nonlinear regime and the magnetic field-based relaxation time constants (solid red line) for magnetite. The magnetic field amplitude and frequency were set to 30 kA/m and 210 kHz, respectively, both Brownian relaxation and Néel relaxation processes were deemed to take place “in parallel”. (d) & (e) The time series of the normalized magnetization, $M(t)/nm_0 = \langle x(t) \rangle$, for Brownian relaxation (solid red line) and for
Néel relaxation (dashed blue line) in the presence of a 150mT, 5kHz alternating magnetic field with different shapes.

1.1.2 Implementing Compressive Sensing Algorithm to Reduce the Lengthy Imaging Acquisition Time for Sensitive MRI

As shown in Figure 3, I proposed a computational thinking method for contrast enhancement at early-stage tumor site as well as reduce the lengthy acquisition time in MRI based on two major findings:

(i) The spatial variations in magnetic susceptibility directly reflect the physiological changes that take place as tumors grow, and active feedback-based nonlinear imaging technique is sensitive to such small difference. (ii) Compressive Sensing can be used to extract all important features in MR images by collecting only a small sample of data. Stage-1 orthotopic GBM mouse models infected with human U87MG cell line were imaged. Representative results showed that in comparison to the conventional T2-weighted imaging and compressive sensing reconstruction by Gaussian sampling, newly proposed sensing matrix was able to reconstruct feedback-based image with less sparsity, but leads to a high correlation coefficient and improved contrast-to-noise ratio. With advances in clinical biomedical diagnostics, this technique becomes increasingly important because we want to optimize the contrast by trial and error while accounting for the cost and considerations of patient comfort and compliance.
Figure 3. (a) Representative results from mouse with tumor injected for 13 days, the active-feedback image and time constant mapping successfully highlight the brain tumor in comparison to the T2-weighted image and time constant mapping. (b) Representative feedback-based images reconstructed using different sensing matrix. The 79% sparsity Gaussian sensing matrix gave a correlation coefficient of 0.99 and CNR of 12.79 at tumor site, while the 60% sparsity newly proposed sensing matrix gave a correlation coefficient of 0.98 and CNR of 21.26 at tumor site.

1.1.3 Developing New MRI Pulse Sequences Using a Novel Homemade Medical Device to Enhance the Imaging Contrast for Early Tumor Detection

As shown in Figure 4, we proposed a new Magnetic Resonance imaging method to detect early brain tumor based on two major discoveries: (i) Deoxyhemoglobin can serve as a chemical biomarker for early brain tumor. (ii) Signal enhancement using chaotic hemodynamics. By taking advantage of an active feedback electronic device, which was homebuilt to implement active-feedback pulse sequences to generate avalanching spin amplification, we showed both theoretically and experimentally that such new technique enhanced the imaging contrast at the tumor site fivefold, and the tumor was successfully identified without intervention, which is more stable and robust in comparison to conventional methods.
Figure 4. (a) Contrast comparison at early-stage tumor between CWFB and $T_2$-Weighted Imaging. (b) Spin evolution upon $T_2$-Relaxation mechanism. (c)-(e) Spin evolution upon CWFB mechanism. (f) Physiological model used for simulating spin dynamics upon different relaxation mechanisms. (g) 3D spin dynamics under CWFB mechanism. (h) Representative results from 4 mice were shown below. Statistical results (N=22) show that this new approach provides 5-6 times of improvements in GBM tumor contrast.
Chapter 2
Optimizing Magnetic Nanoparticle Hyperthermia Effect in Magnetic Resonance Nanomedicine

2.0 Abstract

Magnetic resonance hyperthermia is a new nano-medical therapy that emerges in recent years. In the presence of external alternating magnetic fields produced by MR instruments, magnetic nanoparticles accumulated at the tumor site can generate heat through Neel relaxation and/or Brownian relaxation. Through magnetic resonance hyperthermia, magnetic nanoparticles can serve as "molecular bullets" to kill cancer cells, leaving surrounding healthy tissues unaffected. Such hyperthermic effects can also be used for thermal activation and control releasing of cancer drugs. One major challenge of magnetic resonance hyperthermia is to optimize the heating efficiency of magnetic nanoparticle suspension. Heating efficiency depends on the size, physical properties, and aggregation state of magnetic nanoparticles. In this study, the thermodynamic behavior of magnetic nanoparticles and the aggregation/disruption of monomers/clusters under different temperatures were studied by 3D Metropolis Monte Carlo method. The relationship between the critical temperature for aggregation/disruption and the frequency of external magnetic field has been established through revised Langevin function. Simulation results show that the relative content of aggregates in colloidal magnetic nanoparticle suspension decreased with the increase of temperature, and the aggregates disrupted completely into monomers at or above the critical temperature. In addition, increasing the frequency of external alternating magnetic field significantly lowered down the critical temperature, and there
existed a critical frequency where the critical temperature stabilized and became unaffected by the frequency. Preheating the suspension under critical frequency will disrupt the aggregates into monomers and thus optimize the heating efficiency of magnetic nanoparticles.

2.1 Introduction

Magnetic nanoparticles have found popular applications in magnetic resonance molecular imaging and nanomedicine for medical diagnosis and therapy. Because these nanoparticles are biocompatible, injectable, nontoxic, and are able to target specific tissues through specific (e.g., antibody-antigen) and non-specific (e.g., enhanced permeability and retention effect) targeting mechanisms, they can serve as "molecular beacons" to enhance the MR image contrast for early tumor detection. Moreover, through interacting with external alternating magnetic fields, these magnetic nanoparticles accumulated at the tumor site can generate heat through Neel relaxation and/or Brownian relaxation. Through magnetic resonance hyperthermia, magnetic nanoparticles can serve as "molecular bullets" to kill cancer cells, leaving surrounding healthy tissues unaffected. Such hyperthermic effects can also be used for thermal activation and control releasing of cancer drugs.

However, pre-clinical and clinical applications of magnetic resonance hyperthermia with magnetic nanoparticles is limited by a few major theoretical difficulties and experimental challenges. For example, conventional theoretical models for magnetic resonance hyperthermia assume that the magnetic nanoparticles act independently as single units and are dispersed uniformly in the colloidal suspension, thus making the interaction among the nanoparticles negligible. However, in real biomedical applications, when magnetic nanoparticles have been injected into blood vessels or been bound to cancer cells through the antibody-antigen
interaction, individual nanoparticles are highly likely to aggregate and form clusters. The resulting aggregation state changes the physical properties of the magnetic nanoparticle suspension, such as magnetic susceptibility. Furthermore, aggregate formation and disruption were found to be affected by external magnetic field conditions. Consequently, a higher magnetic field strength is required to disrupt these aggregates, lowering the overall heating efficiency of the magnetic nanoparticle suspension. To optimize the heating efficiency for magnetic resonance hyperthermia, further understanding and formulation of aggregate formation and disruption is needed.

Previous magnetic resonance experiments have demonstrated that the thermal disruption of magnetic nanoparticle dimers is a second-order phase transition, where the critical temperature for this second-order phase transition was then further characterized. The inverse susceptibility-temperature curve of magnetic nanoparticle aggregates was also shown to respond differently to the frequency of the external magnetic field. Because the critical temperature is a function of the external alternating magnetic field frequency and the heat-generation mechanism is closely related to the relaxation effects under such magnetic field, the frequency at which the aggregates of magnetic nanoparticles completely disrupt into monomers can be described by the critical temperature. In this paper, we aim to illustrate the relationship between the critical temperature and its corresponding critical frequency by a revised Langevin function. 3D cluster-moving based Metropolis Monte Carlo method is used to simulate the thermodynamic behavior and the aggregation/disruption of the magnetic nanoparticles under different temperatures. This critical frequency can then serve as an important reference for optimizing the heating efficiency of the magnetic nanoparticles. We hypothesize that preheating the magnetic nanoparticles at the
critical frequency to disrupt all clusters present in the colloidal suspension can minimize the loss of energy and therefore optimize the heating efficiency for magnetic resonance hyperthermia.

2.2 Theory

2.2.1 Formation of Aggregates Among Magnetic Nanoparticles

At room temperature, magnetic nanoparticles are stabilized in the colloidal suspension by various interactions between nanoparticles, including inter-particle repulsions (e.g., electrostatic repulsion and steric repulsion) and inter-particle attractions (e.g., magnetic dipole-dipole interaction and van der Waals force). For example, for any two magnetic nanoparticles i and j with center-to-center distance r, if we assume the surface distance between these two particles is x, radii $R_i$ and $R_j$, magnetic moments $m_i$ and $m_j$, thickness of surface coating $\delta$, and the distance vector pointed from nanoparticle i to j is $R_{ij}$, then the interaction energies among magnetic nanoparticles can be described as:

$$U_d = \frac{\mu_0}{4\pi} \left[ \frac{m_i \cdot m_j}{R_{ij}^3} - 3 \frac{(m_i R_i)(m_j R_j)}{R_{ij}^6} \right]$$ (1)

$$U_v = -\frac{A}{6} \left[ \frac{2}{s^2 - 4} + \frac{2}{s^2} + \ln \left( \frac{s^2 - 4}{s^2} \right) \right]$$ (2)

$$U_e = \frac{e R \sigma^2}{2} \exp \left( -\frac{x}{\lambda} \right)$$ (3)

$$U_s = 2\pi R^2 N' \left[ 2 - \frac{1}{t} \ln \left( \frac{2(1+t)}{2+t} \right) - \frac{1}{t} \right] (k_B T)$$ (4)

and the total interaction energy as:

$$U = U_d + U_v + U_e + U_s$$ (5)

where $\mu_0$ is the permeability of free space, $A$ the Hamaker constant for van der Waals interaction (associated with the magnetic nanoparticle surface coating layer and the dielectric properties of carrier liquid), $\varepsilon$ the dielectric constant of the solvent, $\sigma$ the surface potential of the particle, $\lambda$
the Debye length, \( k_B \) the Boltzmann constant, \( T \) the absolute temperature of colloidal magnetic nanoparticle suspension, and \( N' \) the number of molecules adsorbed on the surface of nanoparticles. \( s = \frac{x}{R} + 1, \quad l = \frac{R_{ij}^2 - 2R_{ij}}{R}, \quad t = \frac{\delta}{R}. \) \( U_d, U_v, U_e, \) and \( U_s \) denote the magnetic dipole-dipole interaction, van der Waals' interaction, electrostatic repulsion, and steric repulsion, respectively. For the diluted nanoparticle concentrations used in MR nanomedical, theranostic applications, only the dominating dipole-dipole interaction term is considered. With higher nanoparticle concentrations and thus closer nanoparticle spacing, multipolar interactions need to be included as well. Consequently, the interactions between magnetic nanoparticles depend on a number of factors such as temperature, magnetic field strength, particle size, and particle concentration (since the concentration determines the distance between the nanoparticles). The kinetic energy of the nanoparticles is not sensitive to the parameters such as temperature, magnetic field strength, particle size, and particle concentration, and therefore can be conveniently neglected (i.e., treated as a constant).

The colloidal magnetic nanoparticle suspension must sustain a balance between attraction and repulsion to maintain the stability, as any change in the external environment, such as temperature, concentration, or applied magnetic field, can influence the interaction among nanoparticles. For example, when the mutual repulsion among particles is smaller than the mutual attraction, magnetic nanoparticles tend to aggregate; in contrast, when the repulsion is larger than the attraction, magnetic nanoparticle aggregates will be disrupted into individual particles. For a certain colloidal magnetic nanoparticle suspension, adjusting experimental parameters and therefore controlling the aggregation/disruption of magnetic nanoparticles is essential for optimizing the heating efficiency of magnetic resonance hyperthermia.
The relative amounts of monomers and clusters in the colloidal magnetic nanoparticle suspension can be expressed as $P_m$ and $P_c$, respectively:

$$P_m = \frac{T}{T^*}$$  \hspace{1cm} (6)

$$P_c = (1 - \frac{T}{T^*})^{\frac{1}{2}}$$  \hspace{1cm} (7)

where $T$ is the absolute temperature of suspension and $T^*$ the critical temperature for second-order phase transition. Based on the Langevin function, the equilibrium magnetic susceptibility for the mixed system can thus be described as:

$$\chi(T) = \frac{\phi}{H_0} \left[ M_{dm} \left( \frac{T}{T^*} \right) \left( \coth \left( \frac{\mu_0 m H_0}{k_B T} \right) - \frac{k_B T}{\mu_0 H_0} \right) + M_{dc} \left( 1 - \frac{T}{T^*} \right)^{\frac{1}{2}} \coth \left( \frac{\mu_0 m_c H_0}{k_B T} \right) - \frac{k_B T}{\mu_0 m_c H_0} \right]$$  \hspace{1cm} (8)

where $k_B$ represents the Boltzmann constant, $\phi$ the volume fraction of magnetic nanoparticles, $H_0$ the strength of external alternating magnetic field, $\mu_0$ the permeability of free space, $M_{dm}$ and $M_{dc}$ the saturation magnetization for monomers and clusters, respectively, and $m$ and $m_c$ the average magnetic moment for monomers and clusters, respectively. When excited by an external magnetic field, magnetic nanoparticles generate heat through relaxation mechanisms, such as Brownian relaxation and Neel relaxation. The power dissipation can be expressed as:

$$P = \mu_0 \pi f H_0^2 \chi'' = \frac{2 \mu_0 H_0^2 (\pi r)^2 \chi(T)}{1 + (2 \pi r)^2}$$  \hspace{1cm} (9)

A portion of the dissipated energy contributes to the raise in temperature of magnetic nanoparticles, where another portion to the acceleration of aggregate disruption. This distribution results in a lower critical temperature for the second order phase transition. If the unmodified critical temperature is given by $T_0^*$, the frequency of the magnetic field as $f$, and the heating duration as $\Delta t$, the critical temperature can be revised to a function of frequency.
\[ T^*(f) = T_0^* - P \cdot \Delta t = T_0^* - \frac{2\mu_0 H_0^2 \Delta t (f \pi)^2 \chi(T)}{1 + (2\pi f)^2} \]  (10)

If the heating duration is fixed, then the relationship between the critical frequency \( f^* \) and critical temperature \( T^*(f^*) \) can be represented as

\[ T^*(f^*) = T_0^* - P \cdot \Delta t = T_0^* - \frac{2\mu_0 H_0^2 \Delta t (f^* \pi)^2 \chi(T)}{1 + (2\pi f^*)^2} \]  (11)

### 2.3 Methods

3D cluster-moving based Metropolis Monte Carlo method was used to simulate the thermodynamic behavior and to study the aggregation/disruption of magnetic nanoparticles at various temperatures. The Metropolis Monte Carlo method provides a universally applicable model and faster convergence. For this simulation, the magnetic nanoparticles were assumed to be distributed in a 3D cube, and their size as a log-normal distribution to ensure the model similar to the experimental scenario.\(^\text{15}\)

#### 2.3.1 Setup of Model and Parameters

The magnetic nanoparticles were set to have sizes following a log-normal distribution \((\bar{D}, \sigma)\) and distributed randomly in a cube with edge \(L\). The diffusion is modeled by a random walk. The thickness of surface coating of each nanoparticle is set as \(\delta\), the total number of magnetic nanoparticles as \(N\), the volume fraction of magnetic nanoparticles as \(\phi\), and the saturation magnetization as \(M\). The magnetic moment can thus be represented as \(m = \frac{\pi MD^3}{6}\), pointing to an arbitrary angle that ranges from 0 to \(2\pi\). For any magnetic nanoparticle \(i\), its current state can be determined by four variables \((x_i, y_i, z_i, \theta_i)\), where \((x_i, y_i, z_i)\) denotes the spatial coordinates and \(\theta_i\) the angle between the magnetic moment \(m_i\) and external magnetic field \(H\). The distance vector points from nanoparticle \(i\) to \(j\) was set as \(R_{ij}\), and the unit vector \(r_{ij}\) was set in the same
direction as $R_{ij}$, where $n_i$ and $n_j$ are unit vectors along the direction of magnetic moment $m_i$ and $m_j$, respectively. The total energy $U_i$ of any magnetic nanoparticle $i$ under the external magnetic field can then be written as

$$U_i = U_{di} + U_{vi} + U_{ei} + U_{si} + U_{hi}$$  \hspace{1cm} (12)$$

where $U_{di}$ signifies the magnetic dipole-dipole interaction, $U_{vi}$ the van der Waals’ interaction, $U_{ei}$ the electrostatic repulsion, $U_{si}$ the steric repulsion, and $U_{hi}$ the interaction between individual nanoparticle and the external magnetic field. However, in our simulation considering about the general case, electrostatic repulsion was neglected since neutralized free magnetic particles dispersed in suspension, so the common interactions among magnetic nanoparticles were magnetic dipole-dipole interaction, van der Waals’ interaction and steric repulsion.

The specific values of parameters used in the computer simulation include the average diameter of the magnetic nanoparticles $\bar{D} = 11.5 \text{ nm}$, standard deviation of the particle size distribution $\sigma = 0.20 \text{ nm}$, volume fraction $\phi = 0.01$, total number of magnetic nanoparticles $N = 300$, edge of the cube $L = 167.25 \bar{D}$, thickness of the surface coating $\delta = 0.15 \bar{D}$, saturated magnetization $M = 414 \text{ kA/m}$, magnetic field strength $H = 400 \text{ A/m}$, permeability of free space $\mu_0 = 4\pi \times 10^{-7} \text{ H/m}$, Boltzmann constant $k_B = 1.38 \times 10^{-23} \text{ J/K}$, Hamaker constant $A = 10^{-19} \text{ J}$ (corresponding to common organic layers surface coating such as glycerol in water solution), and total number of molecules absorbed on the surface per surface area $N' = 10^{18} / \text{m}^2$.

2.3.2 Cluster-Moving-Based Metropolis Monte Carlo Simulation

The interactions within the aggregating magnetic nanoparticle clusters are stronger than the interactions between clusters and the surrounding monomers in an actual colloidal magnetic nanoparticle suspension. The nanoparticle dynamics can be described by deterministic equations.
(e.g., Newton’s second law) or stochastic equations (e.g., Fokker–Planck equation). In our molecular dynamics simulations, without loss of generality and accuracy, the nanoparticle dynamics is approximated by 3D random walk with fixed step length and variable walking direction (uniform sampling in the spherical coordinates) that satisfy the experimental translational and rotational diffusion coefficients. The choices of step length, 0.5D, and maximum rotation angle per step, $\pi/18$, is to speed up the expensive calculation without compromising the accuracy.

To better simulate the effect resulting from changes in position and energy, a cluster-moving algorithm was employed to describe particles’ random walk. The procedures for the cluster-moving-based Metropolis Monte Carlo simulation are described as follows:

1. Initialize the system and all parameters.
2. Change the state of the $i^{th}$ ($i = 1, 2, 3 \ldots N$) magnetic nanoparticle $(x_i, y_i, z_i, \theta_i)$.
3. Calculate the energy change for the system, $\Delta U = U_{current} - U_{previous}$, and verify whether the new state is acceptable by the Metropolis algorithm, as the system always prefers lower energy during evolution. If $\Delta U < 0$, then accept the new state of the $i^{th}$ magnetic nanoparticle. If $\Delta U > 0$, then calculate $h = \exp \left( - \frac{\Delta U}{k_B T} \right)$ and compare to temp, a random number ranges from 0 to 1. temp; If $h > \text{temp}$, accept the new state. If $h < \text{temp}$, reject the new state and maintain the previous state of the $i^{th}$ magnetic nanoparticle.
4. Repeat step (2) and (3) until the states of all $N$ magnetic nanoparticles have been changed. Record current Monte Carlo steps $N_m = 1$.
5. Calculate the surface distance among all magnetic nanoparticles in the suspension. If the distance is smaller than $0.25\bar{D}$, assume an aggregate is formed.
(6) Repeat steps (2) through (5) until $N_m = 2000000$ to ensure the system has reached equilibrium.

To avoid complicated calculations for the center of mass of aggregates, the movement, orientation, and magnetic moment of an aggregate were represented by those of an arbitrary particle within that aggregates. The steps for each random walk were set as $S = 0.5\overline{D}$, and the rotation angle for the magnetic moment as $\Delta \theta = \frac{\pi}{18}$.

### 2.4 Results and Discussions

#### 2.4.1 Simulation Results of the Aggregate Formation

By employing the 3D cluster-moving-based Metropolis Monte Carlo method, we studied the thermodynamic behavior of 300 magnetic nanoparticles with a temperature range from 300 K to 450 K (27 ℃ to 177 ℃). The formation and disruption of magnetic nanoparticle aggregates at different temperatures were analyzed by calculating the interactions between the magnetic nanoparticles. To highlight this point, we randomly chose one magnetic nanoparticle and calculated its interaction energies evolving with Monte Carlo steps at $T=300$ K according to equation 12, as shown in Table 1. What’s more, by assuming clusters would form when the surface distance between particles is smaller than $0.25\overline{D}$, we obtained the distribution of monomers and aggregates when the system is at equilibrium, as illustrated in Figure 1. At room temperature $T=300$ K and $T=310$ K, aggregates with various size/structure were formed among magnetic nanoparticles. However, when the temperature was increased to $T=350$ K and $T=360$ K, aggregates first disrupted into smaller portions, then into monomers. When the temperature was further increased to $T=400$ K and $T=450$ K, the majority of the nanoparticles in the system...
was in the monomeric form. It suggests that the attractive and repulsive interactions become balanced at higher temperatures.

**Table 1.** Interaction energies (in Joule) of randomly chosen magnetic nanoparticle evolving with Monte Carlo Steps at T=300 K

<table>
<thead>
<tr>
<th>Monte Carlo Steps</th>
<th>( U ) ( \times 10^{-21} )</th>
<th>( U_d ) ( \times 10^{-24} )</th>
<th>( U_v ) ( \times 10^{-27} )</th>
<th>( U_s ) ( \times 10^{-21} )</th>
<th>( U_h ) ( \times 10^{-23} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.7770</td>
<td>3.8729</td>
<td>-5.2130</td>
<td>1.8267</td>
<td>-5.3522</td>
</tr>
<tr>
<td></td>
<td>( \times 10^{-21} )</td>
<td>( \times 10^{-24} )</td>
<td>( \times 10^{-27} )</td>
<td>( \times 10^{-21} )</td>
<td>( \times 10^{-23} )</td>
</tr>
<tr>
<td>10</td>
<td>3.1940</td>
<td>4.5583</td>
<td>-2.3155</td>
<td>3.3207</td>
<td>-1.3127</td>
</tr>
<tr>
<td></td>
<td>( \times 10^{-21} )</td>
<td>( \times 10^{-23} )</td>
<td>( \times 10^{-27} )</td>
<td>( \times 10^{-21} )</td>
<td>( \times 10^{-22} )</td>
</tr>
<tr>
<td>100</td>
<td>3.6034</td>
<td>9.5663</td>
<td>-4.6260</td>
<td>3.7501</td>
<td>-1.5693</td>
</tr>
<tr>
<td></td>
<td>( \times 10^{-21} )</td>
<td>( \times 10^{-24} )</td>
<td>( \times 10^{-27} )</td>
<td>( \times 10^{-21} )</td>
<td>( \times 10^{-22} )</td>
</tr>
<tr>
<td>1000</td>
<td>2.5901</td>
<td>2.6149</td>
<td>-2.0991</td>
<td>2.6828</td>
<td>-9.5298</td>
</tr>
<tr>
<td></td>
<td>( \times 10^{-21} )</td>
<td>( \times 10^{-24} )</td>
<td>( \times 10^{-27} )</td>
<td>( \times 10^{-21} )</td>
<td>( \times 10^{-23} )</td>
</tr>
<tr>
<td>10000</td>
<td>3.7607</td>
<td>1.0562</td>
<td>-2.8352</td>
<td>3.9184</td>
<td>-1.6821</td>
</tr>
<tr>
<td></td>
<td>( \times 10^{-21} )</td>
<td>( \times 10^{-23} )</td>
<td>( \times 10^{-27} )</td>
<td>( \times 10^{-21} )</td>
<td>( \times 10^{-22} )</td>
</tr>
<tr>
<td>50000</td>
<td>1.8502</td>
<td>-6.3504</td>
<td>-1.6851</td>
<td>1.9074</td>
<td>-5.7140</td>
</tr>
<tr>
<td></td>
<td>( \times 10^{-21} )</td>
<td>( \times 10^{-26} )</td>
<td>( \times 10^{-26} )</td>
<td>( \times 10^{-21} )</td>
<td>( \times 10^{-23} )</td>
</tr>
</tbody>
</table>

Based on the simulation results, the relative contents of aggregates and monomers in the magnetic nanoparticle suspension were assessed at different temperatures, as shown numerically in Table 2 and diagrammatically in Figure 2. With the elevation of temperature, the relative content of monomers was found to increase, while that of aggregates to decrease. Fluctuations observed in Figure 2 are mainly due to the disruption of larger aggregates into smaller portions, resulting in a relative increase in the number of aggregates.
Figure 1. Distribution of monomers and clusters in magnetic nanoparticle suspension at equilibrium at different temperatures. (a) T=300 K (b) T=310 K (c) T=350 K (d) T=360 K (e) T=400 K (f) T=450 K. To aid the 3D visual effect, z-coordinates of the magnetic nanoparticles are color-coded.
Table 2. The number and relative content of both monomers and aggregates in suspension at different temperature

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Aggregates</th>
<th>Monomers</th>
<th>Relative Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>300 K</td>
<td>16</td>
<td>249</td>
<td>0.064</td>
</tr>
<tr>
<td>310 K</td>
<td>18</td>
<td>252</td>
<td>0.071</td>
</tr>
<tr>
<td>320 K</td>
<td>17</td>
<td>253</td>
<td>0.067</td>
</tr>
<tr>
<td>330 K</td>
<td>15</td>
<td>258</td>
<td>0.058</td>
</tr>
<tr>
<td>340 K</td>
<td>14</td>
<td>260</td>
<td>0.053</td>
</tr>
<tr>
<td>350 K</td>
<td>14</td>
<td>266</td>
<td>0.053</td>
</tr>
<tr>
<td>360 K</td>
<td>16</td>
<td>266</td>
<td>0.060</td>
</tr>
<tr>
<td>370 K</td>
<td>15</td>
<td>270</td>
<td>0.056</td>
</tr>
<tr>
<td>380 K</td>
<td>10</td>
<td>276</td>
<td>0.036</td>
</tr>
<tr>
<td>390 K</td>
<td>11</td>
<td>276</td>
<td>0.040</td>
</tr>
<tr>
<td>400 K</td>
<td>11</td>
<td>277</td>
<td>0.040</td>
</tr>
<tr>
<td>450 K</td>
<td>6</td>
<td>288</td>
<td>0.021</td>
</tr>
</tbody>
</table>

2.4.2 Analysis of the Critical Frequency for Aggregates Disruption

According to equations 10 and 11, the critical temperature can be reduced if an external alternating magnetic field with higher frequency is applied. To further explore the relationship between the critical temperature and magnetic field frequency, the critical temperature was
Figure 2. Relative content of clusters in suspension at different temperatures.

Table 3. Physical properties of magnetic materials

<table>
<thead>
<tr>
<th>Magnetic Solid</th>
<th>Chemical Formula</th>
<th>$M_d$ (kA · m$^{-1}$)</th>
<th>$K$ (kJ · m$^{-3}$)</th>
<th>$c$ (J · kg$^{-1}$ · K$^{-1}$)</th>
<th>$\rho$ (kg · m$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maghemite</td>
<td>$\gamma - Fe_2O_3$</td>
<td>414</td>
<td>15</td>
<td>746</td>
<td>4600</td>
</tr>
<tr>
<td>Magnetite</td>
<td>$FeO$ · $Fe_2O_3$</td>
<td>446</td>
<td>23</td>
<td>670</td>
<td>5180</td>
</tr>
<tr>
<td>Cobalt Ferrite</td>
<td>$CoO$ · $Fe_2O_3$</td>
<td>425</td>
<td>180</td>
<td>700</td>
<td>4907</td>
</tr>
<tr>
<td>Barium Ferrite</td>
<td>$BaO$ · 6$Fe_2O_3$</td>
<td>380</td>
<td>300</td>
<td>650</td>
<td>5280</td>
</tr>
</tbody>
</table>
Figure 3 The critical temperature for cluster disruption of magnetic nanoparticle suspension as a function of external magnetic field frequency. (a) The critical temperature for cluster disruption of different magnetic nanoparticle suspension versus external magnetic field frequency. (b) The critical temperature for cluster disruption of magnetite versus external magnetic field frequency under different size distribution (same median diameter $D = 20.00 \text{ nm}$, $\overline{D} = 20.00 \text{nm}$, the standard deviations shown in the figure are all in the unit of nm). (c) The critical temperature for cluster disruption of magnetite versus external magnetic field frequency under different median diameter (same size distribution $\sigma = 0.25 \text{ nm}$)

plotted as a function of magnetic field frequency under various scenarios shown in Figure 3. All results revealed similar trends where the critical temperature decreased dramatically as the frequency increased from 0 Hz, but remained unaffected once the frequency reached a certain critical value. Such critical value of the frequency is then defined as the “critical frequency” of
the corresponding colloidal magnetic nanoparticle suspension. Heating at or above the critical frequency can optimize the heating efficiency, resulting in the complete disruption of aggregates into monomers.

Figure 3a shows curves of the critical temperature vs. magnetic field frequency for suspensions containing four commonly used magnetic materials (listed in Table 3). When the magnetic field frequency is lower than 300 Hz, the critical temperature dramatically decreases with the increase in frequency. Continual increase in frequency does not result in a further obvious decrease in critical temperature, while at frequency values higher than 500 Hz, the critical temperature no longer decreases, but rather becomes stable. This indicates a critical frequency of around 500 Hz for all of the four magnetic materials studied, despite of their different final critical temperatures, range from 354 K to 362 K.

In a real suspension, the sizes of magnetic nanoparticles usually obey the log-normal distribution with a certain standard deviation. Therefore, we take magnetite, which is the most strongly magnetic mineral in nature, as an example and further discuss how the size distribution of magnetic nanoparticles affects the relationship between the critical temperature and the magnetic field frequency. When the mean diameter of the magnetic nanoparticles in the suspension is fixed, different size distributions does not cause notable changes in the critical temperature vs. magnetic field frequency curve, as shown in Figure 3b. When the size distribution is fixed, however, changing the mean diameter of the magnetic nanoparticles significantly changes the critical temperature vs. magnetic field frequency curve, as shown in Figure 3c. A decrease in mean diameter from 25 nm to 16 nm displays a much higher critical frequency requirement to disrupt the aggregates.
2.5 Conclusion

Magnetic nanoparticles have found popular applications as "molecular beacons" for medical diagnosis and as "molecular bullets" for targeted therapy. Consequently, the sensitive detection\textsuperscript{16-18} and effective heating of magnetic nanoparticles are fundamental to the development of magnetic resonance molecular imaging and nanomedicine. For nanomedical, theranostic applications of magnetic resonance hyperthermia in cellular environments, the interactions between the nanoparticles with the other nanoparticles and with surrounding biomolecules such as proteins, lipids and sugars (all of which could be electrically charged) and small ions (cations and anions) could be significant and generally discount the heating efficiency\textsuperscript{19}. As a first step in optimizing the hyperthermia effect, the thermodynamic behavior of magnetic nanoparticles and aggregation dynamics were studied in this work. 3D cluster-moving-based Monte Carlo method was used to simulate the thermodynamic behavior of the magnetic nanoparticles and to further analyze the monomer/aggregate distribution at various temperatures. Simulation results show that the relative content of aggregates decreases with the increase of temperature, until all the particles exist as monomers at or above the critical temperature. The critical temperature is further found to be related to the frequency of the external alternating magnetic field, where the critical temperature continually decreases with the increase of frequency until the critical frequency is reached. Any increase of frequency beyond this point no longer affects the critical temperature. Our simulation suggests that the heating efficiency of magnetic nanoparticle suspension may be optimized for its potential applications in magnetic resonance hyperthermia by preheating the colloidal suspension at the critical frequency to disrupt aggregates into monomers.
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3.0 Abstract

Magnetic resonance (MR) nano-theranostic hyperthermia uses magnetic nanoparticles to target and accumulate at the lesions and to generate heat to kill lesion cells directly through hyperthermia or indirectly through thermal activation and control releasing of drugs. Pre-clinical and translational applications of MR nano-theranostic hyperthermia are currently limited by a few major theoretical difficulties and experimental challenges in in vivo conditions. For example, conventional models for estimating the heat generated and the optimal magnetic nanoparticle sizes for hyperthermia do not accurately reproduce reported in vivo experimental results. In this work, a revised cluster-based model was proposed to predict the specific loss power (SLP) by explicitly considering magnetic nanoparticle aggregation in in vivo conditions. By comparing with the reported experimental results of magnetite Fe₃O₄ and cobalt ferrite CoFe₂O₄ magnetic nanoparticles, it is shown that the revised cluster-based model provides a more accurate prediction of the experimental values than the conventional models that assume magnetic nanoparticles act as single units. It also provides a clear physical picture: the aggregation of magnetic nanoparticles increases the cluster magnetic anisotropy while reducing both the cluster domain magnetization and the average magnetic moment, which in turn shift the predicted SLP toward smaller magnetic nanoparticle diameter with lower peak values. As a result, the heating efficiency and the SLP values are decreased. The improvement in the prediction accuracy in in
in vivo conditions is particularly pronounced when the magnetic nanoparticle diameter is in the range of approximately 10 nm-20 nm. This happens to be an important size range for MR cancer nano-theranostics, as it exhibits the highest efficacy against both primary and metastatic tumors in vivo. Our studies show that a relatively 20-25% smaller magnetic nanoparticle diameter should be chosen to reach the maximal heating efficiency in comparison to the optimal size predicted by previous models.

3.1 Introduction

Theranostics refers to the development of molecular diagnostics and targeted therapeutics in an interdependent, collaborative manner. Nano-theranostics takes advantage of the high capacity of nano-platforms to ferry cargo and loads onto them both imaging and therapeutic functions. The resulting nanosystems, capable of diagnosis, drug delivery and monitoring of therapeutic response, are expected to play a significant role in the dawning era of personalized medicine, and much research effort has been devoted toward that goal. For example, magnetic resonance (MR) nano-theranostics uses magnetic nanoparticles for cancer detection by MR molecular imaging and for cancer therapy by MR nano-medicine. Through active (e.g., antibody-antigen) and passive (e.g., enhanced permeability and retention effect) targeting mechanisms, the magnetic nanoparticles can serve as "molecular beacons" to enhance the MR image contrast for early lesion detection. Moreover, through interacting with external alternating magnetic fields produced by the MR hardware, these magnetic nanoparticles accumulated at the lesions can generate heat to serve as "molecular bullets" to kill cancer cells directly through hyperthermia or indirectly through thermal activation and control releasing of drugs.
MR nano-theranostic hyperthermia with magnetic nanoparticles has been an emerging field for the last decade, mainly for its promising applications to cancer treatment. In particular, a number of studies have shown that these magnetic fluids, or magnetic nanoparticle suspensions, are able to release heat through various relaxation mechanisms when exposed to a weak alternating magnetic field. The selective heating can be used to target cancer tissues, as abnormal growth is more susceptible to cell death under elevated temperatures. However, pre-clinical and translational applications of MR nano-theranostic hyperthermia with magnetic nanoparticles are limited by a few major theoretical difficulties and experimental challenges. For example, conventional theoretical models for MR nano-theranostic hyperthermia assume that the magnetic nanoparticles act independently as single units and are dispersed uniformly in the colloidal suspension, making the interaction among the nanoparticles negligible. However, in real biomedical in vivo applications, when magnetic nanoparticles have been injected into blood vessels or been bound to cancer cells through the antibody-antigen interaction, individual nanoparticles are highly likely to aggregate and form clusters.

Aggregation changes the physical and magnetic properties of the magnetic nanoparticles in tissues, such as magnetic susceptibility and specific loss power (SLP). Furthermore, aggregate formation and disruption were found to be affected by external magnetic field conditions. Consequently, a higher magnetic field strength is required to disrupt these aggregates, lowering the heating efficiency of the magnetic nanoparticles in tissues. Therefore, further understanding and formulation of the effect of magnetic nanoparticle aggregation on MR nano-theranostic hyperthermia becomes critical.

To understand and optimize MR nano-theranostic hyperthermia using magnetic nanoparticles, the specific loss power (SLP) lays a constructive platform for calculating the heat
generation per mass unit of dissipating material. SLP is shown to depend on magnetic nanoparticle properties and external alternating magnetic fields, specifically the mean particle size and size distribution, as well as the amplitude and frequency of the alternating magnetic fluids.\textsuperscript{10-12} Therefore, reaching a therapeutic temperature for cancer treatment while administering minimal amounts of magnetic nanoparticles, due to limited targeting efficiency, would thus depend greatly on manipulating magnetic-nanoparticle properties and external alternating magnetic fields to control the desired SLP and heat generated. Problematically, conventional models for estimating SLP do not accurately reproduce reported experimental results.\textsuperscript{13} This limitation may be alleviated by analyzing the magnetic nanoparticle composition and structure under experimental conditions.

The original model proposed by Rosensweig assumes magnetic nanoparticles act independently of one another in suspension.\textsuperscript{5} Morais \textit{et al.} and Castro \textit{et al.} found magnetic nanoparticles form clusters when in solution.\textsuperscript{14,15} Ganguly \textit{et al.} reported experimental observation on the micro- and meso-scale field-assisted self-assembly of magnetic nanoparticles due to inter-particle electrostatic attraction, electrostatic repulsion, steric repulsion, and magnetic dipolar interactions.\textsuperscript{16} Interestingly, several groups have determined that magnetic nanoparticle aggregate formation is not sensitive to the solution composition, as magnetic nanoparticles were found to form aggregates in similar magnitudes when suspended in either water or glycerol.\textsuperscript{17,18} Furthermore, magnetic fluid characteristics and structures differ under varying alternating magnetic field strengths, such that the fraction of agglomerates changes the magnetization and susceptibility of the ferrofluid.\textsuperscript{19,20}

In this work, we proposed a revised cluster-based model to more accurately estimate the SLP by considering magnetic nanoparticle aggregation. Under an alternating magnetic field,
magnetic susceptibility is temperature-dependent and can be conveniently described by the Langevin function. The fraction of monomeric and clustered magnetic nanoparticles in the ferrofluid can be characterized by a critical temperature, which is defined as the temperature at which magnetic nanoparticle aggregates completely dissociate into individual units.\textsuperscript{21} To account for a dependence on this critical temperature, we proposed a modified Langevin function to re-define the magnetic susceptibility of the ferrofluid and developed an alternative SLP model based on the revised Langevin function. The proposed model, called "revised cluster-based model", can account for the aggregate formation and the size distribution of the magnetic nanoparticles. Finally, the proposed model was compared to experimental results of magnetite Fe\textsubscript{3}O\textsubscript{4} and cobalt ferrite CoFe\textsubscript{2}O\textsubscript{4} magnetic nanoparticles.\textsuperscript{22-25} It is shown that the revised cluster-based model provides more accurate estimates to SLP and heating efficiency for MR nanotheranostic hyperthermia in cancer therapy.

3.2 Materials and Methods

3.2.1 Fraction of Monomers and Clusters

The disruption of magnetic nanoparticle clusters follows a second-order phase transition at critical temperature.\textsuperscript{14} Magnetic nanoparticle monomers and clusters coexist within the colloidal solution when the temperature of the ferrofluid is below the critical temperature. Correspondingly, clusters disrupt completely into monomeric units when the ferrofluid temperature is at or above the critical temperature. Therefore, the fraction of clusters ($P_c$) in the ferrofluid was chosen as an order parameter to describe this thermal-assisted cluster disruption, according to the Landau second-order phase transition theory, where $P_c$ was expressed in terms of the suspension temperature, $T$, and the critical temperature, $T^*$, \textsuperscript{21}
\[ P_c = (1 - \frac{T}{T^*})^{\frac{1}{2}} \]  

(1a)

From the expression of \( P_c \), it can be concluded that when the temperature is much lower than the critical temperature, \( T \ll T^* \), monomers and clusters coexist in the ferrofluid system, and there are no clusters when the temperature is at or above the critical temperature. Consequently, the fraction of monomers \( (P_m) \) in the ferrofluid can be simply treated to be proportional to the temperature:

\[ P_m = \frac{T}{T^*} \]  

(1b)

Notice that \( P_m + P_c = 1 \) when it is at two limiting conditions: \( T \ll T^* \) and \( T \cong T^* \).

### 3.2.2 Relaxation Mechanisms

To calculate the SLP of colloidal magnetic nanoparticles as an interacting system in ferrofluid, we first need to describe two major relaxation mechanisms for magnetic nanoparticles dispersed in a fluid. The first relaxation mechanism is referred to as the Brownian relaxation and was first derived by Deby.\(^{26}\) It assumes the whole nanoparticle rotates towards the external field mechanically against the viscous drag in the suspending medium. Consequently, the change in the magnetization of a ferrofluid is due to the rotation of the magnetic nanoparticles with the internal magnetization remaining fixed with respect to the crystalline lattice. For this reason, it is also known as the "rigid dipole model". Assuming that the viscosity of the ferrofluid solution, \( \eta \), is temperature-independent and that the effect of the magnetic nanoparticle aggregation does not depend on the suspending solution, one can derive the characteristic zero-field Brownian relaxation time constant, \( \tau_B \), to be:

\[ \tau_B = \frac{3\eta V_h}{k_BT} \]  

(2)
where the magnetic nanoparticle’s hydrodynamic volume \( V_h = (1 + \delta/R)^3V \), \( k_B \) is the Boltzmann constant, \( T \) is the temperature of the ferrofluid solution (the product \( k_B T \) is the thermal energy), \( \eta \) is the viscosity of the carrier fluid, \( V \) is the volume of the magnetic nanoparticle, \( R \) is the radius of the magnetic nanoparticle, and \( \delta \) is the surfactant thickness (a property of the ferrofluid).

The second relaxation mechanism, known as the Néel relaxation, describes a process where the magnetic nanoparticles do not mechanically rotate, but the magnetization rotates internally with respect to the crystalline lattice.\(^{27}\) Because of the nanoparticle’s magnetic anisotropy, the magnetization has usually two stable orientations antiparallel to each other, separated by an energy barrier. The stable orientations define the magnetic easy axis of the nanoparticle. Because the magnetization rotates away from the easy axis towards the external field in the Néel relaxation process, the mechanism is also known as the "soft dipole model".

The characteristic zero-field Néel relaxation time constant, \( \tau_N \), can be expressed as:

\[
\tau_N = \begin{cases} 
\frac{\tau_0}{\Gamma} \left( \frac{\Gamma}{\Gamma} \right)^{-\frac{1}{2}} \exp(\Gamma) & \Gamma \geq 1 \\
\frac{\tau_0}{\Gamma} & \Gamma \ll 1
\end{cases}
\]  

(3)

where \( \Gamma = \frac{K_a V}{k_B T} \), \( K_a V \) is the energy barrier (a product of the magnetic anisotropy constant, \( K_a \), and the volume of the magnetic nanoparticle, \( V \)), and \( \tau_0 \) is the attempt time (its reciprocal is called the attempt frequency). Typical values for \( \tau_0 \) are between \( 10^{-9} \) and \( 10^{-10} \) seconds.

Because both relaxation mechanisms occur simultaneously in the ferrofluid, the effective total relaxation time constant, \( \tau \), is given by:

\[
\frac{1}{\tau} = \frac{1}{\tau_B} + \frac{1}{\tau_N}
\]

(4a)

or, alternatively, by:

\[
\tau = \frac{\tau_B \tau_N}{\tau_B + \tau_N}
\]

(4b)
When $\tau_B \ll \tau_N$, then $\tau \approx \tau_B$. Similarly, when $\tau_B \gg \tau_N$, then $\tau \approx \tau_N$. Hence, the total relaxation effect is dominated by the stronger relaxation mechanism with shorter relaxation time constant.

Since aggregation increases the magnetic anisotropy of clusters, in our proposed model, the magnetic anisotropy constant, $K_a$, has different values for monomers and clusters. Denote the magnet anisotropy constants for monomers and clusters as $K_{am}$ and $K_{ac}$ respectively, then:

\begin{align}
K_{am} &= K_a \\
K_{ac} &= K_{am} + \frac{(1-P_m)K_a}{P_c}
\end{align}

where the term $\frac{(1-P_m)K_a}{P_c}$ represents the increase in the average of the magnetic anisotropy constant due to the formation of clusters, and $(1 - P_m)$ represents the fraction of monomers that comes from the disruption of clusters. Notice that when $T$ is close to $T^*$, the values of $K_{ac}$ is slightly bigger than that of $K_{am}$, when $T \ll T^*$, complicated structure of clusters makes $K_{ac}$ significantly higher than $K_{am}$.

### 3.2.3 Equilibrium Magnetization

In this work, we investigated the effect of magnetic nanoparticle aggregation on the magnetization and the magnetic susceptibility of ferrofluid. Considering about the linear response of the magnetic susceptibility, one can re-write the equilibrium magnetization of ferrofluid as a function of the temperature, $M_0(T)$, as:

\[
M_0(T) = \phi \left[ M_{dm} \left( \frac{T}{T^*} \right) L \left( \frac{\mu_0 M_0 H_0}{k_B T} \right) + M_{dc} (1 - \frac{T}{T^*})^\frac{1}{2} L \left( \frac{\mu_0 M_0 H_0}{k_B T} \right) \right]
\]

where $\frac{T}{T^*} = P_m$ and $(1 - \frac{T}{T^*})^\frac{1}{2} = P_c$ are the fractions of monomers and clusters, respectively, as shown in equation 1, $\phi$ is the volume fraction of the magnetic nanoparticles, $H_0$ is the strength of the external alternating magnetic field, $\mu_0$ is the magnetic permeability in free space, $M_{dm}$ and
$M_{dc}$ are the domain magnetization of monomers and clusters, respectively, $\bar{m}_m$ and $\bar{m}_c$ are the average magnetic moment of monomers and clusters, respectively, and $L$ is the Langevin function with formula $L(x) = \cosh(x) - \frac{1}{x}$. The Langevin function describes the dependency of the magnetization on the applied magnetic field in the classical limit, with the expression:

$$L \left( \frac{\mu_0 \bar{m}_m H_0}{k_B T} \right) = \coth \left( \frac{\mu_0 \bar{m}_m H_0}{k_B T} \right) - \frac{k_B T}{\mu_0 \bar{m}_m H_0} \quad (7a)$$

$$L \left( \frac{\mu_0 \bar{m}_c H_0}{k_B T} \right) = \coth \left( \frac{\mu_0 \bar{m}_c H_0}{k_B T} \right) - \frac{k_B T}{\mu_0 \bar{m}_c H_0} \quad (7b)$$

In equation 6, the first term in the bracket indicates the contribution from monomers, while the second term in the bracket indicates the contribution from clusters. Similar to the effect of magnetic nanoparticle aggregation on the magnetic anisotropy constant, the domain magnetization ($M_{dc}$) and the average magnetic moment ($\bar{m}_c$) of clusters are also different from those of monomers:

$$M_{dc} = \frac{(1-P_m)M_{dm}}{P_c} \quad (8a)$$

$$\bar{m}_c = \frac{(1-P_m)\bar{m}_m}{P_c} \quad (8b)$$

where $M_{dm}$ and $\bar{m}_m$ are the domain magnetization and the average magnetic moment of monomers, respectively. While aggregation increases the magnetic anisotropy constant for clusters, $K_{ac}$ (equation 5b), it decreases both the domain magnetization ($M_{dc}$) and the average magnetic moment ($\bar{m}_c$) for clusters (equations 8a and 8b), due to the minimization of internal energy. Consequently, in this work, the effect of the magnetic nanoparticle aggregation is modeled through a corrected expression for the actual magnetization using a revised Langevin function.
3.2.4 Magnetic Susceptibility

In the presence of an alternating magnetic field of the form

\[ H(t) = H_0 \cos(\omega t) = Re[H_0 e^{i\omega t}] \]  

(9a)

the magnetization, \( M(t) \), lags the magnetic field, \( H(t) \). Therefore, it is convenient to express the magnetization in terms of the complex magnetic susceptibility, \( \chi = \chi' - i\chi'' \), resulting in:

\[ M(t) = Re[\chi H_0 e^{i\omega t}] = H_0 (\chi' \cos\omega t + \chi'' \sin\omega t) \]  

(9b)

As can be derived from the Shilomis relaxation equations, when an alternating magnetic field is applied to the ferrofluid, the dynamics of the magnetization, \( M(t) \), is governed by:

\[ \frac{\partial M(t)}{\partial t} = \frac{1}{\tau} (M_0(t) - M(t)) \]  

(10a)

where the equilibrium magnetization, \( M_0(t) \), under the alternating magnetic field can be expressed as:

\[ M_0(t) = \chi_0(T) H_0 \cos(\omega t) = Re[\chi_0(T) H_0 e^{i\omega t}] \]  

(10b)

where \( \chi_0(T) \) is the equilibrium magnetic susceptibility. Substituting equation 9b and equation 10b into equation 10a yields:

\[ -\omega \tau \chi' \sin(\omega t) + \omega \tau \chi'' \cos(\omega t) = (\chi_0(T) - \chi') \cos(\omega t) - \chi'' \sin(\omega t) \]  

(10c)

Comparing the corresponding coefficients, we can obtain the expression for both the real part and the imaginary part of the complex magnetic susceptibility, \( \chi \):

\[ \chi' = \frac{\chi_0(T)}{1 + (\omega t)^2} \]  

(11a)

\[ \chi'' = \frac{\omega \tau \chi_0(T)}{1 + (\omega t)^2} \]  

(11b)

where the equilibrium magnetic susceptibility, \( \chi_0(T) \), can be derived from the expression for the equilibrium magnetization of ferrofluid (equation 6):

\[ \chi_0(T) = \frac{M_0(T)}{H_0} = \frac{\phi}{H_0} \left[ M_{dm} \left( \frac{T}{\tau} \right) L \left( \frac{\mu_0 m \bar{m} H_0}{k_B T} \right) + M_{dc} \left( 1 - \frac{T}{\tau} \right)^2 L \left( \frac{\mu_0 m \bar{m} H_0}{k_B T} \right) \right] \]  

(12)
3.2.5 Power Dissipation

Using the equilibrium magnetization, \( M_0(T) \), from equation 6 and the equilibrium magnetic susceptibility, \( \chi_0(T) \), from equation 12, we are ready to calculate the adjusted power dissipation. For magnetic nanoparticles suspended in an alternating magnetic field, the energy dissipation is equal to the change in the internal energy, \( \Delta U \), or equivalently, the loss of the magnetic work:

\[
\Delta U = -\mu_0 \oint M(t) dH
\]  
(13a)

\[
\Delta U = -\mu_0 \oint_0^{2\pi} \text{Re}[\chi H_0 e^{-i\omega t}] dH
\]  
(13b)

\[
\Delta U = \mu_0 \pi H_0^2 \chi''
\]  
(13c)

Substituting equation 11b and \( \omega = 2\pi f \) into equation 13c, we obtain the final expression for the change in the internal energy, \( \Delta U \):

\[
\Delta U = \frac{2\mu_0 H_0^2 f \pi^2 \tau \chi_0(T)}{1+(2\pi f)^2}
\]  
(13d)

Using the change in the internal energy, \( \Delta U \), the volumetric power dissipation, \( P \), can be expressed as:

\[
P = f \Delta U = f \mu_0 \pi H_0^2 \chi''
\]  
(14a)

which is derived from the integration and multiplication of cyclic frequency, \( f \), and internal energy change, \( \Delta U \). Substituting equation 13d into equation 14a, we can express the volumetric power dissipation, \( P \), as:

\[
P = \frac{2\mu_0 H_0^2 (f \pi^2 \tau \chi_0(T))}{1+(2\pi f)^2}
\]  
(14b)

Finally, to obtain the modified power dissipation for magnetic nanoparticle aggregates, substitute equation 12 for \( \chi_0(T) \) into equation 14b:

\[
P = \frac{2\mu_0 H_0 (f \pi^2 \tau \phi)}{1+(2\pi f)^2} \left[M_{dm} \left(\frac{T}{T_c}\right) L \left(\frac{\mu_0 m m H_0}{k_B T}\right) + M_{dc} \left(1 - \frac{T}{T_c}\right)^{1/2} L \left(\frac{\mu_0 m c H_0}{k_B T}\right)\right]
\]  
(14c)
3.2.6 Specific Loss Power

The specific loss power (SLP) can be calculated as:

\[
SLP = \frac{p}{\rho \phi}
\]

where \(\rho\) denotes the mass density of the ferrofluid. The corresponding adjusted SLP accounting for cluster formation in the ferrofluid can then be expressed as:

\[
SLP = \frac{2\mu_0 \tau H_0 (\pi f)^2}{\rho [1 + (2\pi f\tau)^2]} \left[ M_{dm} \left( \frac{T}{T^*} \right) L \left( \frac{\mu_0 \bar{m} m H_0}{k_B T} \right) + M_{dc} \left( 1 - \frac{T}{T^*} \right)^{\frac{3}{2}} L \left( \frac{\mu_0 \bar{m} m H_0}{k_B T} \right) \right]
\]

3.2.7 Comparison with Experimental Results

To determine the validity and accuracy of our revised cluster-based model, predicted SLP values based on the revised cluster-based model and the Rosensweig model were compared with available experimental results using magnetite Fe\(_3\)O\(_4\) magnetic nanoparticles\(^{22,23}\) and cobalt ferrite CoFe\(_2\)O\(_4\) magnetic nanoparticles reported in the previous literature.\(^{24,25}\) In comparison with the reported experimental results, we have taken into account different physical properties of magnetic nanoparticles such as magnetic anisotropy, surface chemistry, size distribution, and magnetic environment (e.g., applied magnetic field amplitude, applied magnetic field frequency). All the numerical calculations and nonlinear fitting were done using our custom-written program on MATLAB 2013b (The MathWorks, Natick, MA). The experimental results and the parameters used in the theoretical calculation are summarized, respectively, in Table 1 for magnetite Fe\(_3\)O\(_4\) magnetic nanoparticles and in Table 2 for cobalt ferrite CoFe\(_2\)O\(_4\) magnetic nanoparticles.

3.2.8 In Vivo Demonstration of Magnetic Nanoparticle Aggregation in Cancer Tissues

In order to demonstrate the aggregation of magnetic nanoparticles in biomedical applications, we inspected MR T\(_2\)-weighted imaging and the pathological iron stain of pancreatic cancers in \textit{in vivo} xenograft mouse models, which are targeted and labelled by magnetic
nanoparticles. To enhance targeting specificity and efficiency, anti-cancer-antigen 19-9 (anti-CA 19-9) antibodies (400 μg) were conjugated to NH₂-PEG-coated magnetic nanoparticles (5 mg) utilizing reductive amination chemistry into 900 μL solution. Conjugation was verified using dynamic light scattering for particle size determination, and the Bradford protein assay. More details on the preparation, bio-conjugation, and characterization of the anti-CA 19-9 antibodies--magnetic nanoparticles can be found in the "Supplementary Materials".

The human pancreatic cancer cell line, BxPC-3, which reveals positive expression of CA19-9 antigen,32 was purchased from Bioresource Collection and Research Center (BCRC, Taiwan), derived from American Type Culture Collection (ATCC) and cultured in RPMI-1640 medium (Sigma-Aldrich) supplemented with 10% fetal bovine serum (FBS) (Gibco) and 100 U/mL penicillin-streptomycin antibiotics (Sigma-Aldrich) and maintained in a 5% CO₂ humidified incubator at 37 °C. The antigen binding capacity to CA 19-9 over-expressing cell lines (BxPC3) was confirmed with in vitro MR cellular images. A 1-cm NMR tube containing twelve 1-mm capillaries with BxPC3 cells labelled by various concentrations of magnetic nanoparticles was imaged. The relaxation rate, R₂, parameter mapping of the twelve capillaries obtained from the axial T₂-weighted spin echo images shows quantitative agreement with the concentration of the magnetic nanoparticles.

Furthermore, two control experiments using mouse models bearing both CA19-9(+) and CA19-9(-) pancreatic cancers and mouse models bearing CA19-9(+) pancreatic cancers and no pancreatic cancers were used to additionally confirm specific, reliable targeting and binding. The subcutaneous xenograft pancreatic cancer was created with 3×10⁶ CA19-9(+) BxPC-3 cells on the right flank of the mouse and 3×10⁶ CA19-9(-) Mia PaCa-2 cells on the left flank. In both control experiments, magnetic nanoparticles can only be found in the CA19-9(+) pancreatic cancer tissues.

The MRI experiments were performed on Varian INOVA 7-T micro-imaging spectrometer (Varian Inc., CA, USA) at day 35 after tumor implantation. The multiple slice spin echo T₂-weighted images were acquired on the axial plane with TR = 7.5 s, TE = 10 ms, 30 ms, 50 ms, FOV = 32×32 mm,
thickness = 0.5 mm, pixel size = 128×128, number of slice = 64, number of scan = 1. Prior to injecting 200 μL CA19-9-magnetic nanoparticle (corresponding to 2.0 mg Fe/Kg mouse) from tail vein of the mouse, we injected 100 μg IgG (Immunoglobulin G) from tail vein of the mouse to suppress the immune response of the mouse. Administration of IgG to mice in combination with particulate antigen suppressed the immunity response that is mediated by macromolecules found in extracellular fluids such as secreted antibodies, complement proteins, and certain antimicrobial peptides by masking B-cell epitopes.33

3.3 Results and Discussion

3.3.1 In Vivo Demonstration of Magnetic Nanoparticle Aggregation in Pancreatic Cancers

Pancreatic cancer, called the silent killer, is the fourth leading cause of cancer-related death in both men and women in US. Due to difficulties in diagnosis and therapy, pancreatic cancer patients' five-year survival rate is only about 1% in US. Nonetheless, hope for mitigating pancreatic cancers arises from the early detection and targeted thermo-chemo therapy through MR nano-theranostics. Figure 1 demonstrates the formation of magnetic nanoparticle aggregates in targeted pancreatic cancers, which motivated the authors to propose a revised cluster-based model to more accurately predict SLP and to optimize heating efficiency for future in vivo applications of MR nano-theranostic hyperthermia in cancer therapy.
Figure 1. Formation of magnetic nanoparticle aggregates in targeted pancreatic cancer tissues. In order to demonstrate the aggregation of magnetic nanoparticles in biomedical applications, we inspected MR T$_2$-weighted imaging and the pathological iron stain of pancreatic cancers in \textit{in vivo} xenograft mouse models, which are targeted and labelled by magnetic nanoparticles. To enhance targeting specificity and efficiency, anti-CA 19-9 antibodies were conjugated to NH$_2$-PEG-coated magnetic nanoparticles. (A) 3D reconstruction of the pancreatic cancer mouse model from 2D axial T$_2$-weighted images. (B) T$_2$-weighted images (left) and the T$_2$ parameter mapping corresponding to the yellow dashed line box area (right) acquired before (top) and after (bottom) the pancreatic cancer tissues (circled by white dashed line) were targeted and labelled by anti-CA 19-9 antibodies--magnetic nanoparticles. (C) To confirm and visualize the magnetic
nanoparticle aggregates in (B), Prussian blue staining was performed where magnetic nanoparticle aggregates will form an insoluble deep blue hydrated ferric ferrocyanide complex (i.e., Prussian blue dye).

3.3.2 Comparison with the Rosensweig Model

To investigate how the aggregation behavior of interacting magnetic nanoparticles affects the hyperthermia properties, the specific loss power (SLP) was computed from the revised cluster-based model and then was compared with that from the original Rosensweig model. Because SLP is proportional to the volumetric power dissipation, which is in part determined by the imaginary part of the magnetic susceptibility as described in equation 14a and equation 15a, changes in the imaginary part of the magnetic susceptibility due to magnetic nanoparticle aggregation would be reflected on the resulting SLP. Experimental results reported by Hergt et al. regarding the relationship between the frequency, $f$, and the imaginary part of the magnetic susceptibility of the ferrofluid, $\chi''$, were shown to be significantly different from the predicted Rosensweig theoretical values. Specifically, experimental results for the colloidal-based ferrofluid suspension were shown to have a lower magnetic susceptibility peak value than predicted, implying the model suggested by Rosensweig alone cannot fully characterize the ferrofluid system. Our revised cluster-based model aims to explain the inconsistency between the original Rosensweig prediction and experimental results by considering cluster formation in the ferrofluid solution.

Using the experimental parameters previously reported by Hergt et al., we compared the differences between the Rosensweig model and the revised cluster-based model, as shown in Figure 2. The imaginary part of the magnetic susceptibility, $\chi''$, was calculated as a function of
Figure 2. Comparison with the Rosensweig model. The imaginary part of the magnetic susceptibility, $\chi''$, and the specific loss power, SLP, were computed by our revised cluster-based model (red solid line) and the Rosensweig model (blue dashed line). (A) $\chi''$ as a function of the alternating magnetic field frequency, $f$, for magnetic nanoparticle diameter = 18 nm, alternating magnetic field amplitude $H_0 = 11$ kA/m, and magnetic anisotropy constant $K_a = 15$ kJ/m$^3$. (B) $\chi''$ as a function of the magnetic nanoparticle diameter for alternating magnetic field frequency $f = 410$ kHz, alternating magnetic field amplitude $H_0 = 11$ kA/m, and magnetic anisotropy constant...
\( K_a = 15 \text{ kJ/m}^3 \). (C) The specific loss power, SLP, as a function of the magnetic nanoparticle diameter, using the same parameters as those in (B).

the alternating magnetic field frequency, \( f \) (Figure 2A), where the magnetic nanoparticle diameter was set to 18 nm and the magnetic field amplitude was set to 11 kA/m. The imaginary part of the magnetic susceptibility, \( \chi'' \), was also calculated as a function of the magnetic nanoparticle diameter (Figure 2B) to further illustrate the effect of magnetic nanoparticle aggregation, where the magnetic field amplitude was set to 11 kA/m and frequency to 410 kHz. As a result, the revised cluster-based model shifts the curve of \( \chi'' \) to lower frequency and smaller magnetic nanoparticle diameter, and decreases the maximum peak value. This is because magnetic nanoparticle aggregation increases the overall cluster magnetic anisotropy (\( K_{ac} \)), as described in equation 5b, and decreases both the domain magnetization (\( M_{dc} \)) and the average magnetic moment (\( \bar{m}_c \)) of clusters due to the minimization of internal energy,\(^{31} \) as shown in equation 8. Particularly, the increase in cluster magnetic anisotropy is reflected in effective relaxation time constant, \( \tau \), by affecting the Neel relaxation time constant, \( \tau_N \), as denoted in equation 3 and equation 4, while the decrease in both the domain magnetization and average magnetic moment of the clusters is reflected in the equilibrium magnetic susceptibility, as shown in equation 12. These factors altogether contribute to the shift of the curve of \( \chi'' \), resulting in the shifted theoretical SLP value, as shown in equation 15b. Therefore, the theoretical SLP based on equation 15b was plotted in Figure 2C as a function of the magnetic nanoparticle diameter using the same parameters as those in Figure 2B. The predicted SLP values reflect the variation in the imaginary part of the magnetic susceptibility, as these two parameters are linearly related to each other (equation 14a).
**Figure 3.** Comparison with the experimental results of magnetite Fe$_3$O$_4$ magnetic nanoparticles. The specific loss power (SLP) values were computed as a function of the magnetic nanoparticle diameter, based on our revised cluster-based model (red solid line) and the Rosensweig model (blue dashed line), using the experimental results and parameters reported by Ma *et al.*$^{22}$ (black filled circle). The experimental results and parameters used in the theoretical calculations are summarized in Table 1: magnetite Fe$_3$O$_4$, magnetic anisotropy constant $K_a = 21$ kJ/m$^3$, domain magnetization of monomers $M_{dm} = 446$ kA/m, alternating magnetic field frequency $f = 80$ kHz, alternating magnetic field amplitude $H_0 = 32.5$ kA/m, viscosity of the carrier fluid (water) $\eta = 0.0007$ kg m$^{-1}$ s$^{-1}$, temperature $T = 300$ K, and critical temperature $T^* = 358$ K.
Table 1. Experimental results and parameters used in the theoretical calculations of the specific loss power (SLP) for magnetite Fe$_3$O$_4$ magnetic nanoparticles,\textsuperscript{22,23} to determine the validity and accuracy of the revised cluster-based model, as shown in Figures 3 and 4.

<table>
<thead>
<tr>
<th>Magnetic nanoparticle</th>
<th>Magnetite Fe$_3$O$_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetic anisotropy constant, $K_a$ (kJ/m$^3$)</td>
<td>21</td>
</tr>
<tr>
<td>Domain magnetization of monomers, $M_{dm}$ (kA/m)</td>
<td>446</td>
</tr>
<tr>
<td>Viscosity of the carrier fluid, $\eta$ (kg m$^{-1}$ s$^{-1}$)</td>
<td>0.0007 (Water)</td>
</tr>
<tr>
<td>Temperature, $T$ (K)</td>
<td>300</td>
</tr>
<tr>
<td>Critical temperature, $T^*$ (K)</td>
<td>358</td>
</tr>
<tr>
<td>Alternating magnetic field</td>
<td>Frequency, $f$ (kHz)</td>
</tr>
<tr>
<td></td>
<td>Amplitude, $H_0$(kA/m)</td>
</tr>
<tr>
<td>Magnetic nanoparticle mean diameter (nm)</td>
<td>7.5</td>
</tr>
<tr>
<td>Specific loss power, SLP (W/g)</td>
<td>Experiment\textsuperscript{22,23}</td>
</tr>
<tr>
<td></td>
<td>Cluster-based model</td>
</tr>
<tr>
<td></td>
<td>Rosensweig model</td>
</tr>
<tr>
<td>Reference</td>
<td>Ma et al.\textsuperscript{22}</td>
</tr>
<tr>
<td>Figure number</td>
<td>Figure 3</td>
</tr>
</tbody>
</table>

The main difference between the revised cluster-based model and the Rosensweig model is the consideration of magnetic nanoparticle interactions within the real ferrofluid. Because the Rosensweig model assumes magnetic nanoparticles act as individual units independent of each other, the SLP value, as well as the optimal magnetic nanoparticle size, is over-estimated. In biomedical applications, however, magnetic nanoparticles are not found simply in single units, but rather as aggregated clusters (Figure 1). Accurate theoretical models should therefore reflect the fraction of clusters in the real ferrofluid. By taking cluster formation into consideration, the revised cluster-based model predicts SLP values and the corresponding optimal magnetic
nanoparticle diameter at the maximum SLP to be about 20-25% smaller than those made by the Rosensweig model, as shown in Figure 2C.

3.3.3 Comparison with the Experimental Results of Magnetite Fe₃O₄ Magnetic Nanoparticles

SLP were computed based on the revised cluster-based model and the Rosensweig model and then were compared with the experimental results of magnetite Fe₃O₄ magnetic nanoparticles reported by Ma et al.,²² and Lartigue et al.,²³ as summarized in Table 1 and shown in Figure 3 and Figure 4. Magnetite Fe₃O₄ is the most popular form of magnetic nanoparticles, as it is well tolerated by the human body. Although there are still some differences between our cluster-based prediction and the experimental results, our model offers relatively more accurate estimates of SLP in comparison with the Rosensweig model. Within the superparamagnetic size range (i.e., magnetic nanoparticle diameter 5--50 nm), the SLP values increase significantly with the increase of the nanoparticle size, mainly due to the onset of other heat generation mechanisms.¹⁰,¹³ However, aggregation of magnetic nanoparticle shifts the overall curve to the left (i.e., smaller magnetic nanoparticle diameter), predicting lower SLP values when compared with the predictions made by the Rosenswig model, in agreement with Figure 2. Notably, the revised cluster-based model works especially well within the magnetic nanoparticle diameter range 10 nm--20 nm, which is commonly chosen for MR nano-theranostics. On the other hand, neither theoretical model accurately predicts the SLP for magnetic nanoparticles with diameter larger than 20 nm (Figure 4). This divergence can be attributed to the availability of other heat generation mechanisms and nonlinear effect, such as hysteresis,¹⁰,¹³ associated with larger magnetic nanoparticle diameters.
Figure 4. Comparison with the experimental results of magnetite Fe\textsubscript{3}O\textsubscript{4} magnetic nanoparticles. The specific loss power (SLP) values were computed as a function of the magnetic nanoparticle diameter, based on our revised cluster-based model (red solid line) and the Rosensweig model (blue dashed line), using the experimental results and parameters reported by Lartigue et al.\textsuperscript{23} (black filled circle). The experimental results and parameters used in the theoretical calculations are summarized in Table 1: magnetite Fe\textsubscript{3}O\textsubscript{4}, magnetic anisotropy constant $K_\alpha = 21$ kJ/m$^3$, domain magnetization of monomers $M_{dm} = 446$ kA/m, alternating magnetic field frequency $f = 168$ kHz, alternating magnetic field amplitude $H_0 = 21$ kA/m, viscosity of the carrier fluid (water) $\eta = 0.0007$ kg m$^{-1}$ s$^{-1}$, temperature $T = 300$ K, and critical temperature $T^\star = 358$ K.
Table 2. Experimental results and parameters used in the theoretical calculations of the specific loss power (SLP) for cobalt ferrite CoFe$_2$O$_4$ magnetic nanoparticles,\textsuperscript{24,25} to determine the validity and accuracy of the revised cluster-based model, as shown in Figure 5 and Figure 6.

<table>
<thead>
<tr>
<th>Magnetic nanoparticle</th>
<th>Cobalt ferrite CoFe$_2$O$_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetic anisotropy constant, $K_a$ (kJ/m$^3$)</td>
<td>1200</td>
</tr>
<tr>
<td>Domain magnetization of monomers, $M_{dm}$ (kA/m)</td>
<td>425</td>
</tr>
<tr>
<td>Viscosity of the carrier fluid, $\eta$ (kg m$^{-1}$ s$^{-1}$)</td>
<td>0.0007 (Water)</td>
</tr>
<tr>
<td>Temperature, $T$ (K)</td>
<td>300</td>
</tr>
<tr>
<td>Critical temperature, $T^*$ (K)</td>
<td>358</td>
</tr>
<tr>
<td>Alternating magnetic field Frequency, $f$ (kHz)</td>
<td>167</td>
</tr>
<tr>
<td></td>
<td>Amplitude, $H_0$ (kA/m)</td>
</tr>
<tr>
<td>Magnetic nanoparticle size Mean Diameter (nm)</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td>Standard Deviation, $\sigma$</td>
</tr>
<tr>
<td>Specific loss power, SLP (W/g)</td>
<td>Experiment\textsuperscript{24,25}</td>
</tr>
<tr>
<td></td>
<td>Cluster-based model</td>
</tr>
<tr>
<td></td>
<td>Rosensweig model</td>
</tr>
<tr>
<td>Reference</td>
<td>Baldi et al.\textsuperscript{24}</td>
</tr>
<tr>
<td>Figure Number</td>
<td>Figure 5</td>
</tr>
</tbody>
</table>

3.3.4 Comparison with the Experimental Results of Cobalt Ferrite CoFe$_2$O$_4$ Magnetic Nanoparticles

Additional comparisons were made using experimental results of cobalt ferrite CoFe$_2$O$_4$ reported by Baldi et al.,\textsuperscript{24} and Fortin et al.,\textsuperscript{25} as summarized in Table 2 and shown in Figure 5 and Figure 6, respectively. Similar to the previous comparison with the experimental results of magnetite Fe$_3$O$_4$ magnetic nanoparticles, the revised cluster-based model approaches the experimental results better than the Rosensweig model, as the maximum and overall SLP is
Figure 5. Comparison with the experimental results of cobalt ferrite CoFe$_2$O$_4$ magnetic nanoparticles. The specific loss power (SLP) values were computed as a function of the magnetic nanoparticle diameter, based on our revised cluster-based model (red solid line) and the Rosensweig model (blue dashed line), using the experimental results and parameters reported by Baldi et al.$^{24}$ (black filled circle). The experimental results and the parameters used in the theoretical calculations are summarized in Table 2: cobalt ferrite CoFe$_2$O$_4$, magnetic anisotropy constant $K_a = 1200$ kJ/m$^3$, domain magnetization of monomers $M_{dm} = 425$ kA/m, alternating magnetic field frequency $f = 167$ kHz, alternating magnetic field amplitude $H_0 = 21$ kA/m, viscosity of the carrier fluid (water) $\eta = 0.0007$ kg m$^{-1}$ s$^{-1}$, temperature $T = 300$ K, critical temperature $T^* = 358$ K, and the mean (standard deviation $\sigma$) of the magnetic nanoparticle diameter = 6.7 nm ($\sigma = 0.23$ nm).
Figure 6. Comparison with the experimental results on cobalt ferrite CoFe$_2$O$_4$ magnetic nanoparticles. The specific loss power (SLP) values were computed as a function of the magnetic nanoparticle diameter, based on our revised cluster-based model (red solid line) and the Rosensweig model (blue dashed line), using the experimental results and parameters reported by Fortin et al.$^{25}$ (black filled circle). The experimental results and parameters used in the theoretical calculations are summarized in Table 2: cobalt ferrite CoFe$_2$O$_4$, magnetic anisotropy constant $K_a = 1200$ kJ/m$^3$, domain magnetization of monomers $M_{dm} = 425$ kA/m, alternating magnetic field frequency $f = 700$ kHz, alternating magnetic field amplitude $H_0 = 24.8$ kA/m, viscosity of the carrier fluid (water) $\eta = 0.0007$ kg m$^{-1}$ s$^{-1}$, temperature $T = 300$ K, critical temperature $T^* = 358$ K, and the mean (standard deviation $\sigma$) of the magnetic nanoparticle diameter = 9.1 nm ($\sigma = 0.22$ nm).
reduced by the aggregation of magnetic nanoparticles. Again, SLP of magnetic nanoparticles with diameters between 10 nm--20 nm was more accurately predicted by the revised cluster-based model. However, since cobalt ferrite CoFe$_2$O$_4$ possesses a relatively larger magnetic anisotropy constant than magnetite Fe$_3$O$_4$, the effect of aggregation on magnetic anisotropy becomes less significant, resulting in smaller shift to the left (i.e., smaller magnetic nanoparticle diameter) by the revised cluster-based model, as portrayed in both Figure 5 and Figure 6.

### 3.4 Conclusion

Magnetic resonance (MR) nano-theranostic hyperthermia uses nontoxic, biocompatible magnetic nanoparticles to target and accumulate at the lesions to generate enhanced contrast for early lesion detection and to generate heat to kill lesion cells directly through hyperthermia or indirectly through thermal activation and control releasing of drugs.\textsuperscript{34-38} By considering the effects of magnetic nanoparticle aggregation on MR nano-theranostic hyperthermia, our revised cluster-based model provides a more accurate prediction of experimental values, as shown in Figures 3-6 for magnetite Fe$_3$O$_4$ and cobalt ferrite CoFe$_2$O$_4$ magnetic nanoparticles. The aggregation of magnetic nanoparticles increases the cluster magnetic anisotropy while reducing both the cluster domain magnetization and the average magnetic moment, which in turn decreases the imaginary part of the magnetic susceptibility to shift the predicted SLP toward smaller magnetic nanoparticle diameter with lower peak values. The effect of magnetic nanoparticle aggregation can also be understood in terms of energy transfer. A portion of the energy provided by the magnetic field is absorbed by the magnetic nanoparticle aggregates to overcome inter-nanoparticle interactions, such as electrostatic attraction, electrostatic repulsion, steric repulsion, and magnetic dipolar interactions to disrupt the aggregates into monomers. As a
result, the heating efficiency is decreased and the SLP values are less than the prediction made by the Rosensweig theory.

The improvement in the prediction accuracy provided by the revised cluster-based model is particularly pronounced when the magnetic nanoparticle diameter is in the range of approximately 10 nm–20 nm or, equivalently, the resulting drug-nanoparticle-ligand conjugates in the range of approximately 30 nm–50 nm. This happens to be an important size range for MR nano-theranostics, as recent studies showed that anti-cancer nanomedicine with 50 nm nanoparticle size provides the optimal combination of deep tumor tissue penetration, efficient cancer cell internalization, and slow tumor clearance, and therefore exhibits the highest efficacy against both primary and metastatic tumors in vivo.\textsuperscript{39} When the magnetic nanoparticle becomes larger, as seen for the case of magnetite Fe\textsubscript{3}O\textsubscript{4} in Figure 4, the prediction becomes inaccurate even with the revised cluster-based model, mainly due to alternative heat generation mechanisms and nonlinear response of magnetic susceptibility,\textsuperscript{40-42} which motivates more sophisticated and accurate theoretical models in the future.

Finally, nanoparticle size plays a pivotal role in nano-theranostics, as it determines their biodistribution, tumor penetration, cellular internalization, clearance from blood plasma and tissues, as well as excretion from the body — all of which impact the overall therapeutic efficacy against cancers.\textsuperscript{39,43} Our studies show that, as far as MR nano-theranostic hyperthermia is concerned, a relatively 20-25\% smaller magnetic nanoparticle diameter should be chosen to reach the maximal heating efficiency in comparison to the optimal size predicted by previous models.
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3.6 Supplementary Materials

Orthotopic Pancreatic Cancer Mouse Models

The 4-week-old male BALB/c Nude mice (N = 4) were obtained from BioLASCO, Taiwan. BALB/c is an albino, laboratory-bred strain of the house mouse from which a number of common substrains are derived. BALB/c mice are distributed globally, and are among the most widely used inbred strains used in animal experimentation.

Orthotopic pancreatic cancer mouse models are preferred in this work, because they offer tissue site-specific pathology, allow studies of metastasis, and are generally deemed more clinically relevant. Orthotopic implantation of pancreatic cancer cells includes the following steps: (i) Make incision with sterile microscissors beside the splenic silhouette. (ii) Expose the entire pancreas and spleen by using a pair of blunt-nose forceps. (iii) Insert the needle with the human pancreatic cancer cells into the tail of the pancreas and pass into the pancreatic head area. Suture the abdominal muscle layer first as putting back the pancreas and spleen into the abdominal cavity and close the skin.

We waited until the volume of the subcutaneous xenograft pancreatic cancer reached 5 mm$^3$. We first injected 100 $\mu$g IgG (Immunoglobulin G) from the tail vein of the mouse to suppress the immune response of the mouse. Then we injected 200 $\mu$L CA19-9-magnetic nanoparticle (corresponding to 2.0 mg Fe/Kg mouse) from the tail vein of the mouse. All injections were performed under anesthesia by isoflurane (Panion & BF Biotech Inc.) and all efforts were made to minimize suffering.

During the MRI acquisition, mice were anesthetized by inhalation of isoflurane (Panion & BF Biotech). A vaporizer specially calibrated for isoflurane was used to accurately control the anesthetic concentration during MRI scanning. The physiological status of the mice was kept
under surveillance with a small animal monitoring system (SA Instruments). Mice were humanely sacrificed after experiments. All animal procedures were in accordance with the regulations approved by the Institution Animal Care and Utilization Committee at National Taiwan University (approval number NTU-103-EL-61).

Tissues were fixed in 10% formalin overnight, embedded in paraffin, and then sectioned. Tissues sections with a thickness of 5 µm were deparaffinized in xylene, rehydrated in a gradient ethanol series, and incubated in blocking buffer. To visualize nuclei and cytoplasm, H&E staining was performed according to the standard protocols. Images of the tissues were acquired using a wide-field scanner with a 40× objective and detected with a color microscope camera (DFC7000T, Leica).

To visualize the magnetic nanoparticle aggregates, Prussian blue staining was performed according to the standard protocols. The staining is an optical method based on the binding of cellular ferric ions to the soluble ferrocyanide salt at low pH, forming an insoluble deep blue hydrated ferric ferrocyanide complex (i.e., Prussian blue dye). Therefore, in order to detect magnetic nanoparticle aggregates in tissue sections, the specimens were deparaffinized and treated with 20% aqueous solution of concentrated HCl to dissolve the magnetic nanoparticles to release ferric iron in the cells.

**Preparation, Bioconjugation, and Characterization of the Anti-CA 19-9 Antibodies--Magnetic Nanoparticles**

To oxidize the glycosylated anti-CA 19-9 antibodies, 400 µg of the antibody was mixed with 40 µL of 0.10 M sodium periodate solution and reacted for 45 minutes in dark at room temperature. Then 40 µL of 0.20 M Na₂SO₃ solution was immediately added into the mixture
and let react for another 10 minutes. The sample was then run through D-Salt Dextran Desalting Columns (Thermo Scientific, Rockford, IL, USA) to isolate the oxidized antibody from the mixture.

The oxidized antibody was quickly mixed with the amine-coated magnetic nanoparticles (0.054 nmole/mL) (Ocean Nanotech, Springdale, AR) at a pH of 8.0 to reduce aggregation and maximize Schiff base formation while preventing the denaturation of the antibody. The reaction was then shaked at room temperature for 6 hours. To stabilize the Schiff bases, 53 μL of 5.0 M sodium cyanoborohydride solution was added and reacted for 45 minutes to reduce the bond to a secondary amine linkage. Additionally, 268 μL of 1.0 M ethanolamine solution was added to the mixture to quench the unreacted aldehyde groups on the antibody. This reaction mixture was then purified by washing 5 times using Amicon Ultra Centrifugal Filters (Millipore, Carrigtwohill, Ireland) to remove the quenching reagents. Unbound antibody was also purified from conjugated magnetic nanoparticles through a separation magnet (Ocean Nanotech, Springdale, AR) overnight. The final solution was suspended in PBS at a concentration of 5 mg Fe/mL.

Dynamic light scattering (DLS) measurements were taken to verify the bio-conjugation between the anti-CA 19-9 antibodies and the magnetic nanoparticles. DLS measurements were taken on a Zetasizer Nano using a disposable, low volume cuvette. The standard protein method on the detector was utilized to generate a size distribution plot. The diameter of unconjugated magnetic nanoparticles was measured to be 25 nm, while that of the conjugated magnetic nanoparticles was 38 nm, as shown in Figure S1.
Figure S1. Dynamic light scattering (DLS) measurements were taken to verify the bio-conjugation between the anti-CA 19-9 antibodies and the magnetic nanoparticles. The standard protein method on the detector was utilized to generate a size distribution plot. The diameter of unconjugated magnetic nanoparticles was measured to be 25 nm, while that of the bio-conjugated magnetic nanoparticles was 38 nm.
Chapter 4

Utilizing the Nonlinear Response of Magnetic Nanoparticle Aggregates for Effective *In Vivo* Nano-Theranostic Hyperthermia

4.0 Abstract

Nano-theranostic hyperthermia is one of the most promising novel techniques for simultaneously diagnosing and treating cancer. The procedure involves injecting biocompatible magnetic nanoparticles that not only act as molecular beacons to enhance MRI contrast for early tumor detection, but also destroy tumor cells when the particles are heated when exposed to an applied magnetic field. In order to control and optimize the *in vivo* nano-theranostic hyperthermia’s heating efficiency, measured as specific loss power (SLP), we proposed a novel theoretical model to better understand the fundamentals of heat generation, so that we can modify the design magnetic nanoparticles for the purpose of effective heating. In contrast to previous models such as those using the Rosensweig approach, our new model moves beyond viewing magnetic nanoparticles act as single units whose magnetic susceptibility responds linearly to the changes in magnetic field amplitude. To confirm the accuracy and validity of this model, we compared its calculated results and those of the currently prevailing models to experimental data. We concluded that the aggregation of magnetic nanoparticles and the nonlinear response property of the magnetic susceptibility can both strongly affect the heating efficiency. The added consideration of these two features in the theoretical model gives us a more accurate estimation framework for experimental results. Moreover, the proposed model works at its best when predicting the heating efficiency for the types of magnetic nanoparticles
and magnetic fields that are most commonly used clinically for hyperthermia cancer therapy. With recent advances in the emerging theranostics, especially in the application of a combined MRI detection and treatment system, this work provides an important physical insight: the additional heating effect induced by the nonlinear response of magnetic susceptibility can negatively influence the heating efficiency as magnetization approaches and reaches saturation. Based on our proposed model, the nano-theranostic hyperthermia system’s heating efficiency can be optimized by placing magnetic nanoparticles with a diameter of 15nm in a magnetic field with a moderate amplitude of around $25kA/m$.

4.1 Introduction

Nano-theranostic system has been gaining in popularity, due largely to its combination of diagnostic and local treatment of cancers.$^{1-3}$ By taking advantage of the unique targeting property of nontoxic magnetic nanoparticles, which occurs at the nanoscale level, the nano-theranostic system is able to detect and treat cancer in a single setting simultaneously. It holds great potential to change the current medical paradigm from "see, then treat" to "see and treat". Magnetic nanoparticles have been decorated with a wide variety of materials to improve their biocompatibility for controlling drug delivery and release, encapsulate/bind imaging agents to enhance the Magnetic Resonance (MR) image contrast for early lesion detection, carry therapeutic payloads and produce local heat in the presence of an external alternating magnetic field.$^{4-6}$

MR nano-theranostic hyperthermia has been shown to be a promising cancer thermotherapy, as long as the injected magnetic nanoparticles are able to readily heat up tumors under alternating magnetic fields without damaging healthy tissue.$^{7-8}$ A primary challenge to
achieve this goal has been determining the optimal strength of the magnetic field. A field that is too weak does not generate sufficient heat to destroy the lesion; a field that is too strong can produce significantly harmful side effects. The ideal nano-theranostic hyperthermia system maximizes heating efficiency so that the strongest possible heating effect can be achieved using the weakest possible magnetic field.

Unfortunately, the fundamental heating generation mechanism of magnetic nanoparticles under biological conditions is still poorly understood. The previously proposed theoretical linear response model\(^9\) does not sufficiently inform the design of an \textit{in vivo} nano-theranostic hyperthermia system that uses magnetic nanoparticles. As a result, the inaccurate estimation of the heating efficiency for colloidal magnetic nanoparticle suspensions has severely limited the expanded use of nano-theranostic hyperthermia systems in clinical applications.

The proposed nonlinear response model is more complex and nuanced, allowing for the heating efficiency, which is usually represented by specific loss power (SLP), to be optimized by adjusting several parameters, including the magnetic field amplitude and frequency, the magnetic nanoparticle size and size distribution, the clustering of the magnetic nanoparticles, domain magnetization, and magnetic anisotropy.\(^{10-12}\)

Currently, most studies rely on the Rosensweig approach,\(^9\) which assumes 1) that magnetic nanoparticles are non-interacting units in the colloidal suspension and 2) that for the heat generation mechanism of the magnetic nanoparticles, the magnetic susceptibility and the magnetic field amplitude are linearly related, in accordance with Curie’s Law. Consequently, predictions of SLP based upon those assumptions are reasonably accurate only when magnetic nanoparticles have a small diameter and are in the presence of a weak magnetic field.
Theoretical models based on the assumptions of the Rosensweig approach have been shown to be inadequate predictors of experimental results. Magnetic nanoparticles have been found to exhibit several interactions, including magnetic dipole-dipole interaction, steric repulsion, and van der Waals attraction. These interactions contribute to the formation of nanoparticle aggregate clusters in the colloidal suspension, which decrease the induced heating efficiency. Moreover, as the magnetic nanoparticle size and the magnetic field amplitude increase, the heat generation mechanism becomes more complicated, since the linear regime only holds true under high temperatures or in weak magnetic fields. In contrast, strong magnetic fields can induce loss process and heating effects, driving the nonlinear response of the magnetic susceptibility. With the recent advances in the biotechnological applications of high amplitude magnetic fields for nano-theranostic hyperthermia, this consideration is becoming increasingly necessary. Understanding the dynamical magnetic response of nanoparticles placed in an alternating magnetic field allows us not only to precisely evaluate the \textit{in vivo} heating efficiency in living tissues but also to optimize the design of targeted nano-theranostic MR hyperthermia for cancer therapy.

Studies have confirmed the need to account for complex environments where aggregation occurs and the magnetic field changes in which the magnetic nanoparticles accumulate when establishing the heating efficiency estimation model. However, much of that effort has gone into investigating the mechanism of aggregate formation and the behavior of magnetic nanoparticles in colloidal suspension under different magnetic conditions.

A few groups have proposed untested models that evaluate the heating efficiency by giving consideration to aggregate formation or the nonlinear response of the magnetic susceptibility. For instance, using the Fanning model, Wang \textit{et al.} revised the energy
calculation method for a real ferrofluid-based system based to account for the aggregation. However, they did not confirm that the SLP predicted by the model matched existing experimental results. Coral et al.\textsuperscript{33} modeled the aggregation using an analytical form for the structure function that was derived from a fractal model of aggregation where the power law form of the scattering function was limited by a finite cluster size. But the authors reported that their linear response based model does not reproduce the experimental SLP. Accounting for the nonlinear heat generation mechanism\textsuperscript{34} by using the equation for electric susceptibility proposed by Coffey and Paranjape\textsuperscript{35} brings the theoretical SLP closer to the experimental results, but failing to factor in the formation of aggregate gives rise to overestimating the heating efficiency.

The present paper proposes a novel theoretical model for designing a nano-theranostic hyperthermia system that predicts and allows for the optimization of the heating efficiency of magnetic nanoparticles by looking into both the aggregate formation and the nonlinear relationship between the magnetic susceptibility and the magnetic field. Our understanding of the magnetic nanoparticles has been revised to account for the nonlinear response of the magnetic susceptibility. Cluster formation calculations used in our proposed theoretical model have been compared to experimental data and results previously published\textsuperscript{13,36-39} to confirm the accuracy and validity of this nonlinear, cluster-based model.

4.2 Materials and Methods

4.2.1 Fraction of Monomers and Clusters

At the critical temperature, a second-order phase transition is followed by the disruption of magnetic nanoparticle clusters.\textsuperscript{42} In order to properly characterize this heat-induced cluster
breakup at the critical temperature, $T^*$, and the suspension temperature, $T$.\textsuperscript{43} the fraction of clusters ($P_c$) in the ferrofluid was chosen as an order parameter

$$P_c = (1 - \frac{T}{T^*})^\frac{1}{2}$$ \hspace{1cm} (1a)

From the expression of $P_c$, it can be concluded that when the temperature is significantly lower than the critical temperature, $T \ll T^*$, magnetic nanoparticle monomers exist alongside clusters in the ferrofluid system and that there are no clusters when the temperature is at or above the critical temperature. Thus, the fraction of monomers ($P_m$) in the ferrofluid can be simply treated to be proportional to the temperature:

$$P_m = \frac{T}{T^*}$$ \hspace{1cm} (1b)

Note that $P_m + P_c = 1$ under two limiting conditions: $T \ll T^*$ and $T \geq T^*$.

### 4.2.2 Relaxation Mechanisms

Calculating the specific loss power (SLP) of interacting colloidal magnetic nanoparticles in the ferrofluid requires that we first describe two major relaxation mechanisms for the gradual alignment of the particles’ magnetic moments during the magnetization. The Brownian relaxation time constant, $\tau_B$, is given by the following relationship:\textsuperscript{44}

$$\tau_B = \frac{3\eta V_h}{k_B T}$$ \hspace{1cm} (2)

where $V_h = (1 + \delta/R)^3$ is the magnetic nanoparticle’s hydrodynamic volume, $V$ is the volume of the magnetic nanoparticle, $R$ is the radius of the magnetic nanoparticle, and $\delta$ is the surfactant thickness (a property of the ferrofluid). $k_B$ is the Boltzmann constant, $T$ is the temperature of the ferrofluid solution (the product $k_B T$ is the thermal energy), and $\eta$ is the viscosity of the carrier fluid.

The Néel relaxation time constant, $\tau_N$, can be expressed as:\textsuperscript{45}
\[ \tau_N = \begin{cases} \tau_0 \Gamma^{-\frac{1}{2}} \exp(\Gamma) & \Gamma \geq 1 \\ \tau_0 \Gamma & \Gamma \ll 1 \end{cases} \]  

(3)

where \( \Gamma = \frac{K_a V}{k_B T} \), \( K_a V \) is the energy barrier (a product of the magnetic anisotropy constant, \( K_a \), and the volume of the magnetic nanoparticle, \( V \)), and \( \tau_0 \) is the attempt time (its reciprocal is called the attempt frequency). Typical values for \( \tau_0 \) are between \( 10^{-9} \) and \( 10^{-10} \) seconds.

Because both relaxation mechanisms occur in parallel, the effective total relaxation time constant, \( \tau \), is given by:

\[ \frac{1}{\tau} = \frac{1}{\tau_B} + \frac{1}{\tau_N} \]  

(4a)

or, alternatively, by:

\[ \tau = \frac{\tau_B \tau_N}{\tau_B + \tau_N} \]  

(4b)

When \( \tau_B \ll \tau_N \), then \( \tau \approx \tau_B \). Similarly, when \( \tau_B \gg \tau_N \), then \( \tau \approx \tau_N \). Thus, the net relaxation effect is influenced primarily by the stronger relaxation mechanism with shorter relaxation time constant.

Since aggregation increases the magnetic directional dependence of clusters,\(^{29,46}\) the magnetic anisotropy constant in our proposed model, \( K_a \), uses different values for monomers and clusters. If the magnetic anisotropy constants for monomers and clusters are defined as \( K_{am} \) and \( K_{ac} \) respectively, then:

\[ K_{am} = K_a \]  

(5a)

\[ K_{ac} = K_{am} + \frac{(1-P_m)K_a}{P_c} \]  

(5b)
where the term, \( \frac{(1-P_m)K_a}{P_c} \), represents the increase in the average of the magnetic anisotropy constant due to the formation of clusters, and \( 1 - P_m \) represents the fraction of monomers that comes from the disruption of clusters.

### 4.2.3 Magnetic Susceptibility

To calculate the heating efficiency of magnetic nanoparticles, the effect of aggregation and nonlinear response of the magnetic susceptibility of ferrofluid were investigated at first. Briefly, in the presence of an alternating magnetic field, the magnetization, \( M(t) \), lags the magnetic field, \( H(t) \). In the framework of linear response function, \( M(t) = \chi H(t) \), the magnetic susceptibility is conveniently denoted as a complex number, \( \chi = \chi' - i\chi'' \), with the following expressions for both the real part (\( \chi' \)) and the imaginary part (\( \chi'' \)):

\[
\chi' = \frac{\chi_0(T)}{1 + (\omega \tau)^2} \quad (6a)
\]
\[
\chi'' = \frac{\omega \tau \chi_0(T)}{1 + (\omega \tau)^2} \quad (6b)
\]

where \( \chi_0(T) \) is the equilibrium magnetic susceptibility, \( \omega = 2\pi f \) is the angular frequency, and \( \chi'' \) is the loss component of magnetic susceptibility, representing the portion of magnetization which is in quadrature with the magnetic field.

However, equation 6 only describes the linear contribution of the equilibrium magnetic susceptibility in the presence of weak magnetic field, as characterized by Curie’s Law. When a strong bias magnetic field is superimposed on the smaller alternating magnetic field, the relationship between the magnetic susceptibility and the magnetic field is no longer linear. In addition, applying a stronger alternating magnetic field will further induce a nonlinear response from the magnetic susceptibility.\(^{19,27,34} \) Based on the equation for the electric susceptibility as
proposed by Coffey and Paranjape,\textsuperscript{35} the real part and imaginary part of the complex magnetic susceptibility can be written as

\[
\chi'(\omega, H_0) = \frac{\chi_0(T)}{1+\omega T^2} \left\{ 1 - \left( \frac{mH_0}{k_BT} \right)^2 \frac{27-13(\omega T)^2}{60[1+(\omega T)^2][9+4(\omega T)^2]} \right\}
\]

(7a)

\[
\chi''(\omega, H_0) = \frac{\chi_0(T)\omega T}{1+\omega T^2} \left\{ 1 - \left( \frac{mH_0}{k_BT} \right)^2 \frac{21+(\omega T)^2}{30[1+(\omega T)^2][9+4(\omega T)^2]} \right\}
\]

(7b)

As shown in equation 7, the first term in both equations represents the linear property of the magnetic susceptibility, same as the expression in equation 6, while the remaining terms in both equations represent the nonlinear response of the magnetic susceptibility.

By accounting for the formation of aggregate, the equilibrium magnetic susceptibility of ferrofluid, which is a function of the temperature, \(\chi_0(T)\), can be re-written as:\textsuperscript{43}

\[
\chi_0(T) = \frac{\phi}{H_0} \left[ M_{dm} \left( \frac{T}{T^*} \right) L \left( \frac{\mu_0\overline{m_m}H_0}{k_BT} \right) + M_{dc}(1 - \frac{T}{T^*})^\frac{1}{2} L \left( \frac{\mu_0\overline{m_c}H_0}{k_BT} \right) \right]
\]

(8)

where \(\frac{T}{T^*} = P_m\) and \((1 - \frac{T}{T^*})^\frac{1}{2} = P_c\) are the fractions of monomers and clusters, respectively, as shown in equation 1, \(\phi\) is the volume fraction of the magnetic nanoparticles, \(H_0\) is the amplitude of the applied alternating magnetic field, \(\mu_0\) is the magnetic permeability in free space, \(M_{dm}\) and \(M_{dc}\) are the domain magnetization of monomers and clusters, respectively, \(\overline{m_m}\) and \(\overline{m_c}\) are the average magnetic moment of monomers and clusters, respectively, and \(L\) is the Langevin function with formula \(L(x) = \coth(x) - 1/x\). The Langevin function describes the dependency of the magnetization on the applied magnetic field in the classical limit, with the expression:

\[
L \left( \frac{\mu_0\overline{m_m}H_0}{k_BT} \right) = \coth \left( \frac{\mu_0\overline{m_m}H_0}{k_BT} \right) - \frac{k_BT}{\mu_0\overline{m_m}H_0}
\]

(9a)

\[
L \left( \frac{\mu_0\overline{m_c}H_0}{k_BT} \right) = \coth \left( \frac{\mu_0\overline{m_c}H_0}{k_BT} \right) - \frac{k_BT}{\mu_0\overline{m_c}H_0}
\]

(9b)

In equation 8, the first term in the bracket indicates the contribution from monomers, while the second term in the bracket indicates the contribution from clusters. Similar to the effect of
magnetic nanoparticle aggregation on the magnetic anisotropy constant, the domain
magnetization \((M_{dc})\) and the average magnetic moment \((\bar{m}_c)\) of clusters are also different from
those of monomers:

\[
M_{dc} = \frac{(1-P_m)M_{dm}}{P_c}
\]  
(10a)

\[
\bar{m}_c = \frac{(1-P_m)\bar{m}_m}{P_c}
\]  
(10b)

where \(M_{dm}\) and \(\bar{m}_m\) are the domain magnetization and the average magnetic moment of
monomers, respectively. While aggregation increases the magnetic anisotropy constant for
clusters, \(K_{ac}\) (equation 5b), it decreases both the domain magnetization \((M_{dc})\) and the average
magnetic moment \((\bar{m}_c)\) for clusters (equations 10a and 10b), due to the minimization of internal
energy.\(^{38}\) Consequently, in this work, the effect of the magnetic nanoparticle aggregation is
modeled through a corrected expression for the actual magnetization using a revised Langevin
function.

### 4.2.4 Power Dissipation and Specific Loss Power

Analytical relationships of power dissipation in a suspension of magnetic nanoparticles
have been derived by Rosensweig.\(^9\) For a number \(f = \omega/2\pi\) of field cycles per second, the mean
volumetric power dissipation is given by

\[
P = f \mu_0 \pi H_0^2 \chi''
\]  
(11a)

The specific loss power (SLP) can be calculated through volumetric power dissipation as:

\[
SLP = \frac{P}{\rho \phi}
\]  
(11b)

where \(\rho\) denotes the mass density of the ferrofluid. By taking the aggregation and nonlinear
response of the magnetic susceptibility into consideration, the SLP for the colloidal magnetic
nanoparticles suspension can be calculated by substituting equations 7b, 8 and 11a into equation 11b:

\[
SLP = \frac{\mu_0 \tau H_0 \omega^2}{2 \rho [1 + (\omega t)^2]} \left\{ 1 - \left( \frac{\bar{m}_m H_0}{k_B T} \right)^2 \frac{21 + (\omega t)^2}{30 [1 + (\omega t)^2][9 + 4(\omega t)^2]} \right\} \times \\
\left[ M_{dm}\left( \frac{T}{T_c} \right) L \left( \frac{\mu_0 \bar{m}_m H_0}{k_B T} \right) + M_{dc} \left( 1 - \frac{T}{T_c} \right)^{\frac{3}{2}} L \left( \frac{\mu_0 \bar{m}_c H_0}{k_B T} \right) \right]
\] (12)

Using equation 12, the SLP of a colloidal magnetic nanoparticle suspension can be calculated and compared to the predictions made by other models, as well as with previously published experimental results.

4.2.5 Computational Parameters

To determine the validity and accuracy of our revised cluster-based model, predicted SLP values based on the nonlinear cluster-based model, nonlinear model and the Rosensweig model were compared with experimental results previously reported,\textsuperscript{13,36-39} which are summarized, respectively, in Table 1 for maghemite $\gamma$-$Fe_2O_3$ magnetic nanoparticles,\textsuperscript{13} in Table 2 for magnetite $Fe_3O_4$ magnetic nanoparticles\textsuperscript{36-38} and in Table 3 for cobalt ferrite $CoFe_2O_4$ magnetic nanoparticles.\textsuperscript{39}
Table 1. Experimental parameters used in the theoretical calculations of the imaginary part of the magnetic susceptibility ($\chi''$) and the specific loss power (SLP) for maghemite $\gamma$-Fe$_2$O$_3$ magnetic nanoparticles, to determine the validity and accuracy of the revised nonlinear cluster-based model, as shown in Figure 1.

<table>
<thead>
<tr>
<th>Magnetic nanoparticle</th>
<th>Maghemite $\gamma$-Fe$_2$O$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetic anisotropy constant, $K_a$ (kJ/m$^3$)</td>
<td>15</td>
</tr>
<tr>
<td>Domain magnetization of monomers, $M_{dm}$ (kA/m)</td>
<td>410</td>
</tr>
<tr>
<td>Viscosity of the carrier fluid, $\eta$ (kg m$^{-1}$ s$^{-1}$)</td>
<td>0.0007 (Water)</td>
</tr>
<tr>
<td>Temperature, $T$ (K)</td>
<td>300</td>
</tr>
<tr>
<td>Critical temperature, $T^*$ (K)</td>
<td>358</td>
</tr>
<tr>
<td>Alternating magnetic field</td>
<td></td>
</tr>
<tr>
<td>Frequency, $f$ (kHz)</td>
<td>$10^4$-$10^6$</td>
</tr>
<tr>
<td>Amplitude, $H_0$ (kA/m)</td>
<td>11</td>
</tr>
<tr>
<td>Magnetic nanoparticle diameter (nm)</td>
<td>18</td>
</tr>
<tr>
<td>Magnetic nanoparticle diameter (nm)</td>
<td>0-35</td>
</tr>
<tr>
<td>Reference</td>
<td>Hergt et al.$^{13}$</td>
</tr>
<tr>
<td>Figure number</td>
<td>Figure 1A</td>
</tr>
<tr>
<td></td>
<td>Figure 1B and 2C</td>
</tr>
</tbody>
</table>


Table 2. Experimental results and parameters used in the theoretical calculations of the specific loss power (SLP) for magnetite $Fe_3O_4$ magnetic nanoparticles,\textsuperscript{36} to determine the validity and accuracy of the revised nonlinear cluster-based model, as shown in Figure 2.

<table>
<thead>
<tr>
<th>Magnetic nanoparticle</th>
<th>Magnetite $Fe_3O_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetic anisotropy constant, $K_a$ (kJ/m$^3$)</td>
<td>21</td>
</tr>
<tr>
<td>Domain magnetization of monomers, $M_{dm}$ (kA/m)</td>
<td>446</td>
</tr>
<tr>
<td>Viscosity of the carrier fluid, $\eta$ (kg m$^{-1}$ s$^{-1}$)</td>
<td>0.0007 (Water)</td>
</tr>
<tr>
<td>Temperature, $T$ (K)</td>
<td>300</td>
</tr>
<tr>
<td>Critical temperature, $T^*$ (K)</td>
<td>358</td>
</tr>
<tr>
<td>Alternating magnetic field</td>
<td></td>
</tr>
<tr>
<td>Frequency, $f$ (kHz)</td>
<td>110</td>
</tr>
<tr>
<td>Amplitude, $H_0$ (kA/m)</td>
<td>11.14</td>
</tr>
<tr>
<td>Magnetic nanoparticle size</td>
<td></td>
</tr>
<tr>
<td>Mean Diameter (nm)</td>
<td>4.2</td>
</tr>
<tr>
<td>Polydispersity, $\sigma$</td>
<td>0.3</td>
</tr>
<tr>
<td>Specific loss power, SLP (W/g)</td>
<td></td>
</tr>
<tr>
<td>Experiment</td>
<td>45</td>
</tr>
<tr>
<td>Rosensweig model</td>
<td>0.0</td>
</tr>
<tr>
<td>Nonlinear model</td>
<td>0.0</td>
</tr>
<tr>
<td>Nonlinear cluster-based model</td>
<td>0.0</td>
</tr>
<tr>
<td>Reference</td>
<td>Jeun \textit{et al.}\textsuperscript{36}</td>
</tr>
<tr>
<td>Figure Number</td>
<td>Figure 2</td>
</tr>
</tbody>
</table>
Table 2 (continued). Experimental results and parameters used in the theoretical calculations of the specific loss power (SLP) for magnetite $Fe_3O_4$ magnetic nanoparticles,\textsuperscript{37-38} to determine the validity and accuracy of the revised nonlinear cluster-based model, as shown in Figures 3 and 4.

<table>
<thead>
<tr>
<th>Magnetic nanoparticle</th>
<th>Magnetite $Fe_3O_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetic anisotropy constant, $K_a$ (kJ/m$^3$)</td>
<td>21</td>
</tr>
<tr>
<td>Domain magnetization of monomers, $M_{dm}$ (kA/m)</td>
<td>446</td>
</tr>
<tr>
<td>Viscosity of the carrier fluid, $\eta$ (kg m$^{-1}$ s$^{-1}$)</td>
<td>0.0007 (Water)</td>
</tr>
<tr>
<td>Temperature, $T$ (K)</td>
<td>300</td>
</tr>
<tr>
<td>Critical temperature, $T^*$ (K)</td>
<td>358</td>
</tr>
<tr>
<td>Alternating magnetic field</td>
<td></td>
</tr>
<tr>
<td>Frequency, $f$ (kHz)</td>
<td>400</td>
</tr>
<tr>
<td>Amplitude, $H_0$ (kA/m)</td>
<td>24.5</td>
</tr>
<tr>
<td>Magnetic nanoparticle size</td>
<td></td>
</tr>
<tr>
<td>Mean Diameter (nm)</td>
<td>4.6</td>
</tr>
<tr>
<td>Polydispersity, $\sigma$</td>
<td>0.075</td>
</tr>
<tr>
<td>Specific loss power, SLP (W/g)</td>
<td></td>
</tr>
<tr>
<td>Experiment</td>
<td>180</td>
</tr>
<tr>
<td>Rosensweig model</td>
<td>0.1</td>
</tr>
<tr>
<td>Nonlinear model</td>
<td>0.1</td>
</tr>
<tr>
<td>Nonlinear cluster-based mode</td>
<td>0.1</td>
</tr>
<tr>
<td>Reference</td>
<td>Gonzales \textit{et al.}\textsuperscript{37}</td>
</tr>
<tr>
<td>Figure Number</td>
<td>Figure 3</td>
</tr>
</tbody>
</table>
Table 3. Experimental results and parameters used in the theoretical calculations of the specific loss power (SLP) for cobalt ferrite $\text{CoFe}_2\text{O}_4$ magnetic nanoparticles,\textsuperscript{39} to determine the validity and accuracy of the revised nonlinear cluster-based model, as shown in Figure 5.

<table>
<thead>
<tr>
<th>Magnetic nanoparticle</th>
<th>Cobalt ferrite $\text{CoFe}_2\text{O}_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetic anisotropy constant, $K_a$ (kJ/m$^3$)</td>
<td>1200</td>
</tr>
<tr>
<td>Domain magnetization of monomers, $M_{dm}$ (kA/m)</td>
<td>425</td>
</tr>
<tr>
<td>Viscosity of the carrier fluid, $\eta$ (kg m$^{-1}$ s$^{-1}$)</td>
<td>0.0007 (Water)</td>
</tr>
<tr>
<td>Temperature, $T$ (K)</td>
<td>300</td>
</tr>
<tr>
<td>Critical temperature, $T^*$ (K)</td>
<td>358</td>
</tr>
<tr>
<td>Alternating magnetic field</td>
<td>Frequency, $f$ (kHz)</td>
</tr>
<tr>
<td></td>
<td>Amplitude, $H_0$ (kA/m)</td>
</tr>
<tr>
<td>Magnetic nanoparticle size</td>
<td>Mean Diameter (nm)</td>
</tr>
<tr>
<td></td>
<td>Polydispersity, $\sigma$</td>
</tr>
<tr>
<td>Specific loss power, SLP (W/g)</td>
<td>Experiment</td>
</tr>
<tr>
<td></td>
<td>Rosensweig model</td>
</tr>
<tr>
<td></td>
<td>Nonlinear model</td>
</tr>
<tr>
<td></td>
<td>Nonlinear cluster-based mode</td>
</tr>
</tbody>
</table>

Reference Baldi et al.\textsuperscript{39}

Figure Number Figure 5

4.3 Results and Discussion

To assess the SLP prediction accuracy of proposed nonlinear model with cluster consideration and compare it to the accuracy of the current prevailing Rosensweig model and the nonlinear model without cluster consideration, we computed SLP values from the three models and then compared them to existing experimental results.\textsuperscript{13,36-39} To eliminate potential sources of variation, the three modeling predictions were calculated using experimental parameters of
conditions previously reported, as summarized in the Methods Section. We focused mainly on magnetite ($\text{Fe}_3\text{O}_4$), as it is better tolerated by the human body than other MNPs. In addition, we used cobalt ferrite ($\text{CoFe}_2\text{O}_4$), which has significant greater magnetic anisotropy than magnetite, to further verify the accuracy and universality of our model.

4.3.1 Theoretical Comparisons

Experimental results reported by Hergt et al.\textsuperscript{13} for the relationship between the magnetic field frequency and the imaginary part of the magnetic susceptibility of the ferrofluid were shown to differ significantly from the theoretical values predicted through Rosensweig approach. Specifically, experimental results for the colloidal-based ferrofluid suspension were shown to have a lower and left-shift susceptibility peak, as well as broader susceptibility vs frequency curve shape compared to the conventional theoretical prediction, implying that the Rosensweig model alone cannot fully characterize the ferrofluid system. Our proposed model aimed to explain the inconsistency between this original prediction and experimental results by considering cluster formation and the nonlinear magnetic susceptibility response in the ferrofluid solution.

We first looked at how the nonlinear response of the magnetic susceptibility and the aggregation behavior of interacting MNPs affect the prediction of SLP values by comparing the calculated imaginary part of the magnetic susceptibility of three theoretical models. Because SLP is linearly related to the imaginary part of the magnetic susceptibility, as described by equation 11, changes in the imaginary part of the magnetic susceptibility due to the ferrofluid behavior and magnetic response give rise to changes in SLP. Using the parameters outlined in the Methods Section Table 1, the imaginary part of the magnetic susceptibility was calculated as a function of the magnetic field frequency to illustrate the difference caused by the nonlinear
Figure 1. SLP was recalculated with the parameters reported by Hergt et al.\textsuperscript{13} using the Rosenweig model (dashed blue curve), nonlinear model (dotted black curve), and the proposed nonlinear cluster-based model (solid red curve). The imaginary part of the magnetic susceptibility was plotted as a function of frequency with a magnetic nanoparticle diameter of 18nm (A). The imaginary part of the magnetic susceptibility was then calculated as a function of magnetic nanoparticle diameter, with the magnetic field frequency of 410 kHz and the magnetic field amplitude of 11 kA/m (B). The resulting SLP was then computed as a function of magnetic nanoparticle diameter (C) using the same conditions as part (B), which were summarized in Table 1.

response, as depicted in Figure 1A. The results show that, for magnetic nanoparticles with a diameter of 18nm and in the presence of the magnetic field with an amplitude of 11 kA/m, the imaginary parts of the magnetic susceptibility calculated using the nonlinear cluster-based model (solid red curve) were generally less than the values calculated using the nonlinear model without cluster consideration (dotted black curve), and larger than the values estimated using the Rosensweig model (dashed blue curve), which is based on the linear regime. Technically speaking, when the amplitude of the magnetic field is stronger than 1 kA/m, the nonlinear response of the magnetic susceptibility becomes observable. The induced loss process and heating effects contributed to the shift of both the solid red curve and the dotted black curve, making them higher than the dashed blue curve, which can be traced to the second term in equation 7. Also noteworthy is that the overall amplitude of solid red curve was lower than that of dotted black curve and appeared to be shifted to the left due to the contribution of aggregation,\textsuperscript{40} which can be traced to equation 8. The formation of clusters increased the overall
Figure 2. Theoretical SLP comparisons between the Rosenweig model (dashed blue curve), nonlinear model (dotted black curve) and the proposed nonlinear cluster-based model (solid red curve) for magnetite. The magnetic field frequency and amplitude were set to 110 kHz and 11.14 kA/m, separately, and the magnetic nanoparticle polydispersity (σ) was 0.3. Computational calculations of all models used the corresponding experimental parameters, and were then compared to experimental results, published by Jeun et al.\textsuperscript{36} summarized in Table 2. Each experimental value was also used as a reference point to assess how each model approached the experimental result.

Cluster magnetic anisotropy ($K_{ac}$), as described in equation 5b, and decreased both the domain magnetization ($M_{dc}$) and the average magnetic moment ($m_c$) of clusters due to the minimization of internal energy, as shown in equation 10. Particularly, the increase in cluster magnetic anisotropy is reflected in effective relaxation time constant by affecting the Neel relaxation time constant, as denoted by equation 4 and equation 3, while the decrease in both the cluster domain magnetization and average magnetic moment is reflected in the equilibrium magnetic
susceptibility, as shown in equation 8. The effect of the nonlinear response of the magnetic susceptibility and the aggregation was also illustrated in Figure 1B by plotting the imaginary part of the magnetic susceptibility as a function of the magnetic nanoparticle mean diameter, where the magnetic field amplitude was set to 11 kA/m and frequency to 410 kHz, as summarized in Methods Section Table 1. Similar to the result shown in Figure 1A, the nonlinear cluster-based model (solid red curve) yielded theoretical values smaller than that of the nonlinear model (dotted black curve), except that the Rosensweig model (dashed blue curve) also produced a theoretical prediction values larger than those of our proposed nonlinear cluster-based model. This difference results from the relatively weak magnetic field amplitude that was applied, making the effect of the nonlinear response of the magnetic susceptibility less significant. The nonlinear property, along with the effect of aggregation, contributed to the shift in the curve of the imaginary part of the magnetic susceptibility, resulting in the shifted theoretical SLP value, as derived by equation 12. Therefore, the theoretical SLP based on the equation 12 was plotted in Figure 1C as a function of the magnetic nanoparticle diameter using the same parameters as those in Figure 1B. The predicted SLP values reflect the variation in the imaginary part of the magnetic susceptibility, as these two parameters are linearly related, as shown in equation 11.

The analysis gets more complicated when it comes to the real experimental SLP estimation of different magnetic nanoparticles with different physical properties and under various magnetic field conditions with different nonlinear responses. By taking into account the nonlinear relationship between the magnetic susceptibility and magnetic field, and the formation of aggregate, we performed the prediction of SLP with experimental parameters,36-39 as summarized in Methods Section Table 2 and Table 3. We saw how colloidal arrangement and magnetic field conditions induced a change to the imaginary part of the magnetic susceptibility,
which ultimately produced a different value for the heating efficiency of the colloidal suspension. The proposed theoretical model not only offers more accurate theoretical predictions of the SLP, but also provides a framework that allows us to design the nano-theranostic hyperthermia system and optimal magnetic nanoparticle setup for maximizing SLP.

**Figure 3.** Theoretical SLP comparisons between the Rosenweig model (dashed blue curve), nonlinear model (dotted black curve), and the proposed nonlinear cluster-based model (solid red curve) for magnetite. Similar to the previous models, but the magnetic field frequency and amplitude were set to 400 kHz and 24.5 kA/m, respectively, and the magnetic nanoparticle polydispersity (\(\sigma\)) was (A) 0.075 (B) 0.15 (C) 0.22 (D) 0.21. Computational calculations of all models used the corresponding experimental parameters, and were then compared to experimental results, published by Gonzales et al.\(^{37}\) summarized in Table 2 (continued). Each experimental value was also used as a reference point to assess how each model approached the experimental result.
4.3.2 Experimental Comparisons

To gain a comprehensive understanding of the fundamental heating mechanism of magnetic nanoparticles, available experimental results\textsuperscript{36-39} were compared to determine how well each model’s prediction approached the experimental data as a function of the magnetic nanoparticle mean diameter. The first example involved magnetite exposed to an external magnetic field with an amplitude of 11.14 kA/m and a frequency of 110 kHz, as shown in Figure 2. When aggregate formation is ignored and only the linear regime of the complex magnetic susceptibility is taken into account, as in the Rosensweig model, theoretical predictions deviate significantly from the experimental SLP, described by the dashed blue curve. Alternatively, the nonlinear complex magnetic susceptibility without cluster consideration produced theoretical predictions much closer to available experimental results, as described by the dotted black curve. Adjusting this nonlinear model to account for aggregation, as depicted by the solid red curve, further improves the prediction accuracy for the SLP of the magnetite colloidal suspension.

The second example also involved also magnetite but was carried out by further increasing the magnetic field amplitude to 24.5 kA/m and the frequency to 400 kHz, as shown in Figure 3. Those four figures were different in their size distribution, as a larger polydispersity index $\sigma$ induced lower maximum SLP values and a broader shape of the over curve. The results here demonstrated that, in the presence of a stronger magnetic field, larger magnetic nanoparticles possess a more complicated heat generation mechanism that is not restricted only to Neel and Brownian relaxation. Therefore, by using a nonlinear model with cluster consideration, the heating efficiency can be more accurately estimated as a nonlinear response elevates the overall values produced by larger magnetic nanoparticles.
Figure 4. Additional theoretical SLP comparisons between the Rosenweig model (dashed blue curve), nonlinear model (dotted black curve), and the proposed nonlinear cluster-based model (solid red curve) for magnetite. The magnetic field frequency was set to 80 kHz, and amplitude 32.5 kA/m. Computational calculations of all models used the corresponding experimental parameters, and were then compared to experimental results, published by Ma et al.\textsuperscript{38} summarized in Table 2 (continued). Each experimental value was also used as a reference point to assess how each model approached the experimental result.

A final example of magnetite was shown in Figure 4. Similar to the previous comparisons, the proposed cluster-based model comes closer to the experimental results than the original model. Accounting for aggregation in the suspension shifts the theoretical trend to the left and lowers the overall values, so that magnetic nanoparticles with a smaller diameter give an increased SLP prediction, as was demonstrated in the comparisons shown in the previous three figures. This shift in the predicted SLP relative to the nanoparticle size to SLP can be attributed to the increase in
cluster anisotropy property of the magnetic nanoparticle material and to the decrease in both average magnetic moment and domain magnetization, respectively.

While the differences in the heating efficiencies of the same magnetic nanoparticle magnetite in Figures 2, 3 and 4 are due largely to the magnetic field conditions, other factors such as the size distribution and surfactant coating thickness also influence the resulting prediction of SLP. Moreover, in the presence of the stronger magnetic field, as shown in Figure 4, the value of SLP starts to drop dramatically as a result of saturated magnetization. But with the consideration of the nonlinear property of the magnetic susceptibility and the formation of aggregate, our proposed model offers us a deeper and more comprehensive understanding of the heating mechanism and provides more accurate estimate of heating efficiency, even under various physical and magnetic field conditions.

When the single domain magnetic anisotropy constant is larger, as seen for cobalt ferrite in Figure 5, there is no significant shift to the left in the cluster-based nonlinear model depicted in this figure. As opposed to the magnetite colloidal solution, the larger magnetic anisotropy $K_{ac}$ of the cobalt ferrite colloidal solution gives rise to a smaller SLP value for corresponding magnetic nanoparticle sizes and a lowered maximum SLP estimate.

In all four examples presented here, there remains some difference between our proposed nonlinear cluster-based prediction and experimental results, especially for the heating efficiency of magnetic nanoparticles with diameter less than 8nm. But for clinical purposes, the use of smaller magnetic nanoparticles is not recommended since they generate limited heating in the presence of a magnetic field and thus are not optimal for effective hyperthermia cancer treatment. As for magnetic nanoparticles where the mean diameter is larger than 8nm, the variance between theoretical calculation based on proposed new model and the experimental data
Figure 5. Theoretical SLP comparisons between the Rosenweig model (dashed blue curve), nonlinear model (dotted black curve), and the proposed nonlinear cluster-based model (solid red curve) for cobalt ferrite. The magnetic field frequency and amplitude were set to 167 kHz and 21 kA/m, respectively, and the magnetic nanoparticle polydispersity (σ) 0.23. Applying parameters published by Baldi et al.,\textsuperscript{39} summarized in Table 3, experimental data was compared to all theoretical models. Each model was then shown to approach experimental values to analyze the prediction accuracy of SLP as a function of magnetic nanoparticles diameter.

is caused by the rough estimation of cluster magnetic anisotropy, domain magnetization, and the average magnetic moment. To further refine our model, factors such as how the orientation of the easy axis can influence the aggregation degree should be taken into consideration.\textsuperscript{41}

The proposed theoretical model offers insights that can improve the design of nano-theranostic hyperthermia systems and the use of magnetic nanoparticles. We can conclude that, while the Rosensweig model works well for small magnetic nanoparticles, its predictions are less accurate for the larger nanoparticles that are the preferred candidate to use in a hyperthermia
system because of their optimal heating efficiency. Both the aggregate formation of magnetic nanoparticles and the nonlinear response of the magnetic susceptibility play an important role in the optimization of heating efficiency for large magnetic nanoparticles. Magnetic nanoparticles should be synthesized with a thick surface coating to avoid agglomeration, as the heating efficiency can be significantly reduced when aggregate forms. The nonlinear regime induces an additional heating effect; however, the saturated magnetization in the presence of a stronger magnetic field will have a negative impact on heating efficiency. The ideal design for the hyperthermia system would appear to involve placing magnetic nanoparticles with a size of around 15nm in a magnetic field with a moderate amplitude of around 25 kA/m.

In addition to its contribution to improving the clinical effectiveness of in vivo nano-theranostic hyperthermia, application of the proposed model can also benefit the design of time-release drugs. For most clinical uses, magnetic nanoparticles are encapsulated in a liposome and are highly accumulated at the targeted lesion. The proposed model can offer a more accurate estimate of heating efficiency, taking into consideration the use of aggregate to control the release of the drug over time. With advances in emerging theranostics, this work can provide a framework for the design and use of magnetic nanoparticles in new cancer treatments.

4.4 Conclusion

The utilization of biocompatible, nontoxic magnetic nanoparticles makes the in vivo nano-theranostic hyperthermia the best candidate for an integrated nanotherapeutic system, where the injected magnetic nanoparticles enable the diagnosis and treatment of cancer to be performed in a single setting using the combinational strategies of targeting, imaging, and thermotherapy. The proposed nonlinear cluster-based model closely tracks experimental results
of SLP as a function of mean magnetic nanoparticle size and presents us with a more comprehensive understanding of the heating mechanism. With the consideration of aggregate formation and the nonlinear response of magnetic susceptibility, this model can help us design a greatly improved in vivo nano-theranostic hyperthermia system and is able to calculate the SLP of larger magnetic nanoparticles and in the presence of stronger magnetic fields, as shown in Figures 2-5. For in vivo nano-theranostic hyperthermia, accurate predictions for magnetic nanoparticles in the presence of strong magnetic field are particularly useful, as larger magnetic field can negatively affect the heating efficiency due to the magnetization saturation. The ideal design for the nano-theranostic hyperthermia system would appear to involve placing magnetic nanoparticles with a diameter of 15nm in a magnetic field with a moderate amplitude of around 25 kA/m.

4.5 References


Chapter 5

Optimizing the Heating Efficiency of Magnetic Nanoparticles for

*In Vivo* MR Nano-Theranostic Hyperthermia

5.0 Abstract

*In Vivo* MR nano-theranostic hyperthermia has been widely investigated for its potential to simultaneously diagnose and treat cancer. However, the promising possibilities of this pre-clinical or clinical application can only be realized if the physical and magnetic properties of the injected nanoparticles are precisely controlled to optimize their heating efficiency, which is critical to focusing the energy onto tumor cells and minimizing damage to healthy tissue. For this purpose, we have proposed a novel model to evaluate and optimize the heating efficiency, based on three major findings: (i) magnetic nanoparticles are interacting in the colloidal suspension, (ii) the magnetic susceptibility and the magnetic field amplitude are nonlinearly related, and (iii) relaxation times due to the Brownian or Néel relaxation mechanisms depend on the amplitude of the applied magnetic field. In order to assess the accuracy of our *in vivo* theoretical model’s consideration of nanoparticle aggregation, the nonlinear response of the magnetic susceptibility, and the magnetic field effects on relaxation processes, predictions made by our model for previously published experimental data were compared to predictions made by the currently prevailing models. The strong correlation between the experimental data and our model’s predictions validated the importance of the three findings in understanding the heating mechanism and accurately evaluating the heating efficiency as a function of mean magnetic nanoparticle size, even when large magnetic nanoparticles are in the presence of relatively strong
magnetic fields. In the clinical application of in vivo MR nano-theranostic hyperthermia, the proposed model offers a paradigm for designing magnetic nanoparticles and pulsing the hyperthermia in the MR environment to optimize their heating efficiency.

5.1 Introduction

In the last decade, ferro-magnetic nanoparticles have gained attention in biomedical nano-theranostic applications due to their nontoxicity, biocompatibility, injectability, and capacity for high-level accumulation in the target tissue. These unique properties allow for magnetic nanoparticles to simultaneously serve as imaging probes that locate cancerous lesions and as drug delivery vehicles that carry therapeutic agents preferentially to those lesions. The recent investigative trend of using magnetic nanoparticles in cancer treatment has also turned toward concurrent therapy, giving rise to the distinction of magnetic nanoparticle hyperthermia as a promising, minimally invasive tool for treating small and deep-seated tumors.\textsuperscript{1-6}

Magnetic nanoparticle hyperthermia is enabled by the application of an alternating magnetic field to the magnetic colloidal suspension.\textsuperscript{7-8} In order to develop an effective cancer detection and treatment protocol, the heating efficiency or specific loss power (SLP) of magnetic nanoparticles must be properly understood, as it is essential to determining what is the clinically appropriate amplitude and frequency for the applied magnetic field. In recent years, factors that affect SLP, including the amplitude and frequency of the applied alternating magnetic field, and the structural and magnetic properties of magnetic nanoparticles, have been extensively investigated.\textsuperscript{9-12} These studies, which were based on the prevailing Rosensweig model,\textsuperscript{13} provided us with a rudimentary approach to revealing the heating mechanism and calculating
SLP but were not sufficiently accurate in evaluating the experimental results, making it difficult to determine the optimal nanoparticle design and magnetic conditions.\textsuperscript{14}

In the prevailing Rosensweig Model,\textsuperscript{13} magnetic nanoparticles were assumed to be non-interacting single units dispersed in the suspension, and the heat generation mechanism was based on the linear response theory. But in fact, magnetic nanoparticles aggregate together because of the contribution of several interactions among particles.\textsuperscript{15-18} Moreover, magnetic susceptibility and magnetic field amplitude are nonlinearly related. As the particle size and magnetic field amplitude increase, the heat-generation mechanism becomes more complicated as loss process and heating effects are introduced by the nonlinear response of the magnetic susceptibility.\textsuperscript{19-22} In addition, relaxation time constants due to Brownian or Néel relaxation mechanisms depend on the amplitude of the applied magnetic field.\textsuperscript{23} The currently accepted zero-field relaxation time calculations can underestimate the actual relaxation times and, in particular, can underestimate the Néel relaxation time by many orders of magnitude, as it is more sensitive to the magnetic field amplitude than the Brownian relaxation time.

Much work has been carried out to demonstrate the importance of examining those factors that contribute to the complexity of evaluating the heating efficiency,\textsuperscript{17-18,24-27} including nanoparticle aggregation and magnetic field amplitude effects. Less effort has been devoted to predicting SLP by taking this complexity into account. A few groups have proposed theoretical models to evaluate SLP that either discard the linear response regime or account for the aggregation formation,\textsuperscript{28-29} but no group has considered the effect of the magnetic field amplitude on the relaxation mechanism when evaluating the heating efficiency. For example, Branquinho et al\textsuperscript{30} showed that high particle concentrations correlated with an increasing chain length produced decreasing SLP, and a theoretical model describing dipole interactions valid for
the linear response regime was proposed to explain the observed trends. Fernandez van Raap et al.\textsuperscript{31} revised the relaxation time constant using a representative mean activation energy derived from four independent experiments to accurately reproduce experimental heating efficiencies, but the conditions have to be within the framework of the linear response theory. Accounting for the nonlinear heat generation mechanism,\textsuperscript{20,24} which is based on the equation for the electric susceptibility as proposed by Coffey and Paranjape,\textsuperscript{32} will result in a theoretical SLP closer to the experimental results, while a failure to model the formation of aggregate gives rise to an overestimated heating efficiency.

In the interest of optimizing the heating efficiency of magnetic nanoparticles for \textit{in vivo} MR nano-theranostic hyperthermia, we proposed a novel model by accounting for the formation of aggregate, the nonlinear response of the magnetic susceptibility, and the alternating magnetic field-based relaxation mechanism. For the aggregate, the concept of critical temperature,\textsuperscript{28,33-34} defined as the temperature at which magnetic nanoparticle aggregates completely dissociate into individual units, was introduced to characterize the fraction of monomeric and clustered magnetic nanoparticles in the ferrofluid. For the nonlinear response theory, the high-field magnetic susceptibility was calculated in order to represent the complex heating mechanism.\textsuperscript{20,24,32} As for the magnetic-field effect, instead of using the zero-field relaxation time constants, eigenvalues derived from the Fokker–Planck equation were calculated as a reference of the time-varying field relaxation time constants for a range of parameter values.\textsuperscript{23} To assess the accuracy of this model, calculations used for our proposed theoretical model were compared to experimental data and previously published results.\textsuperscript{35-37} Not only do we aim to lay the groundwork for evaluating the heating efficiency of magnetically induced nano-theranostic hyperthermia, we also seek to design a model for future clinical applications of nano-theranostic
hyperthermia in cancer therapy that describes the temperature-dependent function of nanoparticle size in heat generation.

5.2 Materials and Methods

5.2.1 Power Dissipation

We began with an ensemble of spherical single-domain non-interacting magnetic nanoparticles. In the presence of an alternating magnetic field, the magnetization, $M(t)$, lags the magnetic field, $H(t)$. Therefore, in the framework of linear response theory, $M(t) = \chi H(t)$, the magnetic susceptibility is conveniently denoted as a complex number, $\chi = \chi' + i\chi''$, with the following expressions for both the real part ($\chi'$) and the imaginary part ($\chi''$):

$$\chi' = \frac{\chi_0(T)}{1 + (\omega \tau_{eff})^2}$$

$$\chi'' = \frac{\omega \tau_{eff} \chi_0(T)}{1 + (\omega \tau_{eff})^2}$$  \hspace{1cm} (1a) and (1b)

Where $\chi_0(T)$ is the equilibrium magnetic susceptibility, $\omega = 2\pi f$ is the angular frequency, $\tau_{eff}$ is the effective relaxation time constant, and $\chi''$ is the loss component of magnetic susceptibility.

The internal energy of a magnetic nanoparticles suspension in an adiabatic process is equal to the magnetic work done on it:\textsuperscript{13}

$$\Delta U = -\mu_0 \oint M(t) \ dH = -\mu_0 \int_{0}^{2\pi/w} \text{Re}[\chi H_0 e^{-i\omega t}] \ dH = \pi \mu_0 H_0^2 \chi''$$  \hspace{1cm} (2)

The power dissipation in the ferrofluid system, during a complete magnetic field cycle, is equal to the internal energy divided by the time. Thus, the power dissipation, during several cycles, is equal to the internal energy multiplied by the frequency:

$$P = f \Delta U$$  \hspace{1cm} (3)
The heating efficiency, which is represented by the specific loss power (SLP), is given by:

$$SLP = \frac{P}{\rho \phi} = \frac{\pi \mu_0 \chi'' f H_0^2}{\rho \phi}$$

(4)

where $\rho$ is the mass per unit volume of particles, $\phi$ is the volume fraction of particles, and $\mu_0$ is the magnetic permeability in free space. In the presence of a specific magnetic field with the frequency, $f$, and the strength, $H_0$, the optimization of the heating efficiency of the magnetic fluid system can be achieved by maximizing the imaginary part of the dynamic susceptibility, $\chi''$, where $\chi''$, as indicated by equation 1b, can be altered through the relaxation processes, aggregation, and nonlinear property.

5.2.2 Relaxation Processes

The conventional zero-field Brownian ($\tau_B$) and Néel ($\tau_N$) relaxation time constants are expressed as,

$$\tau_B = \frac{3 \eta V_H}{k_B T}$$

(5a)

$$\tau_N = \frac{\sqrt{3} \beta (1 + \alpha'^2)}{4 \gamma \alpha'} (\beta K_a)^{3/2} e^\beta K_a$$

(5b)

where $\eta$ is the viscosity of the carrier fluid, $k_B$ is the Boltzmann constant, $T$ is the absolute temperature (K), and $V_H = (1 + \frac{\delta}{R})^3 V_M$ is the hydrodynamic volume of the particle, where $\delta$ is the thickness of a surfactant layer, $V_M = 4\pi R^3 / 3$, is the magnetic volume of a particle with radius $R$. $\beta = V_M / k_B T$, $\alpha'$ is the damping constant, $M_s$ is the saturated magnetization, and $K_a$ is the anisotropy constant which may depend on the shape and size of nanoparticles.

The use of conventional zero-field relaxation times is problematic because both the Brownian (Debye) and the Néel relaxation mechanisms depend on the magnetic field, and the Néel relaxation time is particularly sensitive to changes in the magnetic field amplitude.\textsuperscript{23} For
this reason, the Fokker-Planck equation for Brownian and Néel Relaxation was used to derive more realistic relaxation time constants.\textsuperscript{40} To accelerate the calculation speed, the eigenvalues of the diagonal matrix for the Brownian relaxation (tridiagonal matrix in equation 6a) and Néel relaxation (pentadiagonal matrix in equation 6b) were calculated using the standard recursion relations for Legendre polynomials,\textsuperscript{23}

\[
A_{n,n} = -\frac{n(n+1)}{2} \quad n = 1, 2, 3, \ldots, N,
\]

\[
A_{n,n+1} = -\frac{n(n+1)}{2(2n+3)} \alpha \quad n = 1, 2, 3, \ldots, N - 1,
\]

\[
A_{n,n-1} = \frac{n(n+1)}{2(2n-1)} \alpha \quad n = 2, 3, 4, \ldots, N,
\]

(6a)

\[
A_{n,n} = \frac{n(n+1)}{2} \quad n = 1, 2, 3, \ldots, N,
\]

\[
A_{n,n+1} = -\frac{n(n+1)}{2(2n+3)} \alpha \quad n = 1, 2, 3, \ldots, N - 1,
\]

\[
A_{n,n-1} = \frac{n(n+1)}{2(2n-1)} \alpha \quad n = 2, 3, 4, \ldots, N,
\]

\[
A_{n,n+2} = -\frac{n(n+1)(n+2)}{2(2n+3)(2n+5)} \alpha_K \quad n = 1, 2, 3, \ldots, N - 2,
\]

\[
A_{n,n-2} = \frac{n(n+1)(n-1)}{2(2n-1)(2n-3)} \alpha_K \quad n = 3, 4, 5, \ldots, N,
\]

(6b)

with \( \alpha(t) \equiv \frac{m_0}{k_BT} B(t) \) and \( \alpha_K \equiv \frac{2K_aV_M}{k_BT} \), where \( m_0 = M_S V_M \) is the magnetic dipole moment with the saturated magnetization \( M_S \).

Then the largest real part, \( \lambda_{\text{max}} \), of the calculated eigenvalues of \( A \) were used to describe the Brownian relaxation time constant (equation 7a) and the Néel relaxation time constant (equation 7b):

\[
\tau_B = -\frac{\tau_{B_0}}{\text{Re}(\lambda_{B}^{\text{max}})}
\]

(7a)

\[
\tau_N = -\frac{\tau_{N_0}}{\text{Re}(\lambda_{N}^{\text{max}})}
\]

(7b)
with \( \tau_B = \frac{3\eta V_H}{k_B T} \) and \( \tau_N = \frac{\beta(1+\alpha^2)M_s}{2\gamma a'} \), where \( \gamma \) is the electron gyromagnetic ratio.

Instead of treating the two mechanisms in the traditional way, where both act simultaneously, the calculated values of equation 7a for the Brownian relaxation time constant and equation 7b for the Néel relaxation time constant were compared with the consideration of the magnetic field amplitude and magnetic nanoparticle size to determine the dominant relaxation mechanism as well as the effective relaxation time constant, \( \tau_{\text{eff}} \).

5.2.3 Aggregation

The disruption of magnetic nanoparticle clusters follows a second-order phase transition at the critical temperature.\(^33\) Therefore, the fraction of clusters \((P_c)\) in the ferrofluid was chosen as an order parameter to describe this thermal-assisted cluster disruption in terms of the critical temperature, \( T^* \), and the suspension temperature, \( T \):\(^28,34\)

\[
P_c = \left(1 - \frac{T}{T^*}\right)^{\frac{1}{2}}
\]  

(8a)

From the expression of \( P_c \), it can be concluded that when the temperature is much lower than the critical temperature, \( T \ll T^* \), magnetic nanoparticle monomers and clusters coexist in the ferrofluid system, and there are no clusters when the temperature is at or above the critical temperature. Consequently, the fraction of monomers \((P_m)\) in the ferrofluid can be simply treated as proportional to the temperature:

\[
P_m = \frac{T}{T^*}.
\]  

(8b)

Notice that \( P_m + P_c = 1 \) when it is at two limiting conditions: \( T \ll T^* \) and \( T \geq T^* \).

By accounting for the formation of aggregate, the equilibrium magnetic susceptibility of ferrofluid, which is a function of the temperature, \( \chi_0(T) \), can be written as:\(^28\)

\[
\chi_0(T) = \frac{\phi}{H_0} \left[ M_{dm} \left( \frac{T}{T^*} \right) L \left( \frac{\mu_0 m H_0}{k_B T} \right) + M_{dc} \left(1 - \frac{T}{T^*}\right)^{\frac{1}{2}} L \left( \frac{\mu_0 m c H_0}{k_B T} \right) \right]
\]  

(9)
where $\phi$ is the volume fraction of the magnetic nanoparticles, $H_0$ is the amplitude of the applied alternating magnetic field, $M_{dm}$ and $M_{dc}$ are the domain magnetization of monomers and clusters, respectively, $\bar{m}_m$ and $\bar{m}_c$ are the average magnetic dipole moment of monomers and clusters, respectively, and $L$ is the Langevin function with formula $L(x) = \coth(x) - \frac{1}{x}$.

In classical assumptions, the Langevin function describes the dependency of the magnetization on the applied magnetic field.

5.2.4 Nonlinear Response

Equation 9 describes only the linear contribution of the equilibrium magnetic susceptibility in the presence of weak alternating magnetic field, as characterized by Curie’s Law. When a strong bias magnetic field is superimposed onto the weaker alternating magnetic field, the relationship between the magnetic susceptibility and the magnetic field is no longer linear. In addition, applying a stronger alternating magnetic field will further induce a nonlinear response from the magnetic susceptibility.\textsuperscript{20,21,29} Based on the equation for the electric susceptibility as proposed by Coffey and Paranjape,\textsuperscript{32} the real part and the imaginary part of the complex magnetic susceptibility can be written as

$$\chi'(\omega, H_0) = \frac{\chi_0(T)}{1+(\omega \tau_{eff})} \left\{1 - \left(\frac{m_0 H_0}{k_B T}\right)^2 \frac{27 - 13(\omega \tau_{eff})^2}{60(1 + (\omega \tau_{eff})^2) \left[9 + 4(\omega \tau_{eff})^2\right]}\right\}$$ (10a)

$$\chi''(\omega, H_0) = \frac{\chi_0(T) \omega \tau_{eff}}{1+(\omega \tau_{eff})} \left\{1 - \left(\frac{m_0 H_0}{k_B T}\right)^2 \frac{21 + (\omega \tau_{eff})^2}{30(1 + (\omega \tau_{eff})^2) \left[9 + 4(\omega \tau_{eff})^2\right]}\right\}$$ (10b)

As shown in equation 10, the first term in both equations represents the linear property of the magnetic susceptibility, while the remaining terms in both equations represent the nonlinear response of the magnetic susceptibility.
By taking into consideration the magnetic field effect, aggregation, and nonlinear response of the magnetic susceptibility, the SLP for the colloidal magnetic nanoparticles suspension can be calculated by substituting equations 9 and 10b into equation 4:

\[
SLP = \frac{\mu_0^2 H_0 \omega^2}{2 \rho [1 + (\omega \tau)^2]} \left\{ 1 - \left( \frac{m_m H_0}{k_B T} \right)^2 \right\} \times \left[ M_{dm} \left( \frac{\tau}{\tau^2} \right) L \left( \frac{\mu_0 m_m H_0}{k_B T} \right) + M_{dc} \left( 1 - \frac{\tau}{\tau^2} \right)^2 L \left( \frac{\mu_0 m_m H_0}{k_B T} \right) \right] \tag{11}
\]

5.2.5 Computational Parameters

To determine the feasibility and accuracy of our proposed model, predicted SLP values based on this model and the Rosensweig model\textsuperscript{13} were compared with experimental results previously reported,\textsuperscript{35-37} which were summarized in Table 1 for magnetite \(Fe_3O_4\) magnetic nanoparticles.
**Table 1.** Computational parameters and experimental results used in the theoretical calculation of relaxation time constants and the heating efficiency (SLP) for magnetite $Fe_3O_4$ magnetic nanoparticles to determine the accuracy of the proposed mode, as shown in all figures.

<table>
<thead>
<tr>
<th>Magnetic nanoparticle</th>
<th>Magnetite $Fe_3O_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetic anisotropy constant, $K_a$ ($kJ/m^3$)</td>
<td>20</td>
</tr>
<tr>
<td>Domain magnetization of monomers, $M_{dm}$ ($kA/m$)</td>
<td>474</td>
</tr>
<tr>
<td>Viscosity of the carrier fluid, $\eta$ ($kg \cdot m^{-1} \cdot s^{-1}$)</td>
<td>0.001 (water)</td>
</tr>
<tr>
<td>Electron Gyromagnetic Ratio, $\gamma$ (rad/s T)</td>
<td>$1.75 \times 10^{11}$</td>
</tr>
<tr>
<td>Damping Constant, $\alpha'$</td>
<td>0.1</td>
</tr>
<tr>
<td>Temperature, $T$ (K)</td>
<td>300</td>
</tr>
<tr>
<td>Critical temperature, $T^*$ (K)</td>
<td>358</td>
</tr>
<tr>
<td>Alternating magnetic field</td>
<td>Amplitude, $H_0$($kA/m$)</td>
</tr>
<tr>
<td>Frequency, $f$ (kHz)</td>
<td>167</td>
</tr>
<tr>
<td>Magnetic nanoparticle size</td>
<td>Mean Diameter (nm)</td>
</tr>
<tr>
<td></td>
<td>Polydispersity, $\sigma$</td>
</tr>
<tr>
<td>Specific loss power, SLP (W/g)</td>
<td>Experiment</td>
</tr>
<tr>
<td></td>
<td>Rosensweig model</td>
</tr>
<tr>
<td></td>
<td>Proposed model</td>
</tr>
<tr>
<td>Reference</td>
<td>Wang et al$^{35}$</td>
</tr>
<tr>
<td>Figure number</td>
<td>Figure 1-2</td>
</tr>
</tbody>
</table>
5.3 Results and Discussion

To evaluate the prediction accuracy of the proposed model alongside the prevailing Rosensweig model, we computed the relaxation time constants and SLP values for both models and compared them to existing experimental data. To eliminate potential variables for the purpose of comparison, each computed setup used the corresponding experimental parameters,\(^{35-37}\) including the physical properties of the magnetic nanoparticles and the conditions of the applied alternating magnetic field, as summarized in Table 1. We focused exclusively on nanoparticles made of magnetic iron oxide \(Fe_3O_4\) (magnetite), as it is well-tolerated by the human body unlike other magnetic nanoparticles.

5.3.1 Relaxation Time Constants Comparisons

To accurately approach the evaluation for heating efficiency (SLP) of magnetic nanoparticles, one must take the magnetic field effect into account. We began by investigating the relaxation time constants, since they measure the response of magnetization to the applied alternating magnetic field. Both the Brownian relaxation time constant (\(\tau_B\), dashed line) and the Néel relaxation time constant (\(\tau_N\), solid line) were plotted in Figure 1 as function of the nanoparticle diameter in the presence of alternating magnetic fields with different amplitudes. We considered two cases: a 20mT alternating magnetic field as shown in Figure 1a and a 60mT alternating magnetic field shown in Figure 1b. The conventional zero-field relaxation time constants (red and blue lines) were calculated using equation 5, while the revised relaxation time constants (green and black lines) were calculated using equation 7 through the eigenvalue approach.
Figure 1. Relaxation time constants for Brownian ($\tau_B$, dashed line) and Néel ($\tau_N$, solid line) processes as a function of nanoparticle diameter in the presence of alternating magnetic field with amplitude of (a) 20mT and (b) 60mT. Conventional relaxation time constants were calculated from equation 5 (red for $\tau_B$ and blue for $\tau_N$), while revised relaxation time constants were calculated from equation 7 (green for $\tau_B$ and black for $\tau_N$). Major parameters used for the calculation were summarized in Table 1.

Increasing the amplitude of the applied alternating magnetic field did not change either the zero-field Brownian relaxation time constant (dashed red line) or the zero-field Néel relaxation time constant (solid blue line). As seen in equation 5, the conventional calculation of zero-field relaxation time constants did not include parameters that take into account the contribution of the magnetic field. Moreover, when the diameter of the magnetic nanoparticles was smaller than 14nm, as shown in both Figure 1a and 1b, the solid blue line was lower than the dashed red line, indicating that $\tau_N \ll \tau_B$ and showing that the Néel relaxation mechanism dominated, whereas when the diameter of magnetic nanoparticles was larger than 16nm, the Brownian relaxation mechanism dominated since $\tau_B \ll \tau_N$. 
Figure 2. Relaxation time constants for Brownian ($\tau_B$, dashed line) and Néel ($\tau_N$, solid line) processes as a function of the magnetic field strength with nanoparticle diameters of (a) 6nm and (b) 18nm. Conventional relaxation time constants were calculated from equation 5 (red for $\tau_B$ and blue for $\tau_N$), while revised relaxation time constants were calculated from equation 7 (green for $\tau_B$ and black for $\tau_N$). Major parameters used for the calculation were summarized in Table 1.

However, the eigenvalue-based approach used to calculate the Brownian relaxation time constant (dashed green line) and the Néel relaxation time constant (solid black line) offered a different picture. The shift of both lines indicated the influence of changes in the magnetic field, where the values of $\tau_B$ and $\tau_N$ calculated from equation 7 were much smaller than the values calculated from equation 5. Furthermore, in comparison to the Brownian relaxation constant, the Néel relaxation time constant showed a greater response to changes in the magnetic field. As illustrated in Figure 1a and 1b, not only the overall value of $\tau_N$ decreased with the increase in the amplitude of the magnetic field, but also the size range of magnetic nanoparticles being affected was wider. When the diameter of magnetic nanoparticles was relatively small, particularly smaller than 8 nm, the varying magnetic field did not introduce a significant change to the relaxation process. In contrast, when the diameter of magnetic nanoparticles was relatively
large, particularly larger than 10nm, the values of both $\tau_B$ and $\tau_N$ decreased with the increase in the amplitude of the applied alternating magnetic field, and the change in the Néel relaxation time constant was more pronounced.

The relaxation time constants were also plotted as a function of the magnetic field amplitude, where the diameters of the magnetic nanoparticles used in the calculation were separately set up as 6nm, as shown in Figure 2a, and 18nm, as shown in Figure 2b. It was clear that the values of zero-field $\tau_B$ and $\tau_N$ using the conventional calculation method (equation 5) did not change with increases in the amplitude of the magnetic field. As for the eigenvalue-based $\tau_B$ and $\tau_N$, when the diameter of magnetic nanoparticles was 6nm, the values of the relaxation time constants slightly decreased with the increase in amplitude of the magnetic field. When the diameter of the magnetic nanoparticle was 18nm, both values decreased dramatically as the amplitude of the magnetic field increased, and the Néel relaxation time was significantly more sensitive than the Brownian relaxation time, by many orders of magnitude, to the change in the magnetic field amplitude. This phenomenon can be attributed to the dependence of the magnetic energy density on the amplitude of the applied magnetic field. The axis-symmetry of the magnetic energy density of the magnetic field direction is broken in the presence of the alternating magnetic field. Thus, the size of the energy barrier for the magnetic dipole moment to transition from one minima to the other is reduced, resulting in the reduced average time to transition from the higher energy minimum to the lower energy minimum, when compared to the transition time given by the zero-field relaxation time calculated from equation 1. This barrier is made greater by increasing the magnetic field amplitude. However, when the diameter of magnetic nanoparticles is smaller, the energy barrier is minimized, and thus, variations in the magnetic field will not introduce a significant change in the relaxation time constant.
Figure 3. Theoretical SLP comparisons between the Rosensweig model (solid green line), the revised model-1 with change in relaxation time constants (solid black line), the revised model-2 with change in relaxation time constants and nonlinear regime (solid blue line), and the further revised model-3 with the consideration of aggregation formation, nonlinear regime and the magnetic field-based relaxation time constants (solid red line) for magnetite. With the magnetic field amplitude and frequency set to 7 kA/m and 63 kHz, respectively, the dominant relaxation process was Néel relaxation, and the polydispersity of magnetite was 0.35. The computational calculations for all models used the corresponding experimental parameters and were then compared to experimental results, published by Wang et al, as summarized in Table 1. Each
It can be concluded that, in the presence of a weak magnetic field, the Brownian relaxation process can be ignored for small magnetic nanoparticles, while its effect grows in significance as the nanoparticle diameter increases and becomes dominant for large magnetic nanoparticles. As the amplitude of the magnetic field increases, one might expect the Néel relaxation process to exert greater influence, regardless of the size of magnetic nanoparticles, since it is more sensitive to the varying magnetic field and decreased by many orders of magnitude. However, evaluating the heating efficiency becomes more complicated when taking into consideration the formation of aggregate and the nonlinear response of the magnetic susceptibility, as will be illustrated in detail by comparing the predicted results to the experimental results.

5.3.2 SLP Predictions

The predicted SLP values were calculated using equation 11 and compared to available experimental data\textsuperscript{35-37} to determine how well these theoretical predictions approach the reported results, as shown in Figure 3, Figure 4, and Figure 5. The first comparison was magnetite exposed to an external magnetic field with an amplitude of 7 kA/m and a frequency of 63 kHz, as shown in Figure 3. When magnetic nanoparticles were assumed to be single units and the magnetic field effect was ignored, as in the Rosensweig model, theoretical predictions did not deviate much from the experimental SLP, plotted with the solid blue line. Taking into consideration the magnetic field effect on the relaxation time constant, it can be seen that, for smaller magnetic nanoparticles in the presence of a relatively weak magnetic field, the dominant
relaxation process is the Néel relaxation mechanism, as illustrated and discussed in previous section. Reduced relaxation time constants result in less efficient SLP, as is the case in the revised model-1 drawn in the solid black line in Figure 3. Further revising the model by accounting for the magnetic effect on the nonlinear response of the magnetic susceptibility will elevate SLP values, as depicted by the revised model-2 in the solid blue line. The prediction of SLP for the magnetic colloidal suspension is more accurate when taking the aggregate formation into account, as shown in the revised model-3 in solid red line. This is because the formation of aggregate can prolong the Néel relaxation time in the presence of the weak magnetic field, leading to an increased SLP.

The second example of magnetite was carried out by increasing the magnetic field amplitude to 21 kA/m and increasing the frequency to 168 kHz, as shown in Figure 4. The prediction of heating efficiency for small size magnetic nanoparticles, which is the case in Figure 4a, is consistent with the result summarized in Figure 3, where the dominant relaxation process is the Néel relaxation mechanism. The difference here is that the enhanced magnetic field amplifies the nonlinear response of the magnetic susceptibility. As the size of the magnetic nanoparticles increases, the Brownian relaxation process starts to play a role in the presence of weak magnetic fields. Therefore, instead of selecting a dominant relaxation process, we treated both Brownian and Néel relaxation mechanisms as taking place “in parallel”. As shown in Figure 4b, the contribution from Brownian relaxation process elevated the heating efficiency, which can improve the accuracy of SLP predictions for larger magnetic nanoparticles.

An additional example of magnetite was shown in Figure 5, where the magnetic field amplitude was increased to 30 kA/m and the frequency was increased to 210 kHz. Figure 5a and
Figure 5b were different in their size distribution, as the bigger polydispersity index induced lower maximum SLP values and broadened the shape of the overall curve. Similar to the

![Graph](image)

**Figure 4.** Theoretical SLP comparisons between the Rosensweig model (solid green line), the revised model-1 with change in relaxation time constants (solid black line), the revised model-2 with change in relaxation time constants and nonlinear regime (solid blue line), and the further revised model-3 with the consideration of aggregation formation, nonlinear regime and the magnetic field-based relaxation time constants (solid red line) for magnetite. The magnetic field amplitude and frequency were set to 21 kA/m and 168 kHz, respectively, and the dominant relaxation time was (a) the Néel relaxation mechanism alone and (b) both the Brownian relaxation and the Néel relaxation mechanism. Computational calculations of all models used the corresponding experimental parameters and were then compared to experimental results, published by Lartigue et al, as summarized in Table 1. Each experimental value was also used as a reference point to assess how each model approached the experimental result.
previous comparison shown in Figure 4b, in the presence of a relatively weak magnetic field with an intermediate frequency such as 200 kHz, both Brownian and Néel relaxation mechanisms play an important role in the heat generation, especially for magnetic nanoparticles from 11nm to 16nm in diameter. By treating both processes as taking place in parallel and accounting for the aggregate formation and the magnetic field effect, the SLP values can be more accurately predicted, as illustrated by the revised model-3 in solid red line.

A comparison of the results presented in Figure 3 and Figure 4 shows that, regardless of the dominant relaxation process, the linear response theory is valid only for small magnetic nanoparticles in the presence of weak magnetic fields. As the amplitude of the magnetic field increases, we begin to see the nonlinear response of the magnetic susceptibility. This response is more pronounced for magnetic nanoparticles with a larger diameter, as shown in Figure 5. The experimental data shows that the linear regime only holds in the presence of high temperatures or weak magnetic fields, in accordance with Curie’s Law. As the magnetic nanoparticle size and the magnetic field amplitude increases, the heat generation mechanism becomes more complicated due to the induced loss process and heating effects, driving the nonlinear response of the magnetic susceptibility. The evaluation of SLP becomes more interesting and complex by further revising the SLP calculation model to account for the formation of aggregate and the magnetic field effect on the relaxation process. On the one hand, increasing the magnetic field amplitude will reduce the energy barrier by breaking the symmetry of the magnetic energy density and shortening the relaxation time constant. As illustrated in figures 1 through 5, the SLP calculated by considering the changes in the relaxation time constants rendered significantly lower values (solid black line). On the other hand, the formation of aggregate can prolong the relaxation time, leading to an increased SLP compared to the model accounting only for the magnetic field effect.
on relaxation process, while at the same time the decreased cluster magnetic anisotropy caused by aggregation can result in an overall reduced SLP compared to the evaluation made by Rosensweig model, especially for larger magnetic nanoparticles. If the Néel relaxation is the dominant process, as shown in Figure 3 and Figure 4a, a stronger magnetic field will result in

**Figure 5.** Theoretical SLP comparisons between the Rosensweig model (solid green line), the revised model-1 with changes in the relaxation time constants (solid black line), the revised model-2 with changes in the relaxation time constants and nonlinear regime (solid blue line), and the further revised model-3 that takes into consideration aggregation formation, nonlinear regime, and the magnetic field-based relaxation time constants (solid red line) for magnetite. The magnetic field amplitude and frequency were set to 30 kA/m and 210 kHz, respectively, both Brownian relaxation and Néel relaxation processes were deemed to take place “in parallel”, and the polydispersity of magnetite was (a) 0.37, (b) 0.51. Computational calculations of all models used the corresponding experimental parameters and were then compared to experimental results, published by Muller et al, as summarized in Table 1. Each experimental value was also used as a reference point to assess how each model approached the experimental result.
less efficient SLP, an effect that is more pronounced for larger magnetic nanoparticles. If we consider both relaxation processes taking place “in parallel”, as illustrated in Figure 4b and Figure 5, the SLP will show the major features of whichever the process is dominant.

The importance and advantage of the proposed model is most pronounced when evaluating the heating efficiency in a strong magnetic field, especially in the presence of MRI with the clinically common amplitude of 1.5T where magnetic nanoparticles are encapsulated in a liposome and are highly accumulated at the targeted lesion. The conventional method does not reflect the magnetic influence on either the heating mechanism or the nonlinear response of the magnetic susceptibility. Instead, our model was established by incorporating the effect of the aggregate formation of magnetic nanoparticles, the nonlinear response of the magnetic susceptibility, and the magnetic field-dependent relaxation process, offering a deeper insight on how to control the physical properties of magnetic nanoparticles and the magnetic field parameters to achieve the most efficient heating in in vivo nano-theranostic hyperthermia.

5.4 Conclusion

Utilizing magnetic nanoparticles enables the in vivo MR nano-theranostic hyperthermia system to serve as a multifunctional nanoparticle for the purpose of simultaneous diagnosis and therapy. The proposed novel model is able to reflect magnetic influence and the reveal heating mechanism based on three major findings: (i) magnetic nanoparticles are interacting in the colloidal suspension, (ii) the magnetic susceptibility and the magnetic field amplitude are nonlinearly related, and (iii) relaxation times due to the Brownian or Néel relaxation mechanisms depend on the amplitude of the applied magnetic field. In comparison to the prevailing Rosensweig Model, our model approaches the experimental results in a more accurate way
irrespective of the size of magnetic nanoparticles and the setup of magnetic field, as shown in Figures 3-5. In the interest of efficient heating of magnetic nanoparticles used in cancer treatment, the precise evaluation of heating efficiency will inform the design of magnetic nanoparticles and improve heat control in nano-theranostic hyperthermia. Based on the published data we reviewed, we suggest placing magnetic nanoparticles with a diameter of 15nm in a magnetic field with a moderate amplitude of around 25kA/m.
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Chapter 6

Efficient Heating of \textit{In Vivo} Nano-theranostic Hyperthermia in the Presence of MRI

6.0 Abstract

The \textit{in vivo} nano-theranostic system of combined MRI and hyperthermia has recently been proposed and constructed to simultaneously diagnose and treat many different types of cancer. The success of this promising \textit{in vivo} application depends upon optimizing both the magnetic settings and the design of the magnetic nanoparticles. For the purpose of the efficient heating of this combined MRI/hyperthermia system, it is essential to understand the properties and the mechanisms responsible for magnetic heating. In this paper, we used a novel model to evaluate the heating efficiency in the presence of an MRI DC field, which in clinical applications typically has an amplitude of $B_0 = 1.5 \, T$. The model is based on three major findings about the magnetic field’s effect on the relaxation process, the aggregate formation of magnetic nanoparticles, and the nonlinear response of the magnetic susceptibility. Our evaluation of the model showed that the relaxation time constants due to Brownian or Néel relaxation mechanisms decrease in the presence of the MRI DC field as a result of the magnetization saturation, which limits the heat being generated. The heating efficiency for large magnetic nanoparticles that one would expect to be elevated by the superposition of strong alternating magnetic field actually dropped dramatically. To improve the heating efficiency of \textit{in vivo} nano-theranostic hyperthermia in the clinical MRI environment, we proposed either using a high frequency-driven rotating magnetic field to heat small magnetic nanoparticles encapsulated along with therapeutic...
drugs inside thermosensitive liposomes, or else using a low frequency-driven linearly ramped alternating magnetic field combined with a built-in MRI gradient to trigger the Brownian relaxation mechanism.

6.1 Introduction

During the last decade, significant scientific research efforts have been devoted toward understanding cancer at the genetic, cellular, and molecular levels and finding new ways to diagnose and treat cancer. The introduction of magnetic nanoparticles has boosted the hopes for early cancer detection and treatment, due to their unique properties, including nontoxicity, biocompatibility, injectability, and capacity for high-level accumulation in the target tissue. Among all the biomedical nano-theranostic applications of magnetic nanoparticles, their reaction to the magnetic field makes them an ideal choice as a drug delivery and magnetic resonance imaging (MRI) contrast enhancement agent.

Intriguing about magnetic nanoparticles is their potential for nano-theranostic hyperthermia, where the injected particles generate localized heat through superparamagnetic relaxation mechanisms when exposed to an external alternating magnetic field. Early investigation has shown that, in addition to the reduced side effects compared to traditional chemotherapy and radiotherapy, magnetic nanoparticles are more therapeutically effective than microscale particles in terms of specific loss power (SLP) due to the heating mechanisms. This relaxation-based heating effect is heavily dependent upon the applied field’s strength and frequency, as well as the size and makeup of the magnetic nanoparticles, highlighting the importance of properly designing the nanoparticles and optimizing the magnetic settings so that
the combined system of hyperthermia/MRI can achieve the goal of simultaneous diagnosis and treatment of cancer.

The appeal of this nano-theranostic MR hyperthermia system is that the same RF resource that is used to excite hydrogen protons during imaging can also be employed to generate heat therapeutically. While the combined system of MRI and conventional therapy (i.e., radiotherapy and thermotherapy) in the absence of magnetic nanoparticles has previously been investigated, its imprecise targeting, heat attenuation below the body’s surface, and generation of undesirable hot spots in healthy tissues results in ineffective treatment of deep-seated tumors. Much research has also been conducted into utilizing the magnetic nanoparticles in imaging and hyperthermia, separately, such as functionalizing magnetic nanoparticles as a contrast agent that binds to tumors for MRI, and optimizing the heating efficiency in hyperthermia. But few groups have studied the efficient heating of magnetic nanoparticles in the MR nano-theranostic hyperthermia system.

Cantillon-Murphy et al examined the practical advantages and disadvantages of utilizing magnetic nanoparticles in a combined MRI/magnetic particle hyperthermia system to treat cancerous tumors. Their study used the Rosensweig approach, to make a rough prediction of the temperature response to a low-field MRI. Unfortunately, their model’s limitations prevented us from knowing how to appropriately design the nanoparticles and optimize their magnetic field-induced heating efficiency.

The Rosensweig approach does not take into account that magnetic nanoparticles are interacting and can aggregate in the colloidal suspension. In the presence of MRI, magnetic nanoparticles that serve as an MRI contrast agent will accumulate at tumor site, leading to additional aggregate formation that further influences the amount of heat generated. Moreover,
relaxation times due to the Brownian or Néel relaxation mechanisms depend on the applied magnetic field. The well-known zero-field relaxation times underestimate the actual relaxation times in clinical settings. The stronger a magnetic field is, the more it will complicate the heat generation mechanism and trigger the nonlinear response of the magnetic susceptibility. In the presence of a high-field MRI, which has the commonly used amplitude of $B_0 = 1.5 \, T$, the heating effect will be further reduced as a result of the magnetic saturation associated with the external Zeeman DC magnetic field.

For the in vivo nano-theranostic system of combined MRI/Hyperthermia to be clinically effective, maximizing the heating efficiency is critical to avoiding damage to adjacent healthy tissues when targeting the tumor cells. We used a novel model to evaluate and optimize the heating efficiency of magnetic fluid hyperthermia that accounts for the aggregate formation of magnetic nanoparticles, the magnetic field effect on the relaxation mechanism and the nonlinear heat generation mechanism. We showed that both the Brownian and Néel relaxation processes become shorter in the presence of MRI DC field with an amplitude of $B_0 = 1.5 \, T$, leading to the dramatic drop in the heating efficiency due to the saturation of magnetization. While consideration of aggregation and the nonlinear response of the magnetic susceptibility complicates the analysis of the heating efficiency, especially for large magnetic nanoparticles highly accumulated near the target tumor site, we found ways to optimize the heating efficiency of magnetic nanoparticles for in vivo hyperthermia in the clinical MRI environment. We proposed to heat small magnetic nanoparticles encapsulated along with therapeutic drugs inside thermosensitive liposomes by using a high frequency-driven rotating magnetic field, where the Néel relaxation is the dominant relaxation mechanism. Taking advantage of the MRI machine’s built-in gradient also allows us to boost the heating efficiency by subjecting medium-sized
magnetic nanoparticles to a low frequency-driven linearly ramped alternating magnetic field that triggers the Brownian relaxation mechanism.

### 6.2 Materials and Methods

#### 6.2.1 Magnetic Field-Dependent Relaxation Process

Magnetic relaxation is the basic principle governing the heat generation mechanism for magnetic nanoparticles dispersed in fluid. The conventional models use zero-field relaxation time constants when calculating SLP and assume that the Brownian (Debye) and the Néel relaxation mechanisms take place in parallel. However, both relaxation processes depend on the magnetic field, and the phase lag caused by the frequency of the applied alternating magnetic field can affect the role of the dominant relaxation mechanism. Therefore, solving the Fokker-Planck equation for Brownian (equation 1a) and Néel relaxation (equation 1b) allowed us to calculate more realistic relaxation time constants and determine the dominant relaxation mechanism.

\[
2\tau_{B0} \frac{\partial W}{\partial t} = \frac{\partial}{\partial x} \left[ (1 - x^2) \left( \frac{\partial W}{\partial x} - \alpha(t)W \right) \right] 
\]

\[
2\tau_{N0} \frac{\partial W}{\partial t} = \frac{\partial}{\partial x} \left[ (1 - x^2) \left( \frac{\partial W}{\partial x} - \alpha(t)W - \alpha_K xW \right) \right] 
\]

Where \( \tau_{B0} = \frac{3\eta V_H}{k_B T} \), \( \tau_{N0} = \frac{\beta(1 + \alpha^2)M_s}{2\gamma a} \), \( \alpha(t) = \frac{m_0}{k_B T} B(t) \) and \( \alpha_K = \frac{2K_a V_M}{k_B T} \). \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature (K), \( B(t) \) is the external magnetic flux density, and \( V_M = 4\pi R^3 / 3 \), is the magnetic volume of a particle with radius \( R \). Moreover, \( m_0 = M_s V_M \) is the magnetic dipole moment, where \( M_s = \phi M_d \) is the saturated magnetization, \( M_d \) is the domain magnetization, \( \phi \) is the volume fraction of nanoparticles, and \( K_a \) is the anisotropy constant which may depend on the shape and size of nanoparticles. \( \beta = V_M / k_B T \), \( \eta \) is the viscosity of the carrier.
fluid, \( \gamma \) is the electron gyromagnetic ratio, \( \alpha \) is the damping constant, and \( V_H = (1 + \delta/R)^3 V_M \) is the hydrodynamic volume of the particle, where \( \delta \) is the thickness of a surfactant layer.

The solution \( W(x, t) \) solved from equation 1 can be used to calculated the magnetization of the ensemble of nanoparticles through equation 2,

\[
\bar{M}(t) = nm_0 < x(t) >
\]

where \( n \) is the nanoparticle number density, \( < x(t) > = \int_{-1}^{1} xW(x, t)dx \), and the distribution function is normalized such that \( \int_{-1}^{1} W(x, t)dx = 1 \).

Regarding the relaxation time constants, an eigenvalue approach was used for the purpose of accelerating the calculation speed. As a result, the eigenvalue of the Brownian relaxation was calculated from tridiagonal matrix in equation 3a,

\[
\begin{align*}
A_{n,n} &= -\frac{n(n+1)}{2} \quad n = 1, 2, 3, ..., N, \\
A_{n,n+1} &= -\frac{n(n+1)}{2(2n+3)} \alpha \quad n = 1, 2, 3, ..., N - 1, \\
A_{n,n-1} &= \frac{n(n+1)}{2(2n-1)} \alpha \quad n = 2, 3, 4, ..., N,
\end{align*}
\]  

(3a)

And the eigenvalue of the Néel relaxation was calculated from pentadiagonal matrix in equation 3b,

\[
\begin{align*}
A_{n,n} &= \frac{n(n+1)}{2} \quad n = 1, 2, 3, ..., N, \\
A_{n,n+1} &= -\frac{n(n+1)}{2(2n+3)} \alpha \quad n = 1, 2, 3, ..., N - 1, \\
A_{n,n-1} &= \frac{n(n+1)}{2(2n-1)} \alpha \quad n = 2, 3, 4, ..., N, \\
A_{n,n+2} &= -\frac{n(n+1)(n+2)}{2(2n+3)(2n+5)} \alpha_k \quad n = 1, 2, 3, ..., N - 2, \\
A_{n,n-2} &= \frac{n(n+1)(n-1)}{2(2n-1)(2n-3)} \alpha_k \quad n = 3, 4, 5, ..., N,
\end{align*}
\]  

(3b)
Then the largest real part, $\lambda^{max}$, of the calculated eigenvalues of $A$ were used to describe the Brownian relaxation time constant (equation 4a) and the Néel relaxation time constant (equation 4b),

$$\tau_B = -\frac{\tau_{B0}}{Re(\lambda^{max})}$$  \hspace{1cm} (4a)

$$\tau_N = -\frac{\tau_{N0}}{Re(\lambda^{max})}$$  \hspace{1cm} (4b)

6.2.2 Aggregation

The disruption of magnetic nanoparticle clusters follows a second-order phase transition at the critical temperature. Therefore, the fraction of clusters ($P_c$) in the ferrofluid was chosen as an order parameter to describe this thermal-assisted cluster disruption in terms of the critical temperature, $T^*$, and the suspension temperature, $T$, \cite{32-33}

$$P_c = (1 - \frac{T}{T^*})^\frac{1}{2}$$  \hspace{1cm} (5a)

and the fraction of monomers ($P_m$) in the ferrofluid can be simply treated to be proportional to the temperature,

$$P_m = \frac{T}{T^*}$$  \hspace{1cm} (5b)

Notice that $P_m + P_c = 1$ when it is at two limiting conditions: $T \ll T^*$ and $T \geq T^*$.

6.2.3 Nonlinear response of magnetic susceptibility

When a strong bias magnetic field, such as an MRI DC field, is superimposed on a weaker alternating magnetic field, the relationship between the magnetic susceptibility and the magnetic field is no longer linear. Applying an even stronger alternating magnetic field will further induce a nonlinear response from the magnetic susceptibility. \cite{23-27} Based on the equation for the electric susceptibility as proposed by Coffey and Paranjape, \cite{34-35} the analytical expression of the nonlinear increment in magnetic susceptibility is,
where $H_0$ is the amplitude of the alternating magnetic field, and $\mathcal{X}_i = \phi \mu_0 M_0^2 V_M / 3k_BT$ is the initial magnetic susceptibility with the constant $\mu_0$ as the magnetic permeability in free space.

### 6.2.4 Power Dissipation

Analytical relationships of power dissipation in a colloidal suspension of magnetic particles have been derived by Rosensweig.$^{19}$ In order to incorporate the impact of different alternating magnetic fields on the optimization of the heating efficiency of hyperthermia in the presence of MRI, we extended Rosensweig’s approach and started from the perspective of magnetization response to the magnetic field.$^{36}$

We considered the placement of spherical single-domain non-interacting magnetic nanoparticles in the $in vivo$ MR nano-theranostic hyperthermia system. The superimposed magnetic fields, which consist of the external uniform DC field (MRI) and the alternating magnetic field (hyperthermia), require the decomposition of the magnetic flux density $\mathbf{B}$ and magnetic field $\mathbf{H}$.

\[ \mathbf{B} = \Re \left[ (\mathbf{b}_x i_x + \mathbf{b}_y i_y) e^{i\omega t} \right] + B_0 i_z \quad (7a) \]
\[ \mathbf{H} = \Re \left[ (\mathbf{h}_x i_x + \mathbf{h}_y i_y) e^{i\omega t} \right] + H_0 i_z \quad (7b) \]

The internal energy of the magnetic nanoparticles suspension in an adiabatic process is equal to the magnetic work done on it:

\[ \Delta U = -\mu_0 \oint \mathbf{M} d\mathbf{H} \quad (8) \]

Where the magnetization, $\mathbf{M}$, is the vector whose components are the complex amplitudes, $\tilde{m}_x$ and $\tilde{m}_y$ given by equation 9a and 9b, separately,

\[ \tilde{m}_x = \chi_0 \frac{(i\omega \tau_{eff} + 1 + \chi_0) b_x - (\omega_2 \tau_{eff}) b_y / \mu_0}{(i\omega \tau_{eff} + 1)(i\omega \tau_{eff} + 1 + \chi_0) + (\omega_2 \tau_{eff})^2} \quad (9a) \]
\[
\tilde{m}_y = \chi_0 \frac{(\omega_z \tau_{eff}) \tilde{h}_x + (i \omega \tau_{eff} + 1) \tilde{b}_y / \mu_0}{(i \omega \tau_{eff} + 1)(i \omega \tau_{eff} + 1 + \chi_0) + (\omega_z \tau_{eff})^2} \tag{9b}
\]

\[
\mathbf{M} = \mathcal{R} e \left[ (\tilde{m}_x \mathbf{1}_x + \tilde{m}_y \mathbf{1}_y) e^{iat} \right] + M_0 \mathbf{1}_z \tag{9c}
\]

The spin-velocity, \(\omega_z\), which is \(z\)-directed, was given in equation 10 with the assumption of no imposed flow.

\[
\omega_z = \frac{1}{8 \zeta} \mathcal{R} e \left[ \tilde{m}_x \tilde{b}_y - \mu_0 \left( \tilde{h}_x + \tilde{m}_x \right) \tilde{m}_y \right] \tag{10}
\]

where \(\zeta\) is the ferrofluid vortex viscosity, given by \(\frac{3 \eta \phi}{2}\). \(\chi_0 = \frac{M_0}{H_0}\) is the equilibrium susceptibility.

Accounting for the aggregation discussed in equation 5, we can re-denote the equilibrium susceptibility of ferrofluid in terms of the temperature as,

\[
\chi_0(T) = \frac{M_0}{H_0} = \frac{\phi}{H_0} \left[ M_{dm} \left( \frac{T}{T_c} \right) L \left( \frac{\mu_0 \tilde{m}_m H_0}{k_B T} \right) + M_{dc} \left( 1 - \frac{T}{T_c} \right)^{\frac{1}{2}} L \left( \frac{\mu_0 \tilde{m}_c H_0}{k_B T} \right) \right] \tag{11}
\]

Where \(M_{dm}\) and \(M_{dc}\) are the domain magnetization of monomers and clusters, respectively, \(\tilde{m}_m\) and \(\tilde{m}_c\) are the average magnetic moment of monomers and clusters, respectively, and \(L\) is the Langevin function with formula \(L(x) = coth(x) - \frac{1}{x}\).

For a complete magnetic field cycle, \(T = \frac{2 \pi}{\omega}\), the time-averaged internal energy is

\[
< \Delta U > = -\mu_0 \int_0^T \mathbf{M} \frac{\partial \mathbf{H}}{\partial t} dt \tag{12}
\]

Using the relationship between \(\mathbf{B}\), \(\mathbf{H}\), and \(\mathbf{M}\) given in equation 12,

\[
\mathbf{B} = \mu_0 (\mathbf{H} + \mathbf{M}) \tag{13}
\]

and substituting equation 7 and equation 9 into equation 12, we can get

\[
< \Delta U > = \mu_0 \mathcal{R} e \left[ i \pi (\tilde{m}_x \tilde{h}_x + \tilde{m}_y (\tilde{b}_y / \mu_0)) \right] \tag{14}
\]

For a purely alternating-sinusoidal field, \(\tilde{b}_y\) can be zero so that the field can oscillate along \(x\) direction. If we superimpose a rotating magnetic field onto the transverse plane in the presence of
DC MRI field, $\vec{h}_x$ and $\vec{b}_y$ are the imposed $x$ and $y$ field components with, $\vec{h}_x = H_0$ and $\vec{b}_y = iB_e$, where $H_0$ is the amplitude of the applied rotating magnetic field and $B_e = \mu_0 H_0$.

The heating efficiency, which is represented by the specific loss power (SLP), is given by:

$$SLP = \frac{f<\Delta U>}{\rho \phi}$$

where $\rho$ is the mass per unit volume of iron oxide. By taking the nonlinear response of the magnetic susceptibility (equation 6) into consideration, the SLP for the colloidal magnetic nanoparticles suspension can be further revised following Rosensweig approach as

$$SLP = \frac{f}{\rho \phi} [ < \Delta U > + \mu_0 \pi H_0^2 \Im (\Delta \chi_{non}) ]$$

6.2.5 Computational Parameters

The primary computational parameters used to calculate the theoretical relaxation time constants and heating efficiency (SLP), including the physical properties of magnetic nanoparticles and magnetic conditions of the magnetic field, were summarized in Table 1.
Table 1. Computational parameters used in the calculation of theoretical relaxation time constants and evaluation of the heating efficiency (SLP) for magnetite $Fe_3O_4$ magnetic nanoparticles, as shown in all figures.

<table>
<thead>
<tr>
<th>Magnetic nanoparticle</th>
<th>Magnetite $Fe_3O_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetic anisotropy constant, $K_a$ (kJ/m$^3$)</td>
<td>20</td>
</tr>
<tr>
<td>Saturated Magnetization, $M_s$ (kA/m)</td>
<td>474</td>
</tr>
<tr>
<td>Viscosity of the carrier fluid, $\eta$ (kg m$^{-1}$ s$^{-1}$)</td>
<td>0.0010049 (Water)</td>
</tr>
<tr>
<td>Electron Gyromagnetic Ratio, $\gamma$ (rad/s T)</td>
<td>$1.75 \times 10^{11}$</td>
</tr>
<tr>
<td>Damping Constant, $\alpha'$</td>
<td>0.1</td>
</tr>
<tr>
<td>Temperature, $T$ (K)</td>
<td>300</td>
</tr>
<tr>
<td>Critical temperature, $T^*$ (K)</td>
<td>358</td>
</tr>
<tr>
<td>Mass Density of Magnetic Nanoparticles, $\rho$ (kg/m$^3$)</td>
<td>5180</td>
</tr>
<tr>
<td>Alternating/ Rotating Magnetic Field</td>
<td>Frequency, $f$ (kHz)</td>
</tr>
<tr>
<td></td>
<td>Amplitude, $H_0$ (mT)</td>
</tr>
<tr>
<td>MRI DC Field, $B_0$ (T)</td>
<td>1.5</td>
</tr>
<tr>
<td>Magnetic nanoparticle size (nm)</td>
<td>0-30</td>
</tr>
<tr>
<td>Figure Number</td>
<td>Figure 1</td>
</tr>
</tbody>
</table>
6.3 Results and Discussion

6.3.1 Relaxation Mechanism

To optimize the heating efficiency of *in vivo* nano-theranostic hyperthermia in the presence of MRI, we began by analyzing the change that took place in the relaxation processes, since they measure the response of magnetization to the applied magnetic field. Both the Brownian relaxation time constant ($\tau_B$, dashed line) and the Néel relaxation time constant ($\tau_N$, solid line) were derived from equation 4 using the eigenvalue approach to show the magnetic field’s effect on the relaxation processes and plotted as a function of nanoparticle diameter with the consideration of aggregation, as illustrated in Figure 1. Two cases were presented here: in the absence of an MRI DC field (green for $\tau_B$ and black for $\tau_N$), and in the presence of a 1.5T DC field (red for $\tau_B$ and blue for $\tau_N$), which is the most common amplitude used in clinical MRI. The amplitude and the frequency of the alternating magnetic field were set up as 25mT and 400kHz, respectively.

The overall values of $\tau_B$ and $\tau_N$ calculated by assuming a 1.5T MRI field were much smaller than the values of $\tau_B$ and $\tau_N$ calculated in the absence of MRI. Particularly, the Néel relaxation process was more sensitive to the magnetic field change than the Brownian relaxation process, by several orders of magnitude. By comparing dashed lines with solid lines, one sees that the size range of the magnetic nanoparticles affected by the Néel relaxation process was
Figure 1. Relaxation time constants for pure Brownian ($\tau_B$, dashed line) and pure Néel ($\tau_N$, solid line) processes as a function of the nanoparticle diameter in the absence of an MRI DC field (green for $\tau_B$ and black for $\tau_N$) and in the presence of an MRI DC field with an amplitude of $B_0 = 1.5T$ (red for $\tau_B$ and blue for $\tau_N$). Both relaxation time constants were from derived from equation 4 using the eigenvalue approach. The major parameters used for the calculation are summarized in Table 1.

wider than the range of those affected in Brownian relaxation process. Recall that the effect of the magnetic field on the relaxation mechanism, on the one hand, prevents particles from freely rotating in the fluid, thus reducing the Brownian relaxation effect, while on the other hand, the symmetry of the magnetic energy density is broken, thus reducing the energy barrier and
accelerating the Néel relaxation process. Particularly in the presence of an MRI DC field, the strong bias magnetic field not only freezes the rotation of magnetic nanoparticles but also saturates the magnetization of colloidal nanoparticles, causing the Néel relaxation process to dominate, regardless of the particle size.

The analysis becomes more complicated when evaluating the heating efficiency, as the various physical properties of the magnetic nanoparticles and alternating magnetic field settings can trigger the nonlinear response of the magnetic susceptibility. Moreover, the phase delay induced by the frequency change of the alternating magnetic field influences the dominant relaxation process, which affects the optimization of the heating efficiency in in vivo MR nano-theranostic hyperthermia.

6.3.2 Heating Efficiency Predictions

The heating efficiency, which is usually represented by the specific loss power (SLP), was evaluated using equation 16, taking into consideration the aggregation, the nonlinear response of the magnetic susceptibility, and the magnetic field’s effect on relaxation processes. In order to optimize the heating efficiency of colloidal magnetic nanoparticles in MR hyperthermia for the purpose of clinical theranostics, the Fokker-Planck equation for the Brownian relaxation (equation 1a) and the Néel relaxation (equation 1b) was solved numerically to determine the range of possible settings for the applied alternating magnetic field, including its shape, orientation, and frequency.
Figure 2. Theoretical SLP plotted as a function of nanoparticle diameter, accounting for the effect of magnetic field-dependent relaxation time, the nonlinear response of the magnetic susceptibility, and the formation of aggregate. An alternating magnetic field (AMF) with the same frequency of 200kHz but different magnitudes was applied in the absence of an MRI DC field: 15mT (solid red line), 25mT (solid black line), and 35mT (solid blue line). Both Brownian and Néel relaxation processes take place “in parallel”. SLP values were calculated using equation 16, and major parameters the regarding physical properties of the magnetic nanoparticles are summarized in Table 1.
We began with the simplest case of no MRI DC field being applied, where both Brownian relaxation process and Néel relaxation process take place “in parallel”. As shown in Figure 2, the heating efficiency can be improved by imposing a stronger alternating magnetic field. However, the nonlinear response of the magnetic susceptibility also becomes significant with the increase in amplitude of the applied alternating magnetic field, particularly for larger magnetic nanoparticles. The optimal SLP value can be achieved using magnetic nanoparticles with a diameter of 14nm-16nm.

**Figure 3.** Theoretical SLP plotted as a function of nanoparticle diameter in the presence of an MRI DC field with an amplitude of 1.5T. The dominant relaxation mechanism for (a) is pure Brownian relaxation process, and (b) is pure Néel relaxation process. The frequency of the applied alternating magnetic field is 200kHz, while the amplitudes of the applied alternating magnetic field were 15mT (solid red line), 25mT (solid green line), and 135mT (solid black line), respectively. SLP values were calculated using equation 16, and major parameters regarding the physical properties of the magnetic nanoparticles are summarized in Table 1.
In the presence of a high-field MRI, which in clinical applications typically has an amplitude of 1.5T, the SLP value was also plotted as a function of the nanoparticle diameter with respect to an alternating magnetic field with the same frequency of 200kHz but different amplitudes, as shown in Figure 3. We considered two relaxation mechanisms: the pure Brownian relaxation process (Figure 3a) and the pure Néel relaxation process (Figure 3b). The comparison shows that, for identical magnetic settings, the SLP value is much greater if the dominant relaxation process is Brownian relaxation. This is because, in the presence of an MRI field, the magnetization of the nanoparticles is approaching saturation. Their magnetic moments remain “locked” in parallel with the applied DC field, resulting in the Brownian relaxation time constants being greater than the Néel relaxation time constants. This difference becomes significantly more pronounced with a stronger DC magnetic field, since Néel relaxation is more sensitive to the magnetic field change. It should also be noted that SLP increased with the elevation of the alternating magnetic field amplitude, regardless of the dominant relaxation process. This response can be understood in the way that the sinusoidal field excitation partially “unfreezes” some of the nanoparticles as the amplitude increases. The SLP decreased when larger magnetic nanoparticles were employed and, as a result of nonlinear response of the magnetic susceptibility, the decrease became more pronounced when a stronger alternating magnetic field was applied.

The relaxation time constants illustrated in Figure 1 indicated to us that, under the influence of a strong bias magnetic field, the Néel relaxation process should dominate even though the SLP based on the Brownian relaxation mechanism is several orders of magnitude greater than the SLP based on the Néel relaxation mechanism, because the Néel relaxation time constant is so much smaller than the Brownian relaxation time constant. Therefore, boosting the
SLP values based on the Néel relaxation process and triggering the Brownian relaxation process become two important keys to improving the heating efficiency of *in vivo* nano-theranostic hyperthermia in the presence of MRI.

Figure 4. Theoretical SLP plotted as a function of nanoparticle diameter in the presence of an MRI DC field with an amplitude of 1.5T and an alternating magnetic field with an amplitude of (a) 15mT and (b) 35mT. The dominant relaxation mechanism is the pure Néel relaxation process. The frequencies of the applied alternating magnetic field were 200kHz (solid red line), 400kHz (solid black line), 700kHz (solid black line), and 1000kHz (solid green line). SLP values were calculated using equation 16, and the major parameters of the physical properties of the magnetic nanoparticles are summarized in Table 1.

When Néel relaxation is the dominant process, one way to improve the heating efficiency is to apply a high frequency-driven alternating magnetic field instead of continuing to strengthen the amplitude of the alternating magnetic field. As the results show in Figure 4, where theoretical SLP values were plotted as a function of the nanoparticle diameter with different frequency
settings, heating efficiency increased in conjunction with increases in the frequency of the alternating magnetic field. Comparing the SLP based on a 15mT alternating magnetic field to the SLP based on a 35mT alternating magnetic field shows how a stronger alternating magnetic field can amplify the nonlinear response of the magnetic susceptibility for large magnetic nanoparticles and thus improve the heating efficiency.

Another option, shown in Figure 5, is using a rotating magnetic field (solid blue line) instead of an alternating magnetic field (solid red line). Both fields have the same amplitude of 15mT and the same frequency of 400kHz. The rotating field is generated by means of an imposed, y-directed flux density of amplitude $B_y = \mu_0 H_0$, which is temporally displaced by a quarter time period from the $x$ component.

For most clinical applications of in vivo MR nano-theranostic hyperthermia, magnetic nanoparticles will be co-encapsulated with a therapeutic drug and an MR imaging contrast agent inside a thermosensitive liposome. The nanoparticles’ adherence or binding at the tumor site freezes their rotation, causing the Néel relaxation process to become dominant. However, even the significant improvement in SLP that is achieved by following the proposed strategy based on the Néel relaxation mechanism is negligible when compared to the SLP improvement without MRI. As shown in both Figure 4 and Figure 5, the maximum achievable heating efficiency is under 5W/g. Therefore, rather than heating tumor cells directly, the limited heat generated by magnetic nanoparticles can be used to increase the permeability of the thermosensitive liposome, thus triggering the extravasation and bioavailability of the encapsulated therapeutic drug at the tumor site. In addition, the slightly higher temperature achieved through mild hyperthermia was shown improve the efficacy of the drug. To conduct such a drug delivery and therapeutic procedure in conjunction with an MRI diagnostic and monitoring system, it is recommended to
place small magnetic nanoparticles in a high-frequency driven rotating magnetic field (such as 1000kHz) with moderate amplitude of around 50mT.

**Figure 5.** Theoretical SLP plotted separately as a function of nanoparticle diameter in the presence of an MRI DC field with an amplitude of 1.5T imposed on a 15mT alternating magnetic field with a frequency of 400kHz (solid red line), and a 15mT rotating magnetic field with a frequency of 400kHz (solid black line). The dominant relaxation mechanism is the Néel relaxation process. SLP values were calculated using equation 16, and the major parameters of the physical properties of the magnetic nanoparticles are summarized in Table 1.
Figure 6. The time series of the normalized magnetization, $M(t)/nm_0 = \langle x(t) \rangle$, for Brownian relaxation (solid red line) and for Néel relaxation (dashed blue line) in the presence of a 150mT sinusoidal alternating magnetic field with various values for the driving frequency, (a)5kHz, (b)20kHz, (c)100kHz, and (d) 1000kHz. The diameter of the magnetic nanoparticles is 20nm. The response of the magnetization was solved using equation 1, and other major parameters regarding physical properties of magnetic nanoparticles are summarized in Table 1.

To trigger the Brownian relaxation process, it is important to take advantage of the phase lag in the presence of a low frequency-driven alternating magnetic field. When the frequency is as low as 5 kHz, as shown in Figure 6a, the phase of the magnetization for the Néel time series
lags that of the Brownian time series. Thus, the particles in the ferrofluid are able to rotate nearly 180° before the Néel mechanism can contribute to the relaxation, which creates the opportunity for the Brownian relaxation process to take place. Increasing the frequency to 20kHz, as shown in Figure 6b, allows the nanoparticle as a whole to begin to rotate before the Néel relaxation comes into play. For this reason, it is necessary to treat both processes as occurring in parallel. However, when the frequency is set to around 100kHz (Figure 6c), or even as high as 1000kHz (Figure 6d), it is clear that Néel relaxation becomes the dominant mechanism responsible for heating. The occurrence of the Brownian relaxation mechanism requires that, in addition to the specific magnetic settings, the magnetic nanoparticles are of medium size and properly coated to ensure their sufficient dispersion in the fluid.

Figure 7. The time series of the normalized magnetization, $M(t)/nm_0 = \langle x(t) \rangle$, for Brownian relaxation (solid red line) and for Néel relaxation (dashed blue line) in the presence of a 150mT, 5kHz alternating magnetic field with (a) triangular magnetic field, and (b) linearly ramped magnetic field. The diameter of the magnetic nanoparticles is 20nm. The response of the magnetization was solved using equation 1, and other major parameters regarding the physical properties of the magnetic nanoparticles are summarized in Table 1.
An alternating magnetic field with different shapes but the same amplitude of 150mT and a frequency of 5kHz was also applied to magnetic nanoparticles. In comparison to the time series of the normalized magnetization illustrated in Figure 7a, the triangular magnetic field is able to further trigger the Brownian relaxation to come into play before the Néel Relaxation process. And if we shape the magnetic field linearly ramped, as shown in Figure 7b, the nanoparticle as a whole can rotate 180°, allowing for Brownian relaxation to be the dominant heating generation mechanism.

The results shown in Figure 6 and Figure 7 gave us an important insight into the efficient heating of magnetic nanoparticles in in vivo MR nano-theranostic hyperthermia. Track back to the heat generation mechanism through the Brownian relaxation process, where the entire magnetic nanoparticle rotates mechanically towards the external field and against the viscous drag in the suspending medium. In the presence of a high-field MRI, magnetic moments remain “locked” in parallel with the applied DC field, but increasing the amplitude of the alternating magnetic field can partially unfreeze the “locked” magnetic nanoparticles and free them to rotate. Combined with the built-in MRI gradients, we were able to localize a weaker field area and apply a low-frequency driven (around 5kHz) alternating magnetic field with a linearly ramped shape to ensure the Brownian relaxation took place before the magnetization became saturated.

6.4 Conclusion

The in vivo MR hyperthermia system has been demonstrated to be a novel theranostic approach for cancer treatment that simultaneously diagnoses early stage tumors and monitors drug release. We proposed to evaluate the heating efficiency of magnetic nanoparticles for
hyperthermia in the presence of an MRI DC field by accounting for the aggregation of magnetic nanoparticles, the nonlinear response of the magnetic susceptibility, and the effect of the magnetic field on the relaxation process. We showed that the presence of a high-field MRI significantly shortens both the Brownian and Néel relaxation processes, and saturates the magnetization. As a result, the heating efficiency of the magnetic nanoparticles is reduced by many orders of magnitude. When superimposed on the alternating magnetic field, the nonlinear response of the magnetic susceptibility further complicates the SLP analysis. For the purpose of optimizing the heating efficiency of in vivo theranostic hyperthermia in the clinical MRI environment, we recommended heating small magnetic nanoparticles co-encapsulated inside thermosensitive liposomes with a therapeutic drug using a high frequency-driven rotating magnetic field, where the Néel relaxation is the dominant process, or else placing medium-size magnetic nanoparticles in a low frequency-driven, linearly ramped alternating magnetic field combined with a built-in MRI gradient to trigger the Brownian relaxation mechanism and thus improve the heating efficiency. We believe the use of this novel model can lead to improved clinical outcomes by helping researchers determine the optimal magnetic and structural properties of the magnetic nanoparticles, tailor synthesis methods for specific alternating magnetic field frequency and amplitude conditions, and make reliable predictions about the performance of thermal dosimetry.
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Chapter 7

Designing a Sparse Sensing Matrix for Compressive Sensing to Reconstruct High Contrast MR Images in Early Tumor Detection

7.0 Abstract

Despite the numerous advantages of using Magnetic Resonance Imaging (MRI) in the clinical biomedical diagnosis of early stage tumors, its application is severely limited by the time and expense of image acquisition. Compressive sensing (CS) has been used in a diverse set of MRI methods to reduce the image acquisition time. The critical task in this mathematical framework is to carefully design a sensing matrix that can extract all the important MR features from highly under-sampled measurements. Most existing methods in the literature attempted to select data normally from Gaussian or other random distributions; however, these approaches required a sophisticated sensing matrix structure that requires a large amount of memory and is very challenging to implement. In this current paper, we proposed a patch structure for the sensing matrix based on centrally concentrated sampling. The experimental and simulation results clearly confirmed that the proposed approach, in spite of its simplicity, can yield higher reconstruction correlation coefficients and contrast-to-noise ratios with less sparsity than the existing methods. The proposed method also outperformed the existing methods in computation time by speeding up recovery algorithms. With advanced image acquisition techniques, the proposed sensing matrix becomes increasingly important for reducing scanning time for patients, avoiding physiological effects, and speeding up the image processing of dynamic structures.
7.1 Introduction

In the last decade, Magnetic Resonance Imaging (MRI) has shown great potential in the clinical biomedical diagnosis of early stage tumors due to its use of noninvasive radiation and, particularly, the fact that the sensitivity of its images to tissue properties can be extensively enhanced by alternating the timing with which MR signals are collected and by using magnetization preparation or a contrast agent. However, the lengthy image acquisition time has always been a barrier to its further application in routine clinical practice.

Images are typically formed by taking the Fourier Transform of the individually-collected gradient-encoded k-space data,\(^1\) which must be acquired to meet the Nyquist sampling theorem.\(^2\)\(^3\) Researchers have long been working on designing different pulse sequences, such as FLASH and RARE, to reduce the acquisition time.\(^4\)\(^6\) By shortening either the repetition time or the number of echoes, they were able to improve the efficiency of imaging by a few orders of magnitude. Recently, alternative methods, known as compressive sensing (CS),\(^7\)\(^8\) have been proposed to significantly reduce the image acquisition time by not having to collect the entire k-space data demanded by the Nyquist criterion. Nevertheless, how to best design a practical sensing matrix and computationally efficient recovery algorithms for compressed sensing is still under investigation.

The role played by the sensing matrix is vital in the faithful reconstruction of images. A dense sensing matrix requires significant storage space, which results in high computational costs. The CS experts originally showed that random sensing matrices, such as the Gaussian matrix, were suitable for solving the compressive sensing problem and leading to precise image recovery.\(^7\)\(^9\) However, the drawbacks of such sensing matrices are that the high number of
required measurements is not optimal and the memory required when using random sampling techniques is not minimized.

Different measuring algorithms have been proposed to improve the performance of sensing matrices in signal sampling within the CS framework. Some groups attempted to design a specific, randomized structure for the sensing matrix. Others proposed to optimize the existing randomized sensing matrix. For example, Lustig et al proposed a Monte Carlo scheme for random incoherent sampling, believing that better performance can be achieved with more undersampling in the periphery of k-space and less undersampling near the k-space origin.\(^8\) Poisson disk in Cartesian sampling, radical sampling, and spiral sampling were also proposed for collecting more data at the center of k-space with decreased density towards the periphery.\(^{10-15}\) Wang et al proposed a variable density sampling strategy by exploiting the prior information about the statistical distributions of natural images in the wavelet domain.\(^{16}\) Abolghasemi et al proposed an intermediate structure for the sensing matrix that was simple and yet performed comparably to conventional techniques.\(^{17}\) And Tiwari et al designed an approach based on a sparse block circulant matrix with a few modifications that reduced the computation cost while maintaining the quality of the reconstructed image.\(^{18}\)

In this current paper, we combined two categories of algorithms and proposed a patch structure for the sensing matrix based on a centrally concentrated sampling mechanism. The main advantages to this proposed technique are its simplicity and its improved performance compared to conventional techniques. The simulation and experimental results clearly confirmed that in spite of its simplicity, the reconstruction quality of proposed approach is comparable to the existing methods, with higher reconstruction correlation coefficients and an increased contrast-to-noise ratio with less sparsity. It also outperformed existing methods in computation
time by speeding up recovery algorithms. All presented figures have been processed with the MATLAB software package (The Mathworks, Natick, Massachusetts) using obtained MRI data. With advances in fast image acquisition techniques, the proposed sensing matrix becomes increasingly important for reducing scanning time on patients, avoiding physiological effects, and speeding up the image processing of dynamic structures.

7.2 Theory

The fundamental advantage of applying compressive sensing to MRI is that images acquired from MRI conveniently satisfy the sparsity requirement within the Fourier domain, where the data is collected. If we denote the recovered image as \( u \), the measured sparse image as \( f \), and the sensing matrix as \( A \), we are able to reconstruct the image by solving the basis pursuit problem: \(^7\)\(^9\)

\[
\min_u \{ \|u\|_1 : Au = f \} \tag{1}
\]

It can be seen from equation 1 that the performance of image reconstruction depends on two factors: the recovery algorithm and the sensing matrix \( A \).

7.2.1 Recovery Algorithm

Many algorithms have been proposed to reconstruct the sparse image sets. \(^{19-22}\) In this paper, we made use of the Split-Bregman method to solve the \( l_1 \) constrained minimization problem. \(^{23}\) The Split Bregman method is a general technique for minimizing a large class of \( l_1 \) regularized energies, and it is particularly well-suited to solving problems that arise in compressed sensing MRI. For this application, we wish to solve

\[
\min_u \| \nabla u \|_1 + \frac{1}{2} \| Au - f \|_2^2 \tag{2}
\]
The left-most term in equation 2 enforces that the Fourier transform of the recovered image be compatible with the known portion of the k-space data. The right-most term in equation 2 enforces that the recovered image has a sparse gradient (i.e. that the recovered image be the “smoothest” image compatible with the observed k-space data).

The split Bregman method works by “decoupling” the $l_1$ and $l_2$ terms in equation 2 by introducing the auxiliary variable $d \leftarrow \nabla u$. The problem in equation 2 then becomes

$$\min_{u,d} \|d\|_1 + \frac{\lambda}{2} \|Au - f\|_2^2 \text{ such that } d = \nabla u$$

(3)

The resulting constrained problem is then solved using a Bregman iteration technique. While the formulation in equation 3 may seem more complicated than the original problem in equation 2, it is shown that the problem can be broken down into a sequence of simple subproblems. Each of these sub-problems can be solved directly using only shrinkage operators and fast Fourier transforms. Moreover, the method is extremely effective at denoising.

### 7.2.2 Sparse Sensing Matrix

Most of the existing sensing matrices are normally selected from Gaussian or other random distributions. However, working with those matrices in practical applications is challenging. In addition to the challenge of incorporating the matrices into the hardware, they also require a large amount of memory. Sensing matrices with a specific structure can give rise to fast algorithms for matrix-vector multiplication, which will significantly speed up recovery algorithms. Thus, the typical sensing matrix in practice is not Gaussian or Bernouli, but one with a very specific structure. Therefore, we proposed a more practical sensing matrix which reduces the memory required for sampling data without degrading the reconstructed image quality.

Sparse representations of MR images exhibit a variety of significant nonrandom structures. For example, a high amplitude signal is concentrated close to the k-space origin is
essential for the delineation of contrast in the image, rendering early stage tumors distinguishable from normal tissue, while a low amplitude signal in the periphery of k-space affect the spatial resolution of images. For the purpose of improving the contrast-to-noise efficiency, the sensing matrix and sampling pattern should also reflect the underlying signal density of k-space. For this reason, we designed a cross-shaped patch structure for the sensing matrix, which naturally led to dense sampling at the center of k-space and decreasing density towards the periphery. Because the k-space being conjugated is symmetrical, the proposed sensing matrix can be divided into several patches in order to reduce storage requirements. Instead of regular undersampling patterns, which would have resulted in structured artifacts under inverse the Fourier transform, data points were collected randomly by constructing a probability density function (PDF). The percentage of data points required for reconstruction diminishes with the distance from the k-space origin, leading to a centrally concentrated random sampling pattern.

7.3 Results and Discussion

In compressive sensing MRI, the role played by the sensing matrix is vital to faithful image reconstruction. To assess the performance of our proposed patch sensing matrix, we first compared its structure and sampling mechanism to the prevailing Gaussian sensing matrix by illustrating data points collected from k-space using those two matrices. Then the average correlation coefficients and the average contrast-to-noise ratios, which represent the reconstruction quality, were calculated from the two matrices. By calculating and comparing the average reconstruction times via the same reconstruction algorithm, we showed that the patch sensing matrix is faster than the Gaussian sensing matrix in recovering images. In the end, representative results of images recovered by using the Gaussian sensing matrix and the patch
sensing matrix were compared; the comparison between the original images and the recovered images showed that the patch sensing matrix performed better in reconstructing MR images with a higher contrast, which improves early tumor detection.

7.3.1 Structure of the Sensing Matrix

Data points for the image reconstruction were collected using Gaussian and patch sensing matrices, as shown in Figure 1. Both matrices have the same dimensions as the original image, but the sparsity was only 50% with respect to the full k-space data. It can be seen from Figure 1 that the Gaussian sensing matrix created a random sampling pattern, while the patch sensing matrix reflected the underlying signal density of k-space, which is not uniform but for the low-frequency components is most dense at the center of k-space and becomes sparser towards the periphery.

7.3.2 Reconstruction Quality of the Sensing Matrix

To compare the reconstruction performance of the Gaussian sensing matrix and the proposed patch sensing matrix, the image reconstruction quality indicator, including the correlation coefficient with the original image and the correlation coefficient at the tumor site, was computed for both the Gaussian sensing matrix and the patch sensing matrix. The overall random nature of sampling data points requires that the reconstruction be run for many different sets of missing data in order to obtain an accurate measurement for the quality indicator. Therefore, the average correlation coefficients calculated from 30 different sets were plotted as a function of sparsity in Figure 2. A comparison of the solid blue line and solid red line shows that the patch sensing matrix performed better than the Gaussian sensing matrix in image reconstruction, as the average correlation coefficients represented by the solid red line are greater than those represented by the solid blue line. More specifically, it can be seen that the average
Figure 1. The structure and sampling mechanism of (left) the Gaussian sensing matrix and (right) the Patch sensing matrix. Both sensing matrices have the same dimensions as the original image, but the sparsity is only 50% with respect to the full k-space data.

correlation coefficient of the image calculated using the patch sensing matrix is almost 1.0 for as little as 50% of the original collected data, whereas the average correlation coefficient of the image is around 0.8 if using a 50% sparse Gaussian sensing matrix to recover the image. In addition, the Gaussian sensing matrix yielded poor reconstruction quality when less data was selected, as shown where the solid blue line drops dramatically with the increasing sparsity, while even at 70% sparsity the patch sensing matrix is still able to give a high-quality reconstruction with the average correlation coefficient of the image close to 0.8. Overall, both sensing matrices offered comparable reconstruction quality for the purpose of tumor detection when the average correlation coefficient at the tumor site was close to 1.0, but the proposed patch sensing matrix performed better than the Gaussian sensing matrix as the matrix sparsity increased.
The resulting average contrast-to-noise ratio (CNR), which was plotted as a function of sparsity in Figure 4, further confirmed the advantage of using the proposed patch sensing matrix in MRI. It can be seen that the patch sensing matrix (solid red line), in comparison to the Gaussian sensing matrix (solid blue line), was able to improve the CNR over 1.5 times with around 60% of the data collected. With the increase in the amount of unsampled data, both sensing matrices showed a decreasing trend in CNR values. However, the solid blue line drops faster and even elicited negative CNR values with the increasing sparsity, indicating that the original image was not recovered successfully, as excessive noise interfered with major MR features. This is because even though sufficient randomly selected data will result in a coherent, near-optimal reconstruction using the completely unstructured Gaussian matrix, as the sensing matrix sparsity increases, the reconstruction quality drops off dramatically. In contrast, the proposed patch sensing matrix reflects the underlying signal density of k-space, as most of the energy of the images is concentrated close to the k-space origin. Thus, the image that was recovered using the patch sensing matrix yielded better reconstruction quality in terms of the average correlation coefficients, and provided a robust and enhanced contrast-to-noise ratio to facilitate early tumor detection.

The use of the proposed patch sensing matrix not only saves time in signal acquisition, it also accelerates the reconstruction process. As shown in Figure 4, it took both sensing matrices less time to reconstruct the image when more data was collected; however, the recovery algorithm performed faster on the proposed patch sensing matrix than on the conventional Gaussian sensing matrix. This effect becomes more pronounced when the sparsity of sensing matrix is around 50%, where the patch sensing matrix was able to offer a higher quality reconstruction in terms of greater correlation coefficients and contrast-to-noise ratios. When
Figure 2. Plot of the average correlation coefficient with the image (A) and the average correlation coefficient at the tumor site (B) as a function of sparsity. Values of average correlation coefficients were computed from two reconstructions: recovered T2-weighted image using the Gaussian sensing matrix (solid blue line), and recovered T2-weighted image using the proposed patch sensing matrix (solid red line). 30 different sets of random sampled data were collected for an accurate measurement of the reconstruction performance.
**Figure 3.** Plot of the average contrast-to-noise ratio as a function of sparsity. Values of CNR were computed from two reconstructions: a recovered T2-weighted image using a Gaussian sensing matrix (solid blue line), and a recovered T2-weighted image using the proposed patch sensing matrix (solid red line). 30 different sets of random sampled data were collected for an accurate measurement of the reconstruction performance.

Increasingly less data was collected for image recovery, the calculation times began to fluctuate and both sensing matrices performed poorly in image reconstruction quality.

**7.3.3 Experimental Image and Simulation Results**

*In vivo* experiments and reconstruction simulations were carried out to further validate the advantages of applying the patch sensing matrix in recovering images. Stage-1 orthotopic glioblastoma (GBM) mouse models infected with the human U87MG cell line were imaged thirteen days after tumor implantation. The original T2-weighted image that was reconstructed using the full k-space data (A) was separately compared to the recovered images using the Gaussian sensing matrix (B) and the proposed patch sensing matrix (C). Both sensing matrices
are 50% sparse and have the same dimension as the original k-space. As the results show in Figure 5, recovered images revealed important features and details, such as the shape of the brain, the size of the tumor, and white and gray matters. However, since only 50% of the original data was collected, the Gaussian sensing matrix performed poorly in image recovery relative to the patch sensing matrix. In addition to the smaller average correlation coefficients and contrast-to-noise ratios as calculated and shown in Figure 2 and Figure 3, it can be seen that, in comparison to the smooth image (C) recovered by the patch sensing matrix, the Gaussian sensing matrix yielded a blurrier and noisier image (B), which became more problematic at the tumor.

**Figure 4.** Plot of the average calculation time as a function of sparsity. Values of reconstruction time were computed using three algorithms: reconstructing the T2-weighted image using Gaussian sensing matrix (blue solid line), and reconstructing the T2-weighted image using the proposed patch sensing matrix (solid red line). 30 different sets of randomly sampled data were collected for an accurate measurement of the algorithm performance.
site, where sufficient high amplitude signals were required to distinguish it from surrounding tissues. Analyses of the difference between the original image and the recovered image were also carried out to further confirm that the patch sensing matrix leads to a higher quality reconstruction. It can be seen in Figure 5(D) that the use of the Gaussian sensing matrix results in a recovered image full of noise. In contrast, the use of the patch sensing matrix as shown in Figure 5(E) filters out noise along with some edge information of the original image, which is to be expected since centrally concentrated random sampling results in an enhanced contrast and less noise at the expense of missing most periphery data at the cost of special resolution.

Another important merit to the proposed approach is its applicability to real-world scenarios. For the purpose of effective image reconstruction without artifacts, the data points much be selected randomly. However, generating a fully random sensing matrix is challenging. Moreover, it can be problematic since, conventionally, the k-space data is obtained on a Cartesian grid, while the readout dimension is obtained continuously. The proposed patch sensing matrix is a practical solution to this problem. The centrally concentrated randomization is confined within a cross structure to minimize the storage requirement, and the new sensing matrix can be divided into patches as k-space is conjugated symmetrically.

More work regarding sampling optimization is needed. For example, how to create the optimal probability density function to improve the overall efficiency of the reconstruction algorithm should be investigated and overcome. There is also the possibility of using either radial or spiral sampling schemes, which can give the appearance of random sampling in Cartesian space.24-28
**Figure 5.** MRI reconstruction results: (A) original T2-weighted image reconstructed from the full k-space data, (B) reconstructed T2-weighted image using a 50% sparse Gaussian sensing matrix, (C) reconstructed T2-weighted image using 50% sparse proposed patch sensing matrix, (D) difference between the original image and Gaussian-based recovered image, and (E) difference between the original image and patch-based recovered image.

### 7.4 Conclusion

A new and simple method to design the sensing matrix for image recovery in compressive sensing MRI has been presented in this paper. The resulting sensing matrix has a patch structure that reflects the underlying signal density of k-space, rendering it more efficient in terms of the required memory storage. The proposed patch sensing matrix undersampled more data at the periphery of k-space and less data near the k-space origin, resulting in a higher reconstruction quality in terms of the correlation coefficient and the contrast-to-noise ratio. Our
experimental and simulation results revealed that, by using the proposed sensing matrix, we can achieve better recovery performance than what can be obtained using the Gaussian sensing matrix. In addition, the recovery time was reduced when the proposed scheme was used, due to simpler structure of the proposed sensing matrix and sampling mechanism. The success of applying a sensing matrix to compressive sensing MRI can benefit the fast acquisition of high contrast images, which is especially useful and practical in making an accurate medical diagnosis in early tumor detection. More investigation is needed in future research to improve the recovery performance as well as optimize the sampling process.
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Chapter 8

Non-Linear Iteration Technique to Enhance Early Tumor Contrast in Compressive Sensing MRI

8.0 Abstract

Magnetic resonance imaging (MRI) has revolutionized biomedical diagnosis by providing sensitive and non-invasive measurements of tissue structures. The challenge in successfully implementing this promising clinical application for early tumor detection lies in increasing the image contrast at the early-stage tumor site while reducing the lengthy acquisition time. For this purpose, we proposed a computational thinking method for contrast enhancement and imaging acceleration based on two major findings: (1) an active feedback-based nonlinear imaging technique is sensitive to small spatial variations in the magnetic susceptibility, whereby the response of the system can be modified in real-time to amplify the contrast difference between healthy tissues and early tumors. (2) Compressive sensing can be used to extract all important features in MR images by collecting only a small sample of the data, and a sensing matrix with a specific structure can give rise to a faster recovery algorithm which leads to a marked improvement in compressive sensing performance in feedback-based MRI. To confirm the feasibility and advantages of our method, stage-1 orthotopic glioblastoma mouse models infected with the human U87MG cell line were imaged. Representative results showed that, when compared to conventional fast imaging techniques, the proposed method was able to reconstruct feedback-based images that had less sparsity but higher correlation coefficients and a fivefold improvement in the contrast-to-noise ratio. With advances in clinical biomedical
Magnetic Resonance Imaging (MRI) is one of the most successful analytical tools for a diverse array of applications in the sciences. By using low-energy and non-ionizing radiation, MRI has become an important non-invasive and sensitive technique in the clinical biomedical diagnosis of tumors. While MRI has its advantages over using other imaging methods for early tumor detection, it is severely constrained by the limited image contrast at the early-stage tumor site and its lengthy image acquisition times.

Conventional MR imaging techniques generate contrast based on different relaxation time constants that vary from tissue to tissue. This is problematic in early tumor detection because the morphological differences between early-stage tumors and healthy tissues are too subtle to change the relaxation properties, so that even when a long evolution time is used, the resulting contrast still remains invisible in MR images. Consequently, more sensitive imaging mechanisms are needed to delineate the exact extent of tumors at early stage.

Various pulse sequences have been designed to enhance the contrast in early cancer detection. However, the addition of complicated pulse sequences extends the duration of spin preparation, which hampers the development of faster imaging techniques. Moreover, the specific set of parameters that yield optimal contrast is typically unknown and must be iteratively determined through experimentation. This iterative process is long and tedious, due to a lengthy MRI acquisition time that requires sufficient raw data to be collected to meet the Nyquist criteria. Some common acceleration methods have been proposed to reduce the acquisition time.
time. For example, partial Fourier transformation has been used based on the conjugated symmetry of k-space, but the signal-to-noise ratio (SNR) is too low, where the number of TRs required is reduced twofold by acquiring half of k-space data in the phase encoding.\(^7\) Parallel imaging also shows potential in shortening the acquisition time as an undersampled data set in the phase where encoding directions of k-space is acquired, combining the signal of several coil arrays.\(^8\)\(^{-10}\) However, this technique requires iterative reconstructions and has not yet been widely used in clinical systems. Other regular undersampling approaches in k-space give rise to aliasing artifacts in MR images through the Fourier reconstruction, not to mention their poor resolution and low contrast-to-noise ratio.

Therefore, in this current paper, we proposed an accelerated non-linear iteration technique to enhance the contrast in early cancer detection in MRI using compressive sensing. More specifically, we used the radiation damping feedback to create the nonlinear evolution of spins, leading to the amplification of the slight contrast difference between early-stage tumors and healthy tissues. In order to reduce the total imaging time, we used compressive sensing techniques to accelerate the data acquisition process.\(^11\)\(^{-13}\) Rather than select data normally from Gaussian or other random distributions, we used a more realistic sensing matrix for the purpose of achieving non-linear contrast enhancement to produce high quality images.\(^14\) Representative experimental results showed that, in comparison to the conventional T2-weighted imaging, the feedback-based image was able to not only highlight the location of the early-stage tumor but also increase the contrast over fivefold. Extensive simulations suggested that the newly proposed patch sensing matrix led to a marked improvement in compressed sensing performance with less sparsity, including a higher reconstruction correlation coefficient and a higher contrast-to-noise ratio around the tumor site. With advances in clinical biomedical diagnostics, this combined
nonlinear iteration technique becomes increasingly important, because we want to optimize the contrast through trial and error while taking into account the cost as well as patient comfort and compliance.

8.2 Theory

8.2.1 Feedback-Based Contrast Enhancement

The fundamental physics can be described by the modified Bloch equations.\textsuperscript{1,15} We defined the normalized magnetization in a voxel at spatial position \(\mathbf{r}\) as \(\mathbf{m}(\mathbf{r}, t) = \mathbf{M}(\mathbf{r}, t)/M_0\), where \(M_0\) is the equilibrium magnetization. Therefore, the evolution of a normalized magnetization vector can be approximated as

\[
\frac{\partial \mathbf{m}(\mathbf{r}, t)}{\partial t} = \gamma \mathbf{m}(\mathbf{r}, t) \times \left[ \frac{\delta \omega(\mathbf{r})}{\gamma} \mathbf{2} + \mathbf{B}(\mathbf{r}, t) \right] - \frac{m_x(\mathbf{r}, t) - 1}{T_1(\mathbf{r})} \frac{2}{T_2(\mathbf{r})} + \frac{m_x(\mathbf{r}, t) x + m_y(\mathbf{r}, t) y}{T_2(\mathbf{r})} \tag{1}
\]

where \(\mathbf{B}(\mathbf{r}, t)\) is the effective local field experienced by \(\mathbf{m}(\mathbf{r}, t)\) in the rotating frame precessing with Lamor frequency \(\omega_0 = \gamma B_0\), \(\gamma\) is the gyromagnetic ratio, \(B_0\) is the strength of the externally applied Zeeman field. \(T_1(\mathbf{r})\) and \(T_2(\mathbf{r})\) are the longitudinal and transverse relaxation time constants respectively, and \(\delta \omega = \omega - \omega_0\) is the resonance offset of a spin in the rotating frame.

Assume the effective local field \(\mathbf{B}(\mathbf{r}, t)\) consists of the feedback field, i.e. \(\mathbf{B}(\mathbf{r}, t) = \mathbf{B}_{FB}(\mathbf{r}, t)\), which is a macroscopic reactionary field dependent on the total transverse state of the magnetization given by\textsuperscript{16-17}

\[
\gamma B_{FB, +}(t) = \frac{i e^{-i \phi}}{\nu \tau_r} \int_V \mathbf{m}_+(\mathbf{r}, t) \, d^3 \mathbf{r} \tag{2}
\]

where \(m_+ = m_x + im_y\), \(\phi\) is the radiation damping field phase, and \(\tau_r\) is the radiation damping field strength

\[
\tau_r = \frac{1}{2 \pi \eta M_0 Q_y} \tag{3}
\]
where $Q$ is the quality factor of the probe and $\eta$ is the filling factor of receiver coil.

The explicit dependence of the radiation damping on the instantaneous state of the magnetization renders the evolution of the system as nonlinear. The exact trajectory (and the corresponding contrast) is thus highly sensitive to the small resonance offset differences between healthy tissues and early-stage tumors, making it possible to gain positive and robust imaging contrast at tumor site.

### 8.2.2 Compressive Sensing Theory

Much of the groundwork for compressive sensing has already been worked out,\textsuperscript{11-13} so only a brief summary will be provided here, focused on a specific patch structure of the sensing matrix\textsuperscript{14} for contrast-to-noise efficiency using split-Bregman reconstruction algorithm.\textsuperscript{18}

The idea of compressive sensing MRI stems from the notion that many MR images satisfy the sparsity requirement within the Fourier domain, since each data point collected in k-space contains the information of the entire image. A high amplitude signal, which is concentrated at the center of k-space, is essential to the delineation of contrast in the image, making tumors detectable relative to normal tissues. Therefore, the sensing matrix and sampling mechanism should naturally lead to denser data collection closer to the center of k-space, with decreased density toward the periphery. For this purpose, we used a patch structure for the sensing matrix combined with a probability density function for the random sampling. The advantage of this patch structure is that it requires less memory for storing the data. The sensing matrix can be divided into patches due to the characteristics of conjugated symmetry in k-space. And by filtering out corner areas, we can select certain low amplitude signals from the overwhelmingly large amount of periphery data to ensure the spatial resolution.
Of the many algorithms that can be used to reconstruct the undersampled data set, in this paper, we make use of the recently proposed Split-Bregman method for $\ell_1$ regularized problems. The Split Bregman method is a general technique for minimizing a large class of $l_1$ regularized energies, but it is particularly well-suited to problems that arise in compressed sensing MRI. For this application, we wish to solve

$$\min_u \|\nabla u\|_1 + \frac{\lambda}{2} \|Au - f\|_2^2 \quad (4)$$

The split Bregman method works by "decoupling" the $l_1$ and $l_2$ terms in equation (4) by introducing the auxiliary variable $d \leftarrow \nabla u$. The problem in equation (4) then becomes

$$\min_{u,d} \|d\|_1 + \frac{\lambda}{2} \|Au - f\|_2^2 \text{ such that } d = \nabla u \quad (5)$$

The resulting constrained problem is then solved using a Bregman iteration technique. This method has an extremely effective denoising capability. While the formulation in equation (5) may seem more complicated than the original problem in equation (5), it is shown in reference that the problem can be broken down into a sequence of simple sub-problems. Each of these sub-problems can be solved directly using only shrinkage operators and fast Fourier transforms.

### 8.2.3 Reconstruction Quality Indicator

The performance of sensing matrices can be evaluated by the quality of reconstructed images, which is indicated using parameters such as the correlation coefficient ($r$). The formula is given below,

$$r = \frac{\sum_m \sum_n (A_{mn} - \bar{A})(B_{mn} - \bar{B})}{\sqrt{(\sum_m \sum_n (A_{mn} - \bar{A})^2)(\sum_m \sum_n (B_{mn} - \bar{B})^2)}} \quad (6)$$

where $A$ is the original image and $B$ is the recovered image.
8.3 Results and Discussion

8.3.1 Feedback-Based High Contrast Image

Ideally, a high-contrast image contains little information aside from the shape and location of the tumor. Therefore, to validate the efficacy of our feedback-based nonlinear imaging technique in early tumor detection, stage-1 orthotopic glioblastoma mouse (GBM) models infected with the human U87MG cell line were imaged 13 days after tumor implantation. As shown in Figure 1, the tumor area was highlighted in the feedback images with strong contrast, whereas these features were barely observable in the conventional T2-weighted images. If we fit the time constant for each pixel, we can get the mapping for both methods, and it becomes clear that feedback mapping is able to highlight the tumor location. Recall that for the physical origin of the feedback field as expressed in equation (2), the dependence on the instantaneous magnetization amplifies the difference in the magnetic susceptibility between early-stage tumors and normal healthy tissues, leading to the contrast enhancement around fivefold in early tumor detection.

![Figure 1](image)

**Figure 1.** Representative result from mouse brain thirteen days after tumor injection. In comparison to the low contrast T2 weighted (A) time constant mapping and (B) image, a high contrast (C) time constant mapping and (D) image using the radiation damping feedback field successfully highlight and circle the location of the actual tumor.
8.3.2 Sparsity of High Contrast Image

Sampling images using an appropriate mechanism is essential to the faithful reconstruction of those images. Thus, a sensing matrix plays a significant role in the compressive sensing framework. Data points for the image reconstruction were collected using Gaussian and patch sensing matrices, both having the same dimensions as the original image, but the sparsity was only 50% of the full k-space data. As shown in Figure 2, the Gaussian sensing matrix creates a random sampling pattern, while the patch sensing matrix reflects the underlying signal density of k-space, which is not uniform but is more concentrated for the lower-frequency components at the center of k-space and falls away towards the periphery.

In order to evaluate the performance of the patch sensing matrix-based nonlinear iteration technique in compressive sensing MRI, the image reconstruction quality indicator, including the correlation coefficient with the original image and the correlation coefficient at the tumor site, was computed from three reconstructions: a recovered T2-weighted image by Gaussian sensing matrix, a recovered feedback-based image by Gaussian sensing matrix, and a recovered feedback-based image by patch sensing matrix. The overall random nature of the sampling of data points requires that the reconstruction be run for many different sets of missing data in order to obtain an accurate measurement for the quality indicator. Thus, the average correlation coefficients calculated from 30 different sets were plotted as a function of sparsity in Figure 3. It can be seen that, regardless of the imaging technique and the sensing matrix used for recovery, values of both the average correlation coefficient with the image and the average correlation coefficient at tumor site decreased as less data was collected for the reconstruction. However, the use of the patch sensing matrix yielded a better reconstruction quality than the results achieved using the Gaussian sensing matrix. As illustrated in Figure 3, the solid red line, which
Figure 2. The structure and sampling mechanism of the Gaussian sensing matrix (left) and the Patch sensing matrix (right). Both sensing matrices have the same dimension as the original image, but the sparsity is only 50% with respect to the full k-space data.

The correlation coefficient for the image calculated using the patch sensing matrix was still close to 1.0, but it was only 0.85 when using the Gaussian sensing matrix. This is because, even though both sensing matrices were based on a random sampling mechanism, the Gaussian matrix was completely unstructured, while the cross structure of the proposed sensing matrix filtered out portions of the periphery, as most of the energy of images is concentrated around the k-space origin.

The comparisons between the solid red line and the solid black line to the solid blue line revealed the advantage of using the nonlinear iteration technique. As the sensing matrices became increasingly sparse, the correlation coefficients computed from the T2 weighted imaging
technique (solid blue line) dropped dramatically, which indicated that more data is needed to ensure a satisfactory reconstruction. In contrast, the nonlinear iteration imaging technique showed a more consistent performance, since both the solid red line and the solid black line dropped slowly. If we choose the Gaussian sensing matrix as the data sampling mask, by comparing the solid black line and solid blue line in Figure 3A, we may conclude that the feedback-based imaging technique offered a relatively poor recovery performance in terms of the average correlation coefficient of the image, as the larger relative standard deviation from the T2 weighted image, as summarized in Table 1, indicated a lack of consistency in reconstruction. Moreover, for making a medical diagnosis of an early stage tumor, the correlation coefficient at the tumor site is of greater importance. As seen in Figure 3B, the average correlation coefficient calculated from the feedback-based image (solid black line) was relatively larger than the one calculated from T2 weighted image (solid blue line). And the smaller standard deviation, as summarized in Table 1, indicated that less data can be safely acquired without the significant loss of information when recovering the feedback-based image.

To further confirm that the use of the nonlinear iteration imaging technique and the patch sensing matrix can benefit early tumor detection in compressive sensing MRI, the result of the average contrast-to-noise ratio (CNR) was plotted as a function of sparsity in Figure 4. Since early-stage tumors are often too small to be detected, in the conventional T2 weighted image, the CNR values represented by the solid blue line remain flat and hover around zero. With an increased amount of undersampled data, the CNR values fell below zero, indicating that increased noise interfered with the major MR features and resulted in low quality reconstruction.
Figure 3. Plot of the average correlation coefficient with the image (A) and the average correlation coefficient at the tumor site (B) as a function of sparsity. Values of correlation coefficients were computed from three reconstructions: the T2-weighted image that was recovered using the Gaussian sensing matrix (solid blue line), the feedback-based image that was recovered using the Gaussian sensing matrix (solid black line), and the feedback-based image that was recovered using the proposed patch sensing matrix (solid red line). 30 different sets of randomly sampled data were collected to measure the reconstruction performance.
using the completely unstructured Gaussian sensing matrix. When the nonlinear iteration technique was applied to imaging, the CNR values were elevated significantly. It was consistent with the results of the original feedback-based image and the time constant mapping image shown in Figure 1. The feedback field is sensitive to the small resonance offset differences between early-stage tumors and healthy tissues; therefore, the limited contrast can be amplified by generating nonlinear spin dynamics. The application of the proposed patch sensing matrix in image

**Figure 4.** Plot of the average contrast-to-noise ratio as a function of sparsity. Values of CNR were computed from three reconstructions: the T2-weighted image that was recovered using the Gaussian sensing matrix (solid blue line), the feedback-based image that was recovered using the Gaussian sensing matrix (solid black line), and the feedback-based image that was recovered using the proposed patch sensing matrix (solid red line). 30 different sets of random sampled data were collected for to measure the reconstruction performance.
recovery can further improve the contrast-to-noise ratio over 1.5-fold with around only 60% of the data collected. The solid red line plotting the results obtained using the patch sensing matrix is much higher than both the solid black line and the solid blue line plotting the results obtained using the Gaussian sensing matrix. This is consistent with the result shown in Figure 3, as the proposed patch sensing matrix reflects the underlying signal density of the k-space data. Combining the nonlinear iteration imaging technique with the centrally concentrated sampling mechanism not only yielded better reconstruction quality in terms of the average correlation coefficients but also provided a robust and enhanced contrast-to-noise ratio for early tumor detection.

8.3.3 Reconstructed Image Results

Representative results of MRI reconstructed images, illustrated in Figure 5, further validate the advantages of applying the nonlinear iteration imaging technique and the patch sensing matrix to compressive sensing MRI. The tumor location was circled in red in the original feedback-based image reconstructed using the full k-space data (Figure 5A). The T2 weighted image that was recovered using the Gaussian sensing matrix (Figure 5B), the feedback-based image that was recovered using the Gaussian sensing matrix (Figure 5C), and the feedback-based image that was recovered using the patch sensing matrix (Figure 5D) were compared to Figure 5A. Both sensing matrices were 50% sparse and had the same dimensions as the original k-space. As shown in Figure 5, all three recovered images displayed important MR features and details, such as the shape of the brain, white matter and gray matter. However, since T2 weighted imaging is a relaxation-based technique, it was difficult for us to delineate the tumor location in Figure 5B. In addition, as the reconstruction was carried out using a 50% sparse Gaussian sensing matrix, the poor reconstruction quality rendered the recovered image noisier, which
further blurred the tumor area and resulted in a negative contrast-to-noise ratio, which was consistent with the results discussed in Figure 3 and Figure 4. In contrast, the tumor location was

**Figure 5.** Representative results of MRI reconstruction: (A) feedback-based image reconstructed using the full k-space data, (B) T2 weighted image reconstructed using the Gaussian matrix, (C) feedback-based image reconstructed using the Gaussian matrix, (D) feedback-based image reconstructed using the proposed patch sensing matrix. Both the Gaussian sensing matrix and the patch sensing matrix have the same dimensions as the original image, but the sparsity is only 50% with respect to the full k-space data.
highlighted in the feedback-based image recovered using the Gaussian matrix. And the proposed patch sensing matrix performed even better in the image recovery. Besides the higher average correlation coefficients and contrast-to-noise ratio, it can be seen that Figure 5C is smoother than the other recovered images. Since we filter out most periphery data, the features of the tumor are readily apparent. When more data points are retained, the image will have higher resolution and less noise. This is to be expected, since the central region of k-space controls the contrast of image, with the surrounding region encoding much of the resolution.

The use of the nonlinear iteration technique enhanced the contrast five times better than the conventional imaging methods, but the introduction of the feedback field required us to determine the specific set of parameters for yielding the optimal contrast, which were typically unknown at the onset of measurement. The use of the patch sensing matrix not only accelerated the image acquisition but also extracted all important features and information regarding the early-stage tumor. Future investigation will need to be carried out in order to determine the optimal set of MR experimental conditions for optimizing the contrast through trial and error, and updating the sensing matrix structure and sampling mechanism to obtain a higher quality reconstruction while collecting less data.
Table 1. Performance of the nonlinear iteration technique with patch sensing matrix in compressive sensing MRI evaluated using reconstructed correlation coefficients and contrast-to-noise indicators.

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Sparsity</th>
<th>40%</th>
<th>50%</th>
<th>60%</th>
<th>70%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Avg*1</td>
<td>Std*2</td>
<td>Avg</td>
<td>Std</td>
</tr>
<tr>
<td>Correlation Coefficient with The Image</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feedback Patch</td>
<td></td>
<td>0.9736</td>
<td>0.001</td>
<td>0.9561</td>
<td>0.007</td>
</tr>
<tr>
<td>Feedback Gaussian</td>
<td></td>
<td>0.9216</td>
<td>0.031</td>
<td>0.8853</td>
<td>0.031</td>
</tr>
<tr>
<td>T2 Gaussian</td>
<td></td>
<td>0.9513</td>
<td>0.035</td>
<td>0.9264</td>
<td>0.042</td>
</tr>
<tr>
<td>Correlation Coefficient at Tumor Site</td>
<td></td>
<td>0.9993</td>
<td>8.2e-4</td>
<td>0.9988</td>
<td>3.7e-4</td>
</tr>
<tr>
<td>Feedback Patch</td>
<td></td>
<td>0.9977</td>
<td>0.001</td>
<td>0.9959</td>
<td>0.003</td>
</tr>
<tr>
<td>Feedback Gaussian</td>
<td></td>
<td>0.9974</td>
<td>0.001</td>
<td>0.9963</td>
<td>0.002</td>
</tr>
<tr>
<td>T2 Gaussian</td>
<td></td>
<td>12.000</td>
<td>0.517</td>
<td>9.8960</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td>Feedback Gaussian</td>
<td>5.3e-4</td>
<td>0.434</td>
<td>-0.014</td>
<td>0.563</td>
</tr>
</tbody>
</table>

*1: Avg stands for average values

*2: Std stands for standard deviation
8.4 Conclusion

A computational thinking method for contrast enhancement and imaging acceleration in compressive sensing MRI was proposed in this current paper. The new method used a patch sensing matrix to reconstruct the feedback-based image. The performance was validated by our experimental and simulation results, as the correlation coefficients and contrast-to-noise ratios were significantly improved in comparison to the conventional imaging and reconstruction methods. The success of applying this combined nonlinear iteration technique in advanced clinical biomedical diagnostics can benefit the detection of early stage tumors, where it is becoming increasingly necessary for clinical purposes to generate high-contrast images in a short period of time.
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Chapter 9

MRI Contrast Enhancement in Early Tumor Detection by Using Nonlinear Spin Dynamics in a Radiation Damping Field: Insight from Simulation

9.0 Abstract

Use of MRI to detect early stage tumors, has been severely limited by the imaging contrast. Conventionally, contrast is generated by the varying magnetic resonance properties of different tissues. However, when these differences are minimal, the desired contrast may not be achievable even after a long evolution time. In this paper, we presented a novel approach that utilizes the chaotic spin dynamics induced by the nonlinear evolution of spin system in the presence of a radiation damping feedback field. This approach yielded a more stable and robust contrast that is sensitive to small magnetic susceptibility variations than can be achieved using traditional MRI methods. We first confirmed theoretically the effectiveness of manipulating the spin dynamics by performing Monte Carlo simulations. Experimental results further demonstrate the promise that this approach has for improving the biomedical diagnosis of early stage tumors.

9.1 Introduction

Immensely versatile and useful techniques using Magnetic Resonance Imaging (MIR) have been developed, serving a diverse array of applications ranging from physics to all branches of chemistry, molecular biology, and medicine. However, fundamental challenges limit the
further utility of MRI, including how to enhance the imaging contrast arising from small variations in MR parameters so as to discern the structurally and functionally important features that currently remain hidden using traditional MR imaging methodologies. This is especially important to biomedical diagnoses, where limited contrast makes it difficult to detect the subtle physiological differences that delineate the boundaries of early stage tumors and other lesions.

Image contrast in MRI is typically generated by relaxation properties that vary among different types of tissue. However, relaxation-based contrast mechanisms find their own constraints in the detection of early tumor, where relaxation parameters such as molecular dynamics barely differ between healthy tissues and early-stage tumors. It has been shown that the advent of new tumors can be distinguished macroscopically by their microvascular angiogenesis.\textsuperscript{1-7} In the presence of an external magnetic field, the tumor’s characteristic physiological microvascular and metabolic changes induce corresponding change in its magnetic susceptibility. However, the linear evolution of conventional imaging modalities, such as longitudinal $T_1$ and transverse $T_2$ relaxation-based contrast mechanisms, is relatively insensitive to these small differences, making it difficult to generate sufficient contrast between healthy tissues and early-stage tumors.\textsuperscript{8-9} Consequently, we became interested in pursuing a nonlinear approach, and one particular source of such nonlinear perturbation is radiation damping, which is a reactionary field that is dependent upon the coupling between the total sample magnetization and the receiver coil.

We demonstrated in this paper that, in the presence of a radiation damping feedback field, the manipulation of spin dynamics can induce an appreciable MRI contrast enhancement by amplifying the small magnetic susceptibility differences that distinguish healthy tissues from early stage tumors. We firstly explained the basic theory of the nonlinear evolution spin
dynamics and the effects of a radiation damping feedback field on the bulk spin system. Then, based upon a revised physiological model of the tumor microvascular system, we used Monte Carlo simulation to analyze the nonlinear behavior of spins under the influence of radiation damping. Furthermore, we discussed our prospective outcome by changing the simulation parameters and confirming our simulation results by comparing them to the experimental results. We hope our work can provide a novel method to simulate the spin dynamics under the microvascular magnetic agents, and thus improve the image contrast in early state tumor detection.

9.2 Methods

9.2.1 Nonlinear Evolution of Spin Dynamics

The nonlinear evolution of a normalized magnetization vector, $\mathbf{m}(\mathbf{r}) = \frac{\mathbf{M}(\mathbf{r})}{M_0}$ ($M_0$ is the equilibrium magnetization for pure water), can be denoted using a classical Bloch equation\(^{11-12}\)

$$\frac{\partial \mathbf{m}(\mathbf{r}, t)}{\partial t} = \gamma \mathbf{m}(\mathbf{r}, t) \times \mathbf{B}(\mathbf{r}, t) - \frac{m_z(\mathbf{r}, t)}{T_1(\mathbf{r})} \mathbf{2} - \frac{m_x(\mathbf{r}, t) \mathbf{y} + m_y(\mathbf{r}, t) \mathbf{y}}{T_2(\mathbf{r})}$$

(1)

where $\gamma$ is the gyromagnetic ratio, $T_1(\mathbf{r})$ and $T_2(\mathbf{r})$ are the longitudinal and transverse relaxation time constants, respectively. $\mathbf{B}(\mathbf{r}, t)$ is the effective local field perturbation experienced by $\mathbf{m}(\mathbf{r}, t)$ in the rotating frame, which is expressed as

$$\mathbf{B}(\mathbf{r}, t) = \Delta \mathbf{B}_x(\mathbf{r}, t) + \mathbf{B}_{rd}(\mathbf{r}, t)$$

(2)

As shown in equation 2, information concerning magnetic field inhomogeneities $\Delta \mathbf{B}_x(\mathbf{r}, t)$ and radiation damping $\mathbf{B}_{rd}(\mathbf{r}, t)$ is contained in $\mathbf{B}(\mathbf{r}, t)$. Note that the calculation of field perturbation $\mathbf{B}(\mathbf{r}, t)$ that gives rise to the change to the spin magnetization is pivotal to any Monte Carlo
model of the magnetic resonance signal, especially for the nonlinear evolution of the spin
dynamics under the influence of the joint effects of magnetic field inhomogeneities and radiation
damping. Thus, in our simulation, those two fields’ perturbations were modeled separately.

Magnetic field inhomogeneities\textsuperscript{13-15} emanate from intravascular/extravascular magnetic
susceptibility differences. Based on the infinite cylinder model (ICM) used to describe the blood
oxygenation level dependent (BOLD) contrast mechanism,\textsuperscript{16-17} blood vessels within the
microvasculature system can be approximated by randomly orientated infinite cylinders.
Therefore, the magnetic field inhomogeneities “felt” by a proton due to the magnetic
susceptibility differences induced by a specific infinite cylinder exposed to an external magnetic
field $B_0$ can be denoted as

\[
\Delta B_{z,\text{in}}(\mathbf{r}, t) = \frac{1}{2} B_0 \Delta \chi (\cos^2 \theta - \frac{1}{3}), \text{ intravascular}
\]

\[
\Delta B_{z,\text{ex}}(\mathbf{r}, t) = \frac{1}{2} B_0 \Delta \chi \left( \frac{r}{R} \right)^2 \sin^2 \theta \cos(2\phi), \text{ extravascular}
\]

where the external magnetic field $B_0$ is along $\hat{z}$ direction. $R$ is the cylinder radius and $r$ is the
distance from proton position to the cylinder axis. The angle $\theta$ is the angle between cylinder axis
and the external magnetic field $B_0$, while $\phi$ is the angle between vector $r$ and the projection of
$B_0$ onto the plane orthogonal to the cylinder axis. Moreover, $\Delta \chi$ is the susceptibility difference
between the intravascular and extravascular spaces, given by $\Delta \chi = HCT(1 - Y) \chi_{dHB}$, where
$HCT$ is the hematocrit, $Y$ is the fractional oxygenation, and $\chi_{dHB}$ is the susceptibility of
deoxyhemoglobin. As shown in equation 3, the effect of both intravascular and extravascular
magnetic field perturbations is to shift the water resonance frequencies, leading to the contrast
enhancement. However, such magnetic field inhomogeneities are independent of the
instantaneous magnetization, thus limiting the amount of contrast through the linear evolution of
spins. Therefore, we need to introduce the radiation damping feedback field, which can amplify the magnetic susceptibility differences by using nonlinear spin dynamics.

Radiation damping, according to Lenz’s Law, originates from the coupling between the receiver coil and the total transverse magnetization. Thus, this reactionary field can act back onto the sample, accelerating the magnetization back towards the equilibrium position. As a result, radiation damping can be succinctly described as a time-dependent field

\[ γB_{RD,+}(t) = \frac{i e^{-iφ}}{V\tau_r} \int_V \vec{m}_+(\vec{r}, t) d^3\vec{r} \]  

where \( m_+ = m_x + im_y \), \( φ \) is the radiation damping field phase, and \( \tau_r \) is the radiation damping field strength

\[ \tau_r = \frac{1}{2\pi\eta M_0 Q\gamma} \]  

where \( Q \) is the quality factor of the probe and \( \eta^{18} \) is the filling factor of the receiver coil. In light of equation 1, it can be seen from equation 4 that the explicit dependence of radiation damping on the sample magnetization renders the evolution of Equation 1 to be nonlinear.

### 9.2.2 Healthy Tissue and Early Tumor Physiological Models

Since infinite cylinders were used to represent blood vessels within the microvasculature network, both healthy tissues and early stage tumors can be modeled as an ensemble of randomly oriented cylinders surrounded by protons within a cubic voxel. Those homogeneous spatial cylinders, with size following the lognormal distribution (mean radius \( R = 10\mu m \) and standard deviation \( σ = 0.2 \)), were generated by randomly selecting points within the cube. 3000 protons were also placed randomly within the same cubic voxel, and each proton performed a 3D random walk inside this region with step \( λ = \sqrt{6DΔt} \), where \( D = 1\times10^{-9} m^2s^{-1} \) is the water diffusion coefficient and \( Δt = 5\times10^{-4} s \) is the time interval between each step. Since the cylinders used in our simulations were assumed to be impermeable, protons beginning a random
walk inside (outside) a cylinder therefore stayed inside (outside) that cylinder for the duration of its walk, and proton steps resulting in the penetration of cylinders were repeated until a collision-free-step was generated.

The differences between healthy tissue and early stage tumor models are difficult to establish because both tissues share a common morphology. According to tumor angiogenesis, when tumor is relatively small, it remains constrained within the organ it originated in and has not spread into surrounding tissues.\textsuperscript{19-22} Thus, it differs little from the surrounding healthy tissue in its microvasculature formation and structure. But cancer cells, like healthy cells, cannot live without oxygen and nutrients. Thus, it is to be expected that as the tumor cells grow faster than the healthy cells, their increasing oxygen consumption will raise the level of deoxyhemoglobin in the blood, resulting in a faster $T_2$ relaxation time. However, counteracting the increase in oxygen extraction from the blood is a much larger increase in cerebral blood flow from the existing vascular network to the tumor site, bringing it with more oxyhemoglobin. In addition, as the tumor gets bigger, it induces angiogenesis to support its continued growth. With more surrounding capillaries providing oxygen to the tumor area, the net effect is a regional decrease in the level of paramagnetic deoxyhemoglobin as well as a smaller $T_2$ relaxation rate than that of healthy tissue.

So in our simulation, for healthy tissue, the susceptibility of deoxyhemoglobin $\chi_{dHb}$, as reported, has a value of 2.28 ppm in SI units. The blood oxygenation level was set up as 0.5 with a hematocrit $HCT$ of 40%. 40 cylinders were assigned within the cubic voxel so that the volume fraction was around 2%. While for early-stage tumors both the susceptibility of deoxyhemoglobin $\chi_{dHb}$ and the hematocrit $HCT$ maintain the same values, the blood oxygenation level and the volume fractions of blood vessels around the tumor will vary as a
manifestation of the abnormal metabolism of the early stage tumor. Since there is a decrease in the concentration of deoxyhemoglobin, the blood oxygenation levels for the early tumor were set up as 0.52, 0.55, 0.60, and 0.70 separately, and 10 capillaries with radius $R = 3\mu m$ were added into the original microvascular network to simulate the volume fraction changes.

### 9.3 Results and Discussion

#### 9.3.1 Physiological Model

To confirm that our nonlinear imaging approach yields a better contrast, the validity of the physiological model was assessed at first by evaluation of the results of the 3D Monte Carlo simulations. The physics underlying a Monte Carlo simulation is simple: as protons diffuse through a magnetically inhomogeneous medium, their magnetic spins acquire phase differences with respect to one another, causing destructive interference and thus a characteristic macroscopic decay. We collected the MR signal attenuation as a function of time and calculated the transverse relaxation rate due to the magnetic field inhomogeneities and diffusion. By comparing the observed decay rate with published real world data, we are able to assess the validity of our physiological model for healthy tissues and early stage tumors.

With the assumption that blood vessels are treated as infinite cylinders with homogeneous susceptibility, we generated a microvascular network for healthy tissue (Figure 1a) and an early stage tumor (Figure 1b). The basic configurations for both systems were identical: the total number of magnetized, randomly oriented cylinders was 40, with each size following the lognormal distribution (mean radius $R = 10\mu m$ and standard deviation $\sigma = 0.2$), so that the volume fraction of all cylinders within the cubic voxel was 2%. However, we added 10 more randomly distributed cylinders with size $R = 3\mu m$ into the tumor’s microvascular network to
Figure 1. Physiological model of microvasculature structure for both (a) healthy tissue and (b) an early stage tumor represented by randomly oriented cylinders. (c) MR transverse signal attenuation as a function of time under different blood oxygenation levels and (d) MR transverse signal attenuation as a function of time for early stage tumors and healthy tissue.

show a higher vessel intensity, as shown in Figure 1b. Such changes, as described, functionally support the tumor’s need for extra blood flow. In addition to the induced angiogenesis, the tumor’s blood oxygenation level differences also contributed to its abnormal metabolism.

Figure 1c illustrates the transverse MR signal attenuation as a function of time under different blood oxygenation levels, where the red line represents the healthy tissue with a blood oxygenation of level $Y = 0.5$, and the other colored lines represent tumors with blood oxygenation level ranging from $Y = 0.52$ (black) to $Y = 0.70$ (green). When the blood flow is
sufficiently high, the oxygen transported by the induced vessels increases the blood oxygenation level and therefore decreases the concentration of deoxyhemoglobin around the tumor. The absence of paramagnetic deoxyhemoglobin in the blood vessels causes a susceptibility difference between the vessels and their surrounding tissues. Such susceptibility differences cause dephasing of the MR proton signal, leading to a change in the value of $T_2^*$. That is why the lines that represent the oxygenation levels of the early stage tumor, as shown in Figure 1c, are higher than the line for the healthy tissue. As reported in the previous literature, the transverse relaxation rate of healthy tissue is 20% faster than the rate of the early stage tumor 13 days after inoculation; however, a difference that significant can already be distinguished through traditional clinical MR imaging protocol. For practical consideration, we choose $Y = 0.55$ with ten more vessels added to model early tumor at stage I, and the difference of transverse relaxation between healthy tissue and early tumor, as shown in Figure 1d, is as small as 0.05, where the blue line stands for the model of the early stage tumor, which gives a relaxation time of $T_2^* = 6ms$ compare to $T_2^* = 5.8ms$ for healthy tissue.

Our validated physiological model suggests that the early stage tumor’s relaxivity depends upon the abnormal characteristics of its metabolism, which include the induced angiogenesis and blood oxygenation level. We now consider the implications of the model for the tumor at (a) stage II and III and (b) stage IV. For scenario (a), there will be more vessels around tumor area and an increased blood supply, and therefore the greater magnetic susceptibility differential will make it relatively easy to distinguish the tumor from healthy tissue using traditional MRI. For scenario (b), the tumor is at a late stage, and the vessels around the tumor do not functionally supply blood flow. With the insufficient oxygen, the level of
deoxyhemoglobin increases, and the tumor will suffer from hypoxia, leading to a faster MR transverse signal decay.

**9.3.2 Linear Spin Dynamics**

If the local effective field only contains the information from magnetic field inhomogeneities, the spin dynamics, as described by Bloch equation 1, are linear. Followed the spin echo pulse sequence, which gives rise to the $T_2$ weighted image, we performed the Monte Carlo simulation within the physiological model established above. Both the evolution of transverse magnetization and its corresponding accumulated contrast are shown in Figure 2. As we can see, with the presence of magnetic field inhomogeneities, the MR signal from both tissues showed exponential decay, which is the traditional $T_2$ relaxation. The signal from healthy tissue decays faster than the signal from the early stage tumor due to its abnormal metabolism, which is consistent with the experimental result. However, the conventional $T_2$-weighted imaging method is relaxation-based and insensitive to such small susceptibility differences. Consequently, as the bulk spin systems evolve with time, the net transverse magnetization of early stage tumor (blue line) deviates little from that of healthy tissue (red line). The accumulated contrast, as shown in Figure 2b, was fairly limited, with the maximum contrast of 0.02. Such a minimal contrast can be indistinguishable from noise, which renders it useless in differentiating an early stage tumor from healthy tissue. As a matter of fact, the evolution of the $T_2$ spin dynamics is constrained within two-dimensions by the presence of magnetic field inhomogeneities, which reflects the linear property of such dynamics. Therefore, we looked for a nonlinear magnetic field perturbation, which can use the spin chaos to amplify the subtle magnetic susceptibility differences.
9.3.3 Nonlinear Spin Dynamics

The inherent dependence of the radiation damping field on the magnetization, as described in equation 4, renders original Bloch equation nonlinear, thus causing the dynamics to become chaotic and unpredictable. The Monte Carlo simulation was performed within the same physiological model in the presence of radiation damping field. It can be seen that the net magnetization of the healthy tissue (red line) and early stage tumor (blue line) effectively repel each other as they spiral towards separated regions of the Bloch sphere, which is illustrated as 3D spin dynamics configuration in Figure 3a. The accumulation of the contrast can be tracked by the measurement of the average transverse magnetization shown in Figure 3b and the average longitudinal magnetization shown in Figure 3d. As seen in Figure 3c and Figure 3d, the maximum contrast accumulated through the nonlinear evolution in the presence of the radiation damping field was about five times higher than that of conventional $T_2$-weighted imaging, as shown in Figure 2b. More impressively, the contrast between the two components grew as the systems converged. This chaotic dynamic was unexpected, as the evolution of spins in the
absence of radiation damping simply follows the exponential decay and gives rise to limited contrast. The mechanism of this novel approach is a direct consequence of the radiation damping field’s tendency to minimize itself. The effect of the radiation damping field, by its description in equation 4, is to naturally bring the total magnetization back towards a more stable equilibrium orientation. Since the radiation damping field is dependent on the instantaneous magnetization, tissues with more contribution tends to be affected more significantly. As a result, the signal from the healthy tissue decayed even faster than that of the early stage tumor tissue, as shown in Figure 3b and Figure 3d, with the highlighted region of tumor should be on the actual clinical image. Moreover, relaxation must be taken into account when considering the development of the contrast between different tissues, as it was previously ignored in the simulation. Relaxation will surely impede the long-term stability of the convergence and contrast, as the signal in vivo cannot last more than a few hundred milliseconds and will completely saturate long before the magnetization is able to converge. Despite the signal’s proclivity to eventually saturate, we still expect that the initial evolution of the magnetization will advance toward fixed-points. As can be seen in the simulation results Figure 3c and Figure 3e, the developed contrast resulting from the radiation damping is significant at early times, requiring additional evolution time to allow the magnetization to stabilize.
Figure 3. (a) 3D nonlinear spin dynamics configuration of normalized magnetization. (b) MR transverse signal attenuation as a function of time for both healthy tissue and the early stage tumor with (c) the corresponding accumulated contrast. (d) MR longitudinal signal attenuation as a function of time for both healthy tissue and the early stage tumor with (e) the corresponding accumulated contrast.

9.3.4 In Vivo Experiments

Simulation results indicated that the application of the radiation damping field requires only a slight resonance offset to generate an effectively robust contrast to differentiate the early stage tumor from healthy tissue. An in vivo experiment was performed to verify the effectiveness of this new imaging technique. Stage-I orthotopic GBM mouse models infected with the human U87MG cell line were imaged after 8.4 days’ implantation, as shown in Figure 4. By using an active feedback circuit at 300MHz with a micro-imaging probe, the appearance of the early stage tumor in the image (Figure 4a) was much clearer than in the conventional $T_2$-weighted imaging (Figure 4c). By calculating the average intensity of the tumor pixels and the average intensity of normal brain tissue pixels over time, the maximum contrast-to-noise ratio (CNR) of this active
feedback method was found to be 4.775, which is almost five times higher than the 1.129 maximum CNR of the $T_2$-weighted image. By fitting the time constant for each pixel, we were able to obtain the mapping for both the active feedback method (Figure 4b) and the $T_2$-weighted method (Figure 4d), clearly demonstrating that the feedback mapping is able to highlight the early stage tumor location.

9.4 Conclusion

In order to determine how best to enhance the MRI contrast in early tumor detection, we developed a general nonlinear spin dynamics manipulation scheme in the presence of a radiation damping field, leading to the accumulation of a more robust contrast than can be obtained using the conventional imaging method. We confirmed this novel approach theoretically, by carrying out a Monte Carlo simulation within a physiological model of healthy tissue and an early stage tumor, which was based on the magnetic field inhomogeneities that arose from differences in the intravascular/extravascular magnetic susceptibility. As shown by the simulation results, the nonlinear evolution of the spin chaos induced by the radiation damping field is sensitive to small variations in the magnetic susceptibility of healthy tissue and early stage tumors, resulting in an extraordinary fivefold contrast enhancement for imaging purposes. The experimental data further verified the feasibility and outcome of such a nonlinear feedback mechanism. By designing novel pulse sequences in the presence of an enhanced radiation damping feedback field, we were able to fully manipulate the nonlinear spin dynamics and amplify the small magnetic susceptibility differences to expand the potential applications of MRI in the clinical biomedical diagnosis of early stage tumors.
Figure 4. Representative results of *in vivo* images and parameter mapping for Stage-I orthotopic GBM mouse models infected with the human U87MG cell line. (a) Active-feedback image and (b) the corresponding parameter mapping, (c) $T_2$-weighted image TE=50ms and (d) the corresponding parameter mapping.
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Chapter 10

Conclusion and Outlook

Cancer has taken a devastating toll on our society. Its staggering economic impacts dramatically escalate insurance costs and drive families into bankruptcy. Millions live in fear, suffer, and all too often die. When President Richard Nixon declared a war on cancer in 1971, many believed the cure was right around the corner. But there is no magic bullet or miracle cure to this complex, multi-faceted set of illnesses. That said, very real progress can be made through incremental steps that find new ways to attack the disease and improve on existing methods.

In this dissertation, I have proposed an in vivo nano-theranostic system of combined hyperthermia/MRI to simultaneously diagnose and treat cancers. Through active (e.g., antibody-antigen) and passive (e.g., enhanced permeability and retention effect) targeting mechanisms, supramolecular magnetic nanoparticles can serve both as powerful “molecular beacons” to enhance the MR image contrast for early lesion detection and as “molecular bullets” to kill cancer cells and, through hyperthermia, control the release of cancer drugs directly to the tumor site.

Both theoretical calculations and experimental results have validated the applicability and efficacy of my proposed technique: a novel model to evaluate and optimize the heating efficiency of magnetic nanoparticles for in vivo MR nano-theranostic hyperthermia, a computational thinking method was established for imaging acceleration, a home-built active feedback electronic device to control the non-linear chaos in spin systems, and general spin amplification dynamics designed for the contrast enhancement in MRI.
More work needs to be done in order to realize the clinical application of this *in vivo* nano-theranostic system of combined hyperthermia/MRI. I plan to continue my research on designing experiments to examine the performance of the high-field MRI hyperthermia using the proposed possibilities, organizing data regarding the contrast enhancement in tumor detection through active feedback MRI, and using artificial intelligence to train MR images to improve the efficiency of data acquisition. I look forward to carrying out transformational work on fundamental physical chemistry theories and advancing nano-theranostic techniques into life-saving applications. The molecular diagnostics and targeted therapeutics described in my dissertation represent an important front in our war on cancer. Working in an interdependent and collaborative manner, I hope to complete this clinical paradigm for solving real-life cancer problems.