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Chapter 1

Product Innovation Investments and Supply Chain Contract Leadership for Broader Market Coverage

Abstract

Many new technological and product innovations, including some life-saving ones, traditionally traverse a sequentially downward path of gradually lowering costs and prices, which limits their initial availability and affordability to the lower-end of the market. In this paper, we focus on the question of how to achieve broader market coverage for innovative products. We unearth a new innovation investment degree of freedom in a multi-tiered supply chain that offers firms the ability to expand market coverage. We show that deliberately choosing which firm in a multi-tiered supply chain invests in product quality improvement and acts as a leader by initiating contract offers can have a significant impact on the market coverage of the product. Aligning product innovation investor decision with price-quantity decision-making leads to greater total supply chain profits and market coverage. We go beyond a normative prescription by identifying conditions under which tier-wise rational leadership transfers occur and discuss how to align individually rational schedule of leadership transfers with an optimal schedule that results in higher market coverage. These findings have subtle, but important, implications for firms launching innovative products and aspiring to expand market coverage while continuing to maximize profits. Specifically, to obtain broader market coverage for its innovations, innovating firms in a supply chain should finely tune the level of innovation investment, identity of the investor, and contract leadership. These results offer opportunities for firms to expand market coverage while maximizing profits.
1.1 Introduction

Technological advances, based on Research & Development (R&D), lead to new product and process innovations that elevate the standard of living of societies and individuals over time. However, innovations traditionally traverse a sequential path of gradually lowering costs and prices making them available/affordable to the high-end customers first and to the broader market only over a period of time (Battacharya et al. 2003). Even such important life-saving innovations such as passenger airbags and seat belts tended to be exclusive to luxury models and unavailable/unaffordable to the mass market for over a decade. For example, Mercedes-Benz first introduced airbags in its high-end S-Class models in the early 1980’s, but it took a decade or more for the lower-end of the automotive market to avail of and benefit from the safety features of the airbag technology.

As innovating organizations face intensifying competition, a major opportunity exists to create social surplus as well as profits and market value by expanding the coverage of innovative products. Such an approach of making new higher-performance quality products available and affordable to a broader swath of the market (as opposed to being limited to a narrow segment of high-end customers) constitute a form of inclusive innovation (which can also be achieved by other approaches such as frugal innovation that have become a topic of great interest in the industry). However, such inclusiveness has been difficult to achieve in the past due to a combination of higher costs (of development and production) and a desire by firms to extract the surplus generated by higher-end customers. This is the case for large established vertically-integrated monopolistic firms (with proprietary technology) that pursued development, production, and distribution in-house and whose profit-maximizing solution to introducing new higher-quality products is to cater to a narrow higher-end niche of the market (Moorthy and Png 1992).

Increasingly, however, more firms are focusing on specialized tasks (such as production or distribution) and turning to suppliers and partners outside of the firm for component and sub-system development. This is particularly the case in R&D and new product development, which do not show a clear empirical evidence of scale benefits Cockburn and Henderson (2001). Consequently, many large firms have turned to suppliers for their new product candidates, resulting in the emergence of multi-lateral supply chains that offer the benefits of specialization but may suffer from coordination and agency issues/costs that must be carefully managed. These coordination and agency issues can further restrict market coverage and cause products to become even more exclusive (Villas-Boas 1998). However, new internet-based search and networking technologies have made customers much more aware of and clamor for innovative technological developments; therefore, it is becoming important for manufacturers to be more inclusive in such a democratizing market
We propose and formalize the notion that a deliberate choice of product innovation investments by supply chain partners offers an opportunity to broaden market coverage and be more inclusive. This is particularly the case for complex products (such as next-generation automobiles and aircraft) whose performance quality improvement entails significant and non-linear development and production costs. Increasingly, software and hardware are integrated in cutting-edge products, such as those using wireless sensors and associated software to create smart products. Such products exhibit a cost structure with both fixed development costs and variable production costs that must be covered using investments to reach a certain concrete level of product quality.

One of our study companies that markets electric cars to US consumers offers a good illustration of the underlying issues considered in the paper. Electric cars present a cleaner emission-free alternative to conventional internal combustion engine-based automobiles, but they must achieve product innovation/performance quality improvement to overcome customer range anxiety arising from running out of battery power midway through a journey without access to a charging station. High quality electric cars that have a relatively long range are also quite expensive and are not affordable for broader segments of the market. A key limiting factor is the vehicle’s battery, which is designed and manufactured by an upstream Tier 2 supplier and then assembled into an electrical subsystem by a Tier 1 supplier before being integrated and distributed by our focal Tier 0 firm into a fully-functional electric vehicle. Our study company is acutely focused on maximizing the product’s attractiveness as well as the available market for its products by making it more inclusive. The analysis presented in the paper offers such firms a new degree of freedom that not only entails higher-quality products and profits but also broader market coverage for such innovations. We now begin with a discussion of the literature related to our work.

1.2 Literature Review

There exists a substantial body of literature in the Economics and Management domains on the investments needed for innovation/R&D and the impact they engender in terms of social welfare and industry/firm profits. More than 50 years of Economics literature on R&D investments was initially reviewed by Griliches (1979) and most recently by Hall et al. (2009) – these papers vividly depict the challenges of measuring the returns to R&D and also show that investments are associated with strongly positive firm (private) and social returns. Nevertheless, these papers do not detail who should make these investments in a network of firms to achieve the best social/economic outcomes. The issues regarding the organization of R&D activity and contractual arrangements (such as the allocation of property rights) have also been studied by Economics
researchers starting with the work of Aghion and Tirole (1994). Grossman and Hart (1986) develop a theory of costly contracts to examine benefits of integration/control when it is difficult to write and enforce complete contracts. Hart and Moore (1990) further examine distortion worker and manager incentives under different levels of integration. Stein (2002) examines extent of vertical integration on capital allocation to competing investment projects. Although they provide a good foundation for study of costs and incentives under different ownership structures, these papers do not deal with the issue of achieving broader (inclusive) market coverage for innovative products in a supply chain context.

Recently, product innovation has been a topic of active research interest in the Management Science/Operations Management literature by Krishnan and Ulrich (2001), but most of the literature has tended to be single-firm-centric focusing on project scheduling and management. There is a small stream of work on the interactions between product and supply chain design decisions, (Ulrich and Ellison 2005, Grahovac and Parker 2003). However, this literature focuses only on how a single firm should make decisions involving its suppliers, rather than the interaction between the decisions of firms. Closer to our paper is the work of Bhaskaran and Krishnan (2009) who study the joint-development of products in a bi-lateral supply chain context; however, they focus on contractual arrangements between firms that extend beyond revenue sharing to include the sharing of development cost and work. In contrast, this paper focuses on understanding the linkage between the source of innovation investments and the ensuing market coverage in a trilateral supply chain.

Innovative products exhibiting strong integration of hardware and software components require the careful modeling of both variable and fixed costs. For example, one of our study companies marketing electric vehicles incurs both the development cost of attaining technical capacity to deliver vehicles with a specific battery range as well as the production cost associated with manufacturing and customer support. The effects of development cost in isolation have been studied extensively in the vertical product differentiation literature in Economics - specifically, Shaked and Sutton (1982) and Bonanno (1986) examine environments in which investment in quality is primarily associated with development costs. Alternatively, increased product quality may result in production costs that are convex in product quality as modeled by the classic papers of Mussa and Rosen (1978). We consider a setting where a product’s development and production costs are both significant - modeling the non-linear form of both development and production costs is important and non-trivial. That is, it requires more than combining the two strands of literature and offers additional insights into how investor and leadership positions may have to change as costs decrease during the innovation process.

There exists a related stream of literature on products introduced sequentially to the market while experiencing rapid quality improvements, referred to as rapid sequential innovation (Dhebar 1994, Kornish
2001, Ramachandran and Krishnan 2008). However, this literature is primarily concerned with the purchase timing dilemmas of consumers when products improve in discounted terms, and the steps a monopolistic firm may take through pricing and product design to address such consumer concerns. This stream does not consider the context of a supply chain and does not focus specifically on broadening the market coverage.

Suppliers that invest in component technological innovation often wrestle with the issue of other supply chain participants not making mutually aligned decisions; as a result, they may under-invest in component technologies - downstream firms may sometimes decide to make the investment to foster innovation. Many papers in marketing and supply chain operations have studied the interaction between vertical firms and have proposed mechanisms to deal with price-quantity coordination problems (Jeuland and Shugan 1983, Lee and Staelin 1997, Cvsa and Gilbert 2002). Similar models have been used to analyze the effect of innovation by one of the firms on its channel partners. Gupta and Loulou (1998) study how interactions between firms in a channel affect innovation. Gilbert and Cvsa (2003) analyze the effect of strategic commitment to price by a supplier to stimulate downstream innovation in a supply chain. However, this stream of literature deals primarily with prices and quantities and ignores the decision-making about product quality, which constitutes the core of product innovation. Furthermore, complex contracts do not seem to be widely embraced by the industry due to the cost of implementing them (Arrow 1984). We address the misalignment/coordination problems in a way that keeps contracts simple - similar to the approach taken by Jerath (2007) for aligning marketing and operations efforts within a firm. The optimality of a contract leader position in a supply network has been examined by Majumder and Srinivasan (2008), who generalize the notion of double-marginalization from Spengler (1950) to show that contract leadership affects total supply chain profits. This literature provides us with a convenient solution approach to establish the equilibrium price and quantity resulting from a sequence of wholesale price contracts. However, our paper focuses on the identity of an investor, the choice of product quality, and the resulting profit and market coverage for complex products.

In this paper, we examine deliberate transfers of contract leadership as an additional degree of freedom that allows supply chains to adjust their leadership configuration at different stages of a product’s lifecycle to achieve broader market coverage and higher total supply chain profits. A similar notion of profit improving dynamic adjustments in the individual firm’s strategy and supply chain structure is examined by Druelhl et al. (2009), identifying optimal time-pacing strategies for new product development, and Xiao and Xu (2012), using sequential royalty revisions to realign incentives between the innovator and the marketer of a new product. Furthermore, Rhee et al. (2012) study the patterns of high-end encroachment in which new products gradually become available to a broader share of the market driven by cost reductions and technology improvements.
There is also an emerging stream of literature studying the impact of the supply chain and organization structure on equilibrium outcomes in static environments. Bimpikis et al. (2014) use a supply network perspective to show the adverse effects of multi-sourcing in mitigating the aggregate disruption risk. Similar to the normative prescription of optimal contract leadership offered in our paper, Girotra et al. (2010) identify optimal organizational structure for the generation of new product ideas and Roels et al. (2010) study optimal contract types for delivering collaborative services. Our work, however, is focused on broader coverage for innovative products. We now turn to the discussion of the modeling framework before presenting and discussing the key results.

1.3 Model

We consider a three-tier supply chain that involves the development, production and distribution of an innovative product. In the three-tier supply chain, basic components are supplied from an upstream Tier 2 to an intermediate assembler, Tier 1, followed by final integration, marketing and distribution at downstream Tier 0. For example, in the electric car case mentioned above, the battery supplier represents the Tier 2 firm; the electric subsystem assembler would be a Tier 1 firm, and the manufacturer/OEM would be considered as a Tier 0 firm, which sells products directly to consumers whose total market size is $N$. Our stylized model and analysis methodology can be easily extended to more tiers and supply networks, and key qualitative insights are preserved under supply networks of arbitrary size and complexity in monopolistic settings with deterministic demand.

The quality of the product to consumers is a function of its marketing, assembly and the quality of the components. For instance, in the case of an innovative product such as an electric car, the quality of a product to consumers is a function of its component performance (such as battery range), subsystem (drive train) capability, and the finished product quality and marketing (ease of use, safety, reliability, and design attractiveness). Each of these product features is associated with value added at one or multiple tier(s).

While our model can be extended to the case in which Tiers 1 and 0 qualities also affect the quality of the end product through the use of an appropriate (e.g., multiplicative or additive) quality functions, we aim to represent a simple, yet consistent, model with the motivating case of electric vehicles (EVs) and other industries, especially technology-driven industries, by focusing on Tier 2 quality; for example, one of the key hurdles for adoption of EVs under the current technology is consumer’s range anxiety related to the quality of batteries, which is the quality of components produced at Tier 2. In addition, in the electronics industry, including personal computers and cell phones, one of the key components that determines the end product quality is the performance of central processing units or chips produced by a component supplier, who would
be also a Tier 2 firm; in other words, we focus on the case in which a critical product feature limiting market penetration is associated with the quality of components supplied by an upstream tier. Our approach is similar to that of Altug and van Ryzin (2013), who also consider a problem in which consumer’s willingness to pay is modeled as a function of the supplier’s component quality, and the manufacturer/assembler does not contribute significant additional value in excess of what is derived from components themselves. Furthermore, our insights and results remain valid if a constraining product characteristic is associated with a different tier within the supply chain, as long as there exists a single primary bottleneck technology limiting the product’s market penetration.

On the consumer demand side, we follow the traditional vertical differentiation model of quality evaluation (see, e.g., Mussa and Rosen 1978, Moorthy and Png 1992); specifically, given the product quality $\Theta$, each consumer’s type denoted as $\alpha$ is uniformly distributed on $[0, 1]$, such that when a consumer of type $\alpha$ purchases a product with quality $\Theta$ at price $p$, her net utility is $U = \alpha \Theta^\beta - p$ with $\beta \leq 1$, which captures the saturation or decreasing returns to quality. A consumer’s reservation utility when she purchased none is normalized to zero. Consequently, a product of quality $\Theta$ with price $p$ is purchased by all consumer types with non-negative net utility, $\alpha \geq \underline{\alpha} = \frac{p}{\Theta^\beta}$. Here, $\underline{\alpha}$ corresponds to the marginal consumer who derives zero utility. Thus, depending on the product quality $\Theta$, such a product exhibits market coverage $\rho(\Theta) = 1 - \underline{\alpha}$, and the total market demand becomes $N \cdot \rho(\Theta)$. Our focus on the case in which a key bottleneck technology is at the components manufactured at Tier 2 leads us to the following assumption:

**Assumption 1** The product quality $\Theta$ is primarily associated with the performance of the Tier 2 component and the qualities of Tier 1 (assembly) and Tier 0 (marketing) are fixed.

We further formally define an equilibrium outcome that constitutes inclusive innovation.

**Definition 1** Consider two different cases of market coverage, Case A and Case B. Case A represents more inclusive innovation than Case B if the marginal consumer type for Case A is lower than that for Case B, i.e., the market coverage for Case A is higher than that of Case B.

On the cost side, we consider both the production cost and the development cost of innovation. First, we assume the following form of production costs:

1Market coverage is a natural measure for the inclusiveness of an innovative product. An alternative measure for social efficiency would be the consumer surplus $CS(\Theta)$, which can be written as $CS(\Theta) = \Theta^\beta \int_0^{\Theta} (\alpha - \underline{\alpha}) d\alpha = \frac{1}{2} \Theta^\beta \rho^2(\Theta)$. Unlike the market coverage, $CS(\Theta)$ captures the sum of the utilities of covered consumer types $\alpha \in [\underline{\alpha}, 1]$ in excess of the marginal type’s utility $\Theta^\beta \underline{\alpha}$. Given the product development investment (or, equivalently, $\Theta$), more inclusive innovation leads to a larger consumer surplus. Furthermore, since our focus is on inclusive innovation, market coverage directly captures the inclusiveness and, hence, is a more relevant metric for our purposes.
**Assumption 2** For Tier 2 being a critical determinant of product quality, the production cost of delivering \( q_2 \) units of components with quality \( \Theta \) is \( C_2(q_2, \Theta) = K_2 \Theta^{\delta_2} q_2^{2} \) with \( \delta_2 > 1 \). For Tiers 0 and 1, the production costs are \( C_0(q_0) = K_0 q_0^{1} \) and \( C_1(q_1) = K_1 q_1^{1} \), respectively, for producing \( q_i \) units for \( i = 0, 1 \).

For Tier 2 that is associated with the key bottleneck technology, its production cost is increasing and convex in quality \( \Theta \) as similarly modeled by Mussa and Rosen (1978) and Gal-Or (1983). Convexity in the quality parameter \( (\delta_2 > 1) \) captures the diseconomies associated with the production of an increasingly higher quality product resulting from the use of more expensive raw materials or skilled labor. Moreover, consistent with the Operations/Supply Chain literature we also focus on the production costs that are quadratic in quantity to incorporate capacity/resource constraints. We avoid a general case of production costs convex in quantity for a cleaner exposition and ability to highlight convexity in quality instead. We do not consider capacity investment in our model. As mentioned in Tunca and Wu (2009), the convexity of production costs in quantity reflects the increasing marginal cost of production as the producer uses the cheapest options first and move to more expensive ones later. Furthermore, this cost structure is common because it arises from convex in quantity production technology sets as demonstrated in Mas-Colell et al. (1995). The variable production cost will be concave in quantities if there is economies of scale in production. However, our model is not able to accommodate concavity in quantity and we acknowledge this as one of the limitations.

Next, for the development costs, a firm in the supply chain may invests in development and innovation to increase the existing stock of product quality \( \Theta \) to a new level \( \hat{\Theta} \) such that \( \hat{\Theta} \geq \Theta \). We assume the following form of the development cost:

**Assumption 3** The development cost to increase the existing stock of product quality from \( \Theta \) to \( \hat{\Theta} \) is of the form \( D(\Theta, \hat{\Theta}) = \gamma(\hat{\Theta}^{\delta_D} - \Theta^{\delta_D}) \) with \( \delta_D > 1 \).

Throughout this paper, we consider product development and innovation investment as effort/investment to increase the existing stock of product quality. In our development cost model, the marginal cost of expanding stock of product quality \( \Theta \) to a new level \( \hat{\Theta} \) is increasing both in the initial quality level \( \Theta \) and incremental improvement \( (\hat{\Theta} - \Theta) \), i.e. \( \delta_D > 1 \), which is consistent with the literature (e.g., Jones and Mendelson 2011). The development cost can be also considered to be direct investment into a Tier 2 supplier to improve the corresponding component quality. Recognize that investor’s problem can be equivalently formulated with respect to the monetary magnitude of investment, but for the purposes of cleaner exposition of results we deliberately let \( \hat{\Theta} \) be investor’s choice variable.

One of our research questions is who, or which tier firm, should invest in product development and innovation, i.e., in the expansion of the existing stock quality \( \Theta \). In order to examine this normative question,
we study three cases in which each Tier $i$ for $i \in \{0, 1, 2\}$ is an exclusive investor in product development within a supply chain to improve the quality of the product. Because we aim to establish the simplest link between the investor and the contract leader without the further complications to the model, we mostly focus on the case of a single dominant investor rather than joint investments by multiple firms, which has been already explored in previous literature including Bhaskaran and Krishnan (2009). Moreover, in practice, investment in new product development involves substantial fixed financing/transaction costs, which may curtail joint investments and lead to a dominant investment by a single firm within a supply chain consistent with our model. However, we do discuss what happens when firms jointly invest in product quality improvement in Appendix to Chapter 1 and illustrate that our key results remain valid in this extension. Further, in Lemma 2 we consider the environment in which development costs are shared while a single tier chooses an optimal stock of product quality level.

To examine how the identity and amount of innovation investment vary with the improvement in the product development and production costs, we adopt the product lifecycle perspective. The product lifecycle is divided into two phases, which is consistent with the empirically demonstrated pattern of innovation established in Utterback and Abernathy (1975) - in which early in the product lifecycle, the industry is characterized by a rapid rate of product change and development cost reduction (performance optimization phase), followed by a second stage of process innovation leading to variable-cost reduction as the product matures. In our context, we translate this as follows: the initial product innovation phase is associated with fast-decreasing development costs (parameter $g$), followed by process innovation characterized by an industry-wide decrease in production costs (captured by a reduction in component production cost parameter $K_2$). Large values of both $g$ and $K_2$ are indicative of the initial stage of product innovation, in which both development and production costs are high. However, the industry-wide focus on the improvement of product quality results in the reduction of development costs, i.e., $g$ is decreasing as the industry progresses through the product innovation phase. When the product enters maturity in the process innovation stage, the decreasing $K_2$ captures an improvement in the process productivity associated with the lowering production cost of the process innovation phase. Note that adoption of product lifecycle perspective only provides a convenient framework for discussion of observed equilibrium outcomes as exogenous parameters $g$ and $K_2$ vary. Our model can accommodate any path of development and production cost parameters.
1.3.1 Decision Timing

Due to amount of time it requires to attain technical ability to produce a good of quality \( \hat{\Theta} \), firms at first undertake strategic decision to use wholesale price contracts to determine price and quantity, once ability to deliver quality \( \hat{\Theta} \) is reached. The selection of contract type is followed by short term tactical choice of equilibrium price and quantity.

At a given instance of the product lifecycle characterized by a pair of parameters \((\gamma, K_2)\) and the available stock of product quality \( \Theta \). The quantity \( q \) and price \( p \) in a supply chain are determined in two stages. In the first stage, a Tier \( i \) investor for \( i \in \{0, 1, 2\} \) determines her product development investment level to expand product quality to a new level \( \hat{\Theta} \). Once stock of product quality has been increased to \( \hat{\Theta} \), in the second stage, firms within a supply chain contract with each other, which then yields the equilibrium price and quantity. We assume that once the stock of product quality is expanded the previous generation of products becomes obsolete and hence supply chain solves for new equilibrium price and quantity. Specifically, for the contracts between tiers in a supply chain, we consider a simple widely-used wholesale pricing, and study who should initiate such a contract, i.e., who should be the contract leader.

We analyze this problem via backward induction, starting with the second stage in which the equilibrium price and quantity are determined given the product quality, followed by innovation/quality choices in the first stage (product development stage); therefore, we proceed with the investigation of equilibrium price and quantity choice in Section 1.3.2 followed by Section 1.3.3 focusing on investment in innovation and the resulting product quality expansion.

1.3.2 Solution Concept: Equilibrium prices, quantities, and their dependence on stock of product quality

Once investor has chosen her contribution to the stock of product quality, firms in a supply chain sequentially contract through a simple wholesale price agreement at stage 2, which determines the equilibrium price and quantity depending on product quality level \( \Theta \). In terms of the sequence of contracts, or who initiates the contracts, there are three cases, i.e., each tier \( l \) for \( l \in \{0, 1, 2\} \) can initiate the contract. We call the supply chain tier that initiates the contract a contract leader. First, consider the case in which Tier 0 is a contract leader, as illustrated in Figure 1.1. In this case of Tier 0 contract leadership, Tier 0 initiates the wholesale price

\(^2\)Price and Quantity can be determined for any stock of quality \( \Theta \). Hence, in this section general \( \Theta \) is used instead of \( \hat{\Theta} \).
contract and offers the wholesale price $\omega_1$ to Tier 1. Subsequently, Tier 1 then offers the wholesale price $\omega_2$ to the Tier 2 supplier. Based on this wholesale price $\omega_2$, the Tier 2 supplier then determines how much to sell to Tier 1 at this wholesale price, i.e., Tier 2 decides on the quantity $q_2$. Considering this maximum quantity $q_2$ bought from Tier 2 and the wholesale price $\omega_1$ offered by Tier 0, Tier 1 now determines how much to sell to Tier 0, i.e., decides $q_1$. Finally, taking the maximum quantity $q_1$ procured from Tier 1, Tier 0 now determines the consumer price $p$ and how much to sell to the consumers, i.e., $q_0$. Based on this consumer price $p$ and the available stock of quality $\Theta$ resulting from product quality expansion, the consumer market demand becomes $N \cdot (1 - p\Theta^{-\beta})$. The sales quantity of Tier 0 ($q_0$) is constrained by both the quantity supplied by Tier 1, $q_1$, and the consumer market demand $N \cdot (1 - p\Theta^{-\beta})$.

Equations (1.3.1) provide tierwise profit expressions, $\Pi_2$, $\Pi_1$, and $\Pi_0$, for Tier 2, Tier 1 and Tier 0, respectively, for an increased stock of product quality $\Theta$ in a supply chain with Tier 0 contract leadership, as explained above. For example, Tier 1 obtains the revenue of $\omega_1q_1$ by selling $q_1$ units at the unit wholesale price $\omega_1$ to Tier 0, and it pays $\omega_2q_2$ to Tier 2 to purchase $q_2$ units of the component at unit price $\omega_2$. Furthermore, Tier 1 incurs an assembly/production cost of $K_1q_1^2$, and its selling quantity $q_1$ to Tier 0 is constrained by $q_2$.

$$
\Pi_2(q_2; \omega_2) = \omega_2q_2 - K_2\Theta q_2^2,
$$

$$
\Pi_1(q_1, \omega_2; \omega_1) = \omega_1q_1 - \omega_2q_2 - K_1q_1^2 \quad \text{s.t. } q_1 \leq q_2,
$$

$$
\Pi_0(p, q_0, \omega_1) = pq_0 - \omega_1q_1 - K_0q_0^2 \quad \text{s.t. } q_0 \leq \min \left\{ q_1, N(1 - p\Theta^{-\beta}) \right\}.
$$

Within the second stage, given the resulting product quality $\Theta$, we analyze the equilibrium quantities and prices backwards, following the marginalization operation presented in Majumder and Srinivasan (2008). In this case, first, Tier 2 receiving a price offer $\omega_2$ optimally responds with $q_2^*(\omega_2)$ by maximizing $\Pi_2$. When Tier 1 offers $\omega_2$ to Tier 2, Tier 1 takes this optimal response $q_2^*(\omega_2)$ into consideration, and Tier 1 offers $\omega_2$ so that $q_2^*(\omega_2) = q_1$. Technically, $q_2^*(\omega_2)$ constitutes an inverse factor demand for Tier 1, and Tier 1 firm replaces $\omega_2$ in its profit function $\Pi_1$ using the inverse function of $q_2^*(\omega_2) = q_1$. In addition to the binding constraint $q_1 = q_2$ under optimality, Tier 1’s profit function can be written as $\Pi_1(q_1; \omega_1) = \omega_1q_1 - C_1(q_1, \Theta)$.
where $\tilde{C}_1(q_1, \theta) = (K_1 + 2K_2\Theta^\delta_k)q_1^2$. Note that Tier 1’s profit $\tilde{\Pi}_1(q_1; \omega_l)$ takes a form similar to Tier 2’s profit with a different modified production cost function. Applying the same procedure to Tier 0, $\Pi_0(p, q_0)$ can be written as

$$\tilde{\Pi}_0(p, q_0) = pq_0 - \tilde{C}_0(q_0, \theta) \quad \text{s.t.} \quad q_0 \leq N(1 - p\Theta^{-\beta}),$$

(1.3.2)

where $\tilde{C}_0(q_0, \theta) = (K_0 + 2K_1 + 4K_2\Theta^\delta_k)q_0^2$. Again, $\tilde{\Pi}_0(p, q_0)$ takes a form similar to $\Pi_2(q_2; \omega_2)$. For Tier 0’s case, it sets the consumer price $p$ in addition to $q_0$. However, under optimality, it sets the consumer price $p$ at the level at which its constraint is binding. To summarize, the tierwise profit expressions in (1.3.1) can be reduced to a single contract leader’s problem in (1.3.2) by iterating the marginalization operation presented in Majumder and Srinivasan (2008). Once the problem has been reduced to a single contract leader’s optimization problem, we maximize (1.3.2) with respect to $p$ and $q_0$. After obtaining the optimal $p^*$ and $q_0^*$, we subsequently arrive at the equilibrium prices and quantities $\omega_l$, $q_1$, $\omega_2$ and $q_2$, depending on the expanded stock of product quality $\Theta$.

In the case of Tier 1 leadership, Tier 1 offers wholesale prices $\omega_l$ to Tier 0 and $\omega_2$ to Tier 2. Tier 0’s profit expression is $\Pi_0(q_0; \omega_l) = pq_0 - \omega_lq_0 - K_0q_0^2$ and hence the resulting inverse factor demand faced by Tier 1 when offering $\omega_l$ to Tier 0 is $\omega_l(q) = p - 2K_0q$. Note that Tier 0’s only choice variable here is $q_0$ and price $p$ is treated as a constant. Further, for Tier 2 profit expression is $\Pi_2(q_2; \omega_2) = q_2\omega_2 - K_2\Theta^\delta_kq_2^2$. Therefore, Tier 1 faces the following inverse factor demand when offering $\omega_2$ to Tier 2, $\omega_2(q) = 2K_2\Theta^\delta_kq$. Tier 1’s profit expression is $\Pi_1(p, q_1, \omega_l, \omega_2) = \omega_lq_0 - \omega_2q_1 - K_1q_1^2$, subject to supplied component quantity constraints $q_0 \leq q_1$, $q_1 \leq q_2$ that optimally bind $q_0 = q_1 = q_2$ and market size constraint $q_0 \leq N(1 - p\Theta^{-\beta})$. Incorporating inverse factor demands faced by Tier 1 yields the following modified profit expression $\tilde{\Pi}_1(p, q) = pq - (2K_0 + 2K_2\Theta^\delta_k + K_1)q^2$. The resulting equilibrium price and quantity are presented in Lemma 1 for $l = 1$. The details of the analysis of the case of Tier 2 contract leadership is presented in the Appendix to Chapter 1.

Lemma 1 establishes equilibrium prices and quantities in a supply chain with Tier $l$ being a contract leader for $l \in \{0, 1, 2\}$.

**Lemma 1** A supply chain led by Tier $l$ in equilibrium delivers $Q_l(\Theta)$ units at price $P_l(\Theta)$, depending on the available stock of product quality $\Theta$ with $P_l(\Theta) = (2 + 2\Theta^{-\beta}\Phi_l(\Theta)N)^{-1}(\Theta^\delta_k + 2\Phi_l(\Theta)N)$ and $Q_l(\Theta) = N(2 + 2\Theta^{-\beta}\Phi_l(\Theta)N)^{-1}$, where $\Phi_l(\Theta) = 2^lK_0 + 2^{1-l}K_1 + 2^{2-l}K_2\Theta^\delta_k$.

From Lemma 1, the product quality and contract leader location impact the equilibrium price and quantity outcomes. The dependence of equilibrium outcomes, $(Q_l(\Theta), P_l(\Theta))$, on leader location is driven by
the misalignment penalty $\Phi_l(\Theta)$ that can be thought of as the severity of double marginalization associated with Tier $l$’s contract leadership. The misalignment penalty $\Phi_l(\Theta)$ is the sum of the contract leader’s direct production cost coefficients, i.e. $K_0$ for $l = 0$, and $K_2\Theta^{0_2}$ for $l = 2$, and the coefficients on the production costs of the other firms in the supply chain, weighted by the distance from the contract leader, i.e. $2K_1 + 4K_2\Theta^{0_2}$ for $l = 0$, and $4K_0 + 2K_1$ for $l = 2$. As a result, as $\Phi_l(\Theta)$ increases, the effective production cost increases, which decreases the equilibrium production quantity $Q_l(\Theta)$. Furthermore, leadership configurations with higher misalignment penalty values exhibit lower market coverage, since the market coverage corresponding to the contract leadership by Tier $l$, $\rho_l(\Theta)$, is a ratio of the equilibrium quantity sold in the market to the total market size, $Q(\Theta)_{N}$.

The notion of quality-driven misalignment is related to the difference in production costs between a single vertically integrated firm and a multi-tiered supply chain incurring additional agency costs. Hence, supply chains, regardless of the leader location $l \in \{0, 1, 2\}$, exhibit higher effective production costs relative to the vertically integrated case. However, some leader locations yield lower misalignment penalties resulting in lower effective production costs. The intrinsic magnitude of production cost coefficients $\{K_0, K_1, K_2\}$ and the product quality $\Theta$ from the development/investment decision determine the leader location with the lowest misalignment penalty. Thus, the supply chain leader located close to tiers with high production costs lowers $\Phi_l(\Theta)$ by reducing the effect of double marginalization captured by $2|j-l|$, where $|j-l|$ is the distance between Tier $j$ and the contract leader $l$. Note that Tier 2’s production cost is increasing in $\Theta$; hence, the contract leader location minimizing $\Phi_l(\Theta)$ gravitates upstream to Tier 2 as the product quality improves. This dependence of contract leader position on product quality has significant implications (as discussed in the subsequent section) and comes out of a model that jointly considers qualities, quantities, and prices.

### 1.3.3 Equilibrium Product Quality Expansion

Next, we consider the investment decisions in product development and innovation to improve the quality. From Lemma 1, there are three different supply chain leadership scenarios, depending on who the contract leader is. For each leadership scenario, there are three distinct possibilities depending on who invests in quality. As illustrated in Table 1.1 in a supply chain comprising three tiers, there are nine scenarios that differ by the identity of the investor and the identity of the contract leader.

**Definition 2** Let $\hat{\Theta}_{jl}$ denote new equilibrium product quality level given the existing stock of quality $\Theta$. 


Table 1.1: All possible scenarios of contract leadership and investor leadership

<table>
<thead>
<tr>
<th>Contract Leader</th>
<th>( l = 0 )</th>
<th>( l = 1 )</th>
<th>( l = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investor ( i = 0 )</td>
<td>( \Theta_0</td>
<td>0 )</td>
<td>( \Theta_0</td>
</tr>
<tr>
<td>( i = 1 )</td>
<td>( \Theta_1</td>
<td>0 )</td>
<td>( \Theta_1</td>
</tr>
<tr>
<td>( i = 2 )</td>
<td>( \Theta_2</td>
<td>0 )</td>
<td>( \Theta_2</td>
</tr>
</tbody>
</table>

Salting from Tier 0 being an investor in innovation under Tier 1’s contract leadership, i.e.,

\[
\hat{\Theta}_l = \arg\max_{\Theta \geq 0} \left\{ \Pi_l \left( \hat{P}_l(\hat{\Theta}), \hat{Q}_l(\hat{\Theta}) \right) - \gamma \left( \hat{\Theta}_D^0 - \Theta^D_0 \right) \right\}.
\]

In our model marginal revenue and marginal development cost expressions are independent of initial stock of quality \( \Theta \) which allows us to approach every constrained maximization problem with respect \( \hat{\Theta} \) such that \( \hat{\Theta} \geq \Theta \), as unconstrained problem with respect to \( \hat{\Theta} \), i.e. \( \hat{\Theta} \geq 0 \), and then evaluate whether optimal stock of quality is greater than previous quality level which would result in quality expansion, or weakly lower leading to no investment. For example, in Figure 1.2 if initial stock of quality is \( \Theta^{\text{low}} \) and new optimal quality level is \( \hat{\Theta} \) then we observe expansion by \( \theta = \hat{\Theta} - \Theta^{\text{low}} \). Alternatively, if \( \Theta \leq \Theta^{\text{high}} \) then stock of product quality remains constant.

For example, \( \hat{\Theta}_{i|0} \) represents new expanded product quality when Tier 0 is the contract leader and Tier 1 is the investor in innovation to improve the product quality. By substituting the equilibrium price and quantity from Lemma 1 into (1.3.1) and subtracting the development cost incurred by Tier \( i \) firm, we obtain tierwise profit expressions including the development cost, denoted as \( \hat{\Pi}_i(\hat{\Theta}_{i|0} | \Theta) \) for \( i \in \{0, 1, 2\} \), given in (1.3.3) for the case of Tier 0’s contract leadership, i.e. \( l = 0 \).
Based on this result, we now focus our attention on three investment scenarios along the diagonal in Table 1.3.3: 

$$\Gamma_2(\hat{\Theta}_2) = \max_{\Theta > \Theta} \left\{ \left( K_2 \hat{\Theta}_2 \right) Q_0^2(\hat{\Theta}) - \gamma \left( \hat{\Theta}_2 - \Theta \right) \right\},$$

$$\Gamma_1(\hat{\Theta}_1) = \max_{\Theta > \Theta} \left\{ \left( 2K_2 \hat{\Theta}_2 + K_1 \right) Q_0^2(\hat{\Theta}) - \gamma \left( \hat{\Theta}_2 - \Theta \right) \right\},$$

$$\Gamma_0(\hat{\Theta}_0) = \max_{\Theta > \Theta} \left\{ \left( 4K_2 \hat{\Theta}_2 + 2K_1 + K_0 + \hat{\Theta}_0 N^{-1} \right) Q_0^2(\hat{\Theta}) - \gamma \left( \hat{\Theta}_2 - \Theta \right) \right\}. \quad (1.3.3)$$

Similar profit expressions for the remaining cases in which Tier 1 (or Tier 2) is a contract leader are provided in the Appendix. We now investigate the question of who should invest in product development and innovation to improve the product quality, given contract leadership:

**Proposition 1** (a) For any initial stock of product quality $\Theta \leq \left( \frac{\beta}{\delta_0 - \beta} \cdot \frac{2^{1/2}K_1 + 2\beta K_0}{2^{1/2}K_2} \right)^{1/2}$, if the production costs are moderately convex in quality, specifically $\delta_0 \in (1, 2\beta]$, and the development costs is not too low, i.e. $\gamma \geq \gamma_l$, Tier 1 contract leader invests the most in innovation, yielding the highest product quality expansion, total supply chain profits and market coverage.

(b) If convexity in quality is sufficiently high, i.e. $\delta_0 \in \left( \delta_l, \delta_q \right]$, where $\delta_l > 2\beta$, initial stock of quality is constrained between $\Theta_l$ and $\Theta_q$, and market size and product costs are such that $(K_0 + 2K_1)N^2K_2 > K'$ the Tier 2 optimally invests the most in product quality expansion for any Tier 1 leadership $l = 0, 1, 2$.

Proposition 1 establishes that the contract leader has the most interest in increasing the existing stock of product quality, which also generates the highest total supply chain profits,

$$\Pi_l(\hat{\Theta}_{l|l}) = \max_{i \in \{0, 1, 2\}} \left\{ \sum_{j=0}^{2} \Gamma_j(\hat{\Theta}_{j|l}) \right\} - \gamma \left( \hat{\Theta}_{l|l} - \Theta \right).$$

The supply chain contract leader gains the largest stake in the total supply chain profit compared to the other parties within the supply chain; hence, he has the greatest incentive to invest in product development and innovation to improve the product quality and the supply chain profits. Specifically, in the case of Tier 0 contract leadership, Tier 0’s marginal revenue from investing in product quality is strictly greater than the marginal revenues faced by non-leader tiers investing in quality. As a result, from the supply chain perspective, part (a) of Proposition 1 suggests that it is desirable for the contract leader to be the investor in product development.

What is even more interesting is the mechanism that brings about the most inclusive innovation, i.e., the alignment of the contract leader to be the investor in product development leads to the broadest market coverage as well as largest supply chain profits. This finding suggests that by aligning the investor to be the contract leader, one can achieve more inclusive innovation without compromising the supply chain profits.

Based on this result, we now focus our attention on three investment scenarios along the diagonal in Table 1.3.3:

3The specific expressions for $\gamma_l, K', \delta_l, \delta_q, \Theta_l, \Theta_q$ and $\hat{\Theta}_l$ for $l = 0, 1, 2$ are provided in the Appendix.
1.1, in which Tier $i$ investor is also a supply chain contract leader.

Figure 1.3 presents a numerical example where each region in the $(\delta, \Theta)$-space is labeled with the entity of the maximal investor conditional on Tier 0 leadership. One can observe that parameter region associated with contract leader Tier 0 investing the most in product quality expansion is significantly larger than parameter regions for which non-leader Tiers 1 and 2 are investing the most. Further, we identify the region where all of the tiers optimally choose not to expand existing stock of quality due to marginal revenues becoming negative for all tiers. Recall that profit expressions in (1.3.3) incorporate production costs and hence for sufficiently high values of $\delta$ and $\Theta$ in the top-right corner of Figure 1.3 result in no investment, when marginal revenues become negative. For example in the case of Tier 0 leader’s marginal revenue in the expression (1.3.4), $Q_2^2(\Theta)^{-1} > 0$ for all $\delta > 1$ and $\Theta > 0$. However, term $G(\Theta, \delta)$ in the brackets is such that $\lim_{\Theta \rightarrow \infty} G(\Theta, \delta) < 0$ for $\delta > 2\beta$, and $\lim_{\delta \rightarrow \infty} G(\Theta, \delta) < 0$ for $\Theta > 1$, when

$$MR_{00}(\Theta) = Q_0^2(\Theta)\Theta^{-1} \left[ (2\beta - \delta)4K_2\Theta^{\delta} + \beta\Theta^{\beta}N^{-1} + 2\beta(K_0 + 2K_1) \right].$$

Note that the analysis methodology presented in this section is not restricted to a simple three tier supply chain. It can easily be extended to a complex multi-tier supply chain or supply networks (with the above result making the search for the investor linear in the size of the network). Furthermore, even under the complex supply network case, the contract leader will claim the largest share of the total supply chain profits, which then leads to our result: it is optimal for the supply chain contract leader to be the investor in product...
development for the greatest profits and market coverage.

1.4 Contract Leadership Identity and Handovers

Since we have established that the contract leader should be also an investor in product development, a natural question is then who should be the contract leader (or equivalently, the investor)? In other words, given that the off-diagonal cases in Table 1.1 are suboptimal for inclusive innovation as well as the supply chain profit perspective, among those three diagonal cases in which the contract leader is also the investor, which case leads to more inclusive innovation or greater supply chain profits? Section 4.1 answers this normative question, i.e., who should be the contract leader in a supply chain for more inclusive innovation and/or for greater supply chain profits? This analysis reveals that the identity of the contract leader depends on key development and product cost parameter settings and the contract leadership must be handed over to other tiers as the cost parameters change along the product lifecycle. Next, in Section 4.2, we then ask a question about voluntary leadership handovers; specifically, do the firms have incentives to hand over the contract leadership and/or to take the leadership, and if so, when? How do these voluntary handovers compare with the normative prescription in Section 4.1? Finally, we numerically investigate the case in which all firms can jointly invest to improve the component product quality in Section 4.3, and demonstrate that our key insights are preserved.

1.4.1 Normative Contract Leadership Handovers

In this section, we assume a normative perspective and answer the question of who should be the contract leader for (i) supply chain profit maximization and (ii) more inclusive innovation (broader market coverage), depending on the development cost $\gamma$ and the key component production cost $K_2$. Equation (1.4.1) below provides a simplified expression of the contract leader’s profit maximization problem:

$$\hat{\Pi}_{ll} = \max_{\hat{\Theta} \in \Theta} \left\{ \frac{1}{4} \hat{\Theta}^{2\beta} \left( \Phi_l(\hat{\Theta}) + (\hat{\Theta})^\beta N^{-1} \right)^{-1} - \gamma \left( \hat{\Theta}^{\delta \beta} - \Theta^{\delta \beta} \right) \right\}. \quad (1.4.1)$$

Recognize that the contract leader’s revenue is decreasing in the component production cost $K_2$ as captured by the inverse dependence on the misalignment penalty $\Phi_l(\Theta)$. Furthermore, the rate at which higher values of $K_2$ or higher product quality levels reduce the contract leader’s revenue is determined by the distance between the leader $l$ and Tier 2. Intuitively, dependence on the distance between the contract leader and the investment target provides variation in the entity of optimal contract leader throughout a product’s lifecycle.
where reduction in the development cost leads to higher product quality followed by a decreasing component production cost.$^4$

**Proposition 2**

(a) For moderately convex production costs at Tier 2, i.e. $\delta_0 \in (1, 2\beta]$, Tiers 0 and 1 production costs satisfying $\frac{K_0}{K_1} \in (1, 4)$, and conditional on initial stock of quality $Q \geq 0$, supply chains with downstream contract leadership yield highest market coverage and product quality expansion outcomes under high development cost levels, i.e. high values of $\gamma$. For low levels of development cost supply chains with an upstream contract leader yield the highest market coverage and product quality expansion.

(b) The points of supply chain leadership reorganization yielding the highest path of product quality expansion, i.e. pivotal development cost levels $\tilde{g}_{i+1}^\rho$ for $i = 0, 1$, occur earlier in a product lifecycle relative to leadership reorganization points yielding the highest path of market coverage, i.e. $\tilde{g}_{i+1}^\rho > \tilde{g}_{i+1}^\rho$ for $i = 0, 1$.

(c) Supply chains with high upstream production costs, i.e. high values of $K_2$, exhibit earlier contract leadership reorganization points with respect to both highest path of product quality expansion and market coverage, i.e. pivotal development cost levels $\tilde{g}_{i+1}^{\text{objective}} > \tilde{g}_{i+1}^{\text{objective}}$ for $i = 0, 1$ and objective $\in \{\theta, \rho\}$, where tilde indicates handover points for supply chains with high values of $K_2$.

Part (a) of Proposition 2 shows that as $\gamma$ decreases, the supply chain leadership should be deliberately transferred from the downstream to the upstream tier, i.e., from Tier 0, to Tier 1, and then to Tier 2, to generate the highest investment and product quality, which then leads to the largest supply chain profit as well as market coverage. Decreasing development costs in the emerging stage of a product’s lifecycle yields rapid product innovation and, hence, increased product performance quality $\Theta$. However, Tier 2 must bear the increase in the production cost associated with higher product quality.

$^4$The condition $\frac{K_0}{K_1} \in (1, 4)$ is a sufficient condition for the proof. We numerically illustrate that this result can hold in more general cases (see, e.g., Figures 5 and 6).
Figure 1.4: Misalignment penalty

**Note:** The following parameter values were used to produce figure above, $(K_0, K_1, K_2) = (3, 1, 1)$, $\delta_0, \delta_2 = 2$ and $N, \beta = 1$.

Figure 1.4 depicts the misalignment penalty $\Phi_l(\Theta)$ increasing in $\Theta$ for tiers $l \in \{0, 1, 2\}$. Hence, as product quality $\Theta$ increases, the leader location minimizing the misalignment penalty gravitates upstream. From Figure 1.4, one can identify the existence of three distinct regions where the misalignment penalty $\Phi_l(\Theta)$ is the smallest under each corresponding leader location, $l = 0, 1, 2$. Any alteration in the relative levels of the misalignment penalty drives the shifts in the position of the contract leader yielding the highest total profits and market coverage.
Figure 1.5: Threshold $\gamma$ values for optimal contract leadership transfers

Note: Leadership transfers in this figure are designed to follow the highest product quality expansion path (and the total supply chain profit) in panel (a) and for inclusive innovation in panel (b). Parameter values are $(K_0, K_1, K_2) = (3, 1, 1)$, $\delta_0 = 2$, $\delta_2 = 2$, $N = 0.1$ and $\beta = 1$.

Finally, in part (c) of Proposition 2, we establish the fact that products with higher upstream production costs, as indicated by large values of $K_2$, exhibit leadership shifts at relatively higher levels of $\gamma$ for product quality and market coverage. In other words, part (c) demonstrates that contract leadership transfer
points shift to lower values of $\gamma$ as the upstream production cost, $K_2$, is decreasing, which implies that given a fixed $\gamma$, as $K_2$ decreases, downstream leadership transfers may become desirable from both the supply chain profit perspective and the inclusive innovation perspective.

Proposition 2 provides us with two mechanisms that drive leadership transfers and, hence, alteration of the entity of the optimal investor. For example, decreasing levels of $\gamma$ result in leadership transfers in an upstream direction. A reduction in $K_2$ results in a shift in leadership transfer points in the direction of decreasing $\gamma$, which then leads to the reassignment of some constant development cost level in a downstream direction. This dependence of the entity of the optimal investor on the underlying choice of model parameters, $(\gamma, K_2)$, leads us to examine comparative statics in the context of product and process innovation in Section 1.5.

1.4.2 Tierwise Rational Handovers

Thus far, we have taken a normative stance on who should be the contract leader in order to achieve the largest supply chain profit and/or to attain the broader market coverage, i.e., more inclusive innovation. The natural question is then whether each firm within a supply chain prefers (finds it individually rational) to transfer the contract leadership or assume the leadership. In this section, we question each tier’s individual incentive to transfer the contract leadership. We demonstrate the existence of upstream voluntary contract leadership handovers during the product innovation phase, where we keep track of product quality accumulation and consider dynamics in a myopic sense where static equilibrium is found in every investment period conditional on $\Theta$.

**Proposition 3** Voluntary contract leadership handovers in an upstream direction, i.e. from Tier 0 to Tier 1, and Tier 1 to Tier 2, during the product innovation phase, i.e. as $\gamma$ decreases, exist as both the production costs and consumer’s utility approach linearity in product quality.

Figure 1.6 illustrates the voluntary handover of contract leadership from Tier 0 to Tier 1. Specifically, if $\gamma > \hat{\gamma}$ (in region (E)), Tier 0 prefers to be the contract leader investing in quality improvement, i.e., his profit is higher under his contract leadership than under the other tier’s contract leadership. In addition, in this case, the other tiers also prefer Tier 0 to be the contract leader. Moreover, in this region (E), Tier 0 contract leadership also maximizes the total supply chain profits and leads to more inclusive innovation. If $\gamma$ decreases below $\gamma_{01}^{IR}$ (in region (A)), then Tier 0 is willing to hand over the contract leadership to Tier 1, and Tier 1 is
also willing to take over the contract leadership and to be the investor. Furthermore, in this case, Tier 2 is also
better off under Tier 1’s contract leadership than under Tier 0’s contract leadership. In addition, a voluntary
handover of leadership in this region (A) occurs past the optimal handover point yielding the broadest market
coverage, $\gamma_{01}^R \geq \gamma_{01}^R$, so in this region (A), Tier 1 contract leadership yields the broadest market coverage as
well as the largest total supply chain profits.

Figure 1.6: Voluntary leadership handover from Tier 0 to Tier 1

Note: Lines with “x” marks represent Tier 1’s profits, and lines without marks represent Tier 0’s profits.
Solid lines represent profits under Tier 0 leadership and dotted lines represent profits under Tier 1
leadership. Parameter values are $(K_0, K_1, K_2) = (6, 1, 1)$, $\delta_0 = 1.1$, $\beta = 1$, $N = 1$, and $\delta_D = 2$.

Denote Tier $j$’s profit under Tier $l$’s contract leadership as $\Pi_j^l$. Then, Tier $l$ leader investing in product
quality attains profits $\Pi_l^l(\gamma) = \left( \Phi_l(\gamma) + \Theta^{\beta}_{ll}(\gamma)N^{-1} \right) Q_2^l(\gamma)$, which can be understood as the common
revenue component $Q_2^l(\gamma)$ multiplied by the corresponding weight denoted as $g_{ll}(\gamma) = \Phi_l(\gamma) + \Theta^{\beta}_{ll}(\gamma)N^{-1}$.

Once Tier 0 hands over leadership to Tier 1, his profit becomes $\Pi_0^1(\gamma) = K_0 Q_2^1(\gamma)$, which can be also under-
stood as the multiplication of the common revenue component, $Q_2^1(\gamma)$ by the weight $g_{01}(\gamma) = K_0$. However,
now Tier 0 does not incur the product development cost, $\gamma(\Theta^{\beta}_{00} - \Theta^{\beta}_{00})$. Similarly, under Tier 0’s leadership,
Tier 1’s profit is, $\Pi_1^0(\gamma) = (K_1 + 2K_2 \Theta^{\beta}_{00}(\gamma))Q_2^0(\gamma)$, which is again the multiplication of the weight
$g_{10}(\gamma) = K_1 + 2K_2 \Theta^{\beta}_{00}(\gamma)$ and the common revenue component $Q_2^0(\gamma)$. Figure 1.7 illustrates the behavior of the constituents of the profit expressions in Figure 1.6. Observe that at $\hat{\gamma}$ when Tier 0 would like to
hand over leadership to Tier 1, the common revenue component under Tier 0’s leadership is still larger than
in the case of Tier 1’s leadership, \( Q_0^2(\hat{\gamma}) \geq Q_1^2(\hat{\gamma}) \). Similarly, the weights associated with Tier 0 are such that \( K_0 = g_{0|1}(\hat{\gamma}) = g_{0|0}(\hat{\gamma}) \), indicating that leadership should not be handed over. However, the benefit of handover for Tier 0 originates from avoiding the development cost, \( \hat{\gamma} \left( \hat{\Theta}_0^D - \Theta_0^D \right) \). Moreover, Tier 1 will accept leadership only at \( g_{IR} \), when the revenue component \( Q_1^2(\hat{\gamma}) \) and the weighting factor, \( g_{1|1}(\hat{\gamma}) \) are sufficiently large to offset the cost of development incurred by the leader, \( \hat{\gamma} \left( \hat{\Theta}_1^D - \Theta_1^D \right) \), as illustrated in Figure 1.7.

We demonstrated that if \( \gamma \) is either higher than \( \hat{\gamma} \) in region (E) in Figure 1.6 or lower than \( \gamma_{IR} \) in region (A), firms are willing to hand over the leadership. What happens at \( \gamma \in (\gamma_{IR}, \hat{\gamma}) \) in regions (B), (C) and (D) in Figure 1.6? In these regions, the negative impact of the product development cost dominates the benefit of contract leadership. As a result, Tier 0 prefers to hand over the contract leadership to Tier 1. However, Tier 1 also prefers Tier 0 to remain the contract leader. That is, in these intermediate regions, no firm wants to be the leader. From the normative perspective that we investigated in Section 4.1, in region (B), it is better for Tier 1 to be the contract leader, whereas in region (D), Tier 0 leadership is optimal from both the supply chain perspective and the market coverage/inclusive innovation perspective. In region (C), it is
better for Tier 1 to be the contract leader from the supply chain profit perspective, but it is better for Tier 0 to be the leader from the market coverage/inclusive innovation perspective.

![Figure 1.8: Transfers reducing the leadership handover gap](image)

Note: Parameter values are the same as those in Figure 1.6.

What can firms within a supply chain or policy makers do in the intermediate ranges, i.e., in regions (B), (C) and (D)? The policy maker may provide R&D tax credits for innovation investment to Tier 0 in regions (C) and (D) and to Tier 1 in region (B) to encourage more inclusive innovation with the deliberate contract leadership. From the supply chain perspective, Tier 1 may subsidize Tier 0’s investment in \( \gamma \in (\gamma_{01}^{T}, \hat{\gamma}) \) as illustrated in Figure 8; note that in this region, Tier 1’s gain from Tier 0 leadership compared to her own contract leadership is higher than Tier 0’s loss from his own leadership, so Tier 1 has a financial incentive to subsidize Tier 0. Similarly, in \( \gamma \in (\hat{\gamma}, \gamma_{01}^{T}) \), Tier 0 has an incentive to subsidize Tier 1’s contract leadership. In summary, either a tax credit from the policy maker’s perspective or a development investment subsidy within a supply chain can help lead to the more desirable contract leadership pattern that yields higher coverage.

### 1.5 Product Lifecycle and Contract Leadership Transfers for Broader Market Coverage

We now consider how the quality investment, market coverage, and leadership results of the previous section depend on the stage of a product’s lifecycle. It is widely recognized that most innovative products go through two distinct phases of product and process innovation (Utterback and Abernathy 1975). The lifecycle usually commences with a product innovation phase of rapidly-rising development productivity/decreasing development cost. However, as performance improvement/development productivity reaches
maturity, opportunities for gains are associated with potential reductions in the production cost. Specifically, at the maturity stage, process innovation rather than continued product innovation dominates, and production costs decrease as a result of industry-wide improvement in manufacturing technology. In this section, we examine comparative statics in the context of these two phases of the product lifecycle.

Table 1.2 provides an environment in which product innovation is associated with a period of decreasing development cost \( g \), i.e., the first phase of the lifecycle with gradually decreasing levels of development cost, \( g_H > g_M > g_L \), for some fixed and initially high-scale upstream production costs, \( K_{2H}^H \). Afterward, a period of process innovation follows, which is modeled as a decrease in the scale of upstream production costs \( K_2 \), while the scale/value of development costs remains constant. That is, once the magnitude of development costs reaches its lower bound \( g_L \) at \( t = t_3 \) at the maturity stage, process innovation proceeds with a decreasing sequence of upstream production costs, \( K_2^H > K_2^M > K_2^L \). The notion of a product lifecycle here is independent of individual firms and instead is an industry-wide phenomenon. Hence, \( t_j \) represents an instance in a specific industry characterized by a pair of cost parameters \( (g(t_j), K_2(t_j)) \).

<table>
<thead>
<tr>
<th>( t )</th>
<th>( t_1 )</th>
<th>( t_2 )</th>
<th>( t_3 )</th>
<th>( t_4 )</th>
<th>( t_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma )</td>
<td>( \gamma_H )</td>
<td>( \gamma_M )</td>
<td>( \gamma_L )</td>
<td>( \gamma_L )</td>
<td></td>
</tr>
<tr>
<td>( K_{2} )</td>
<td>( K_{2}^H )</td>
<td>( K_{2}^H )</td>
<td>( K_{2}^H )</td>
<td>( K_{2}^M )</td>
<td>( K_{2}^L )</td>
</tr>
</tbody>
</table>

Note: \( t = t_1, t_2, t_3 \) correspond to the product innovation phase, which is followed by process innovation phase in \( t = t_4, t_5 \). Parameters values satisfy \( t_1 < t_2 < t_3 < t_4 < t_5 \), \( g_L < \gamma_M < \gamma_H \) and \( K_{2}^L < K_{2}^M < K_{2}^H \).

In the results of Proposition 2, we see how the contract leadership offering the highest market coverage responds to decreasing product development costs, \( \gamma \), and the scale of upstream production costs, \( K_2 \). Thus, the examination of changes during a product lifecycle amounts to the application of Proposition 2 in the context of product and process innovation.

During product innovation phase that is associated with a reduction in \( \gamma \), the contract leader location resulting in both highest product quality and market coverage shifts upstream as the magnitude of development cost \( \gamma \) decreases. Formally, the supply chain maximizes its profits and, hence, product quality, \( \Theta \), during product innovation by deliberately transferring leadership from Tier 0 to Tier 1 when the level of development cost shifts from the high, \( \{\gamma_{01}^\theta, \infty\} \), to the medium, \( \{\gamma_{01}^\theta, \gamma_{01}^\theta + \Delta^\theta\} \) cost regime. Finally, once the development cost reaches \( \gamma_L < \gamma_{01}^\theta \), the contract leadership should be further transferred to Tier 2. A similar argument applies to the case of market coverage when the contract leadership transfers occur at \( \{\gamma_{01}^r, \gamma_{12}^r\} \). Thus, during the product innovation phase, it is optimal to gradually transfer leadership upstream and make the component
suppliers play a leading role in making contract and investment decisions. This strategy parallels the experience of the personal computer industry in the 1990s when the leadership was transferred from downstream players like Apple and HP to upstream component suppliers such as Intel and Microsoft.

Now, consider the process innovation phase to see what happens to the contract leadership. The analysis of process innovation corresponds to the case of decreasing levels of $K_2$, given a fixed low $\gamma$. Part (c) of Proposition 2 states that supply chains with relatively lower upstream production costs exhibit optimal leadership handover points that are associated with relatively lower development cost levels. Therefore, as the process innovation phase unravels, the optimal supply chain leadership with respect to both product quality and market coverage is shifted downward. In other words, during the process innovation phase, the supply chain is better off with the leadership being gradually transferred downstream for maximum market coverage. The downstream leadership shift captured by our model is similar to the return to the leadership of downstream players like Apple in the computer supply chain during the 2000-2010.

Figure 1.9: Leadership transfers under decreasing production costs

Note: Parameter values are $K_0 = 3$, $K_1 = 2$, $\delta_0 = 1.7$, $\beta = 0.9$, $N = 1$ and $\delta_D = 2$.

We first illustrate the shifts in leaderships using the following parameter values before formally
proving the existence of these shifts. Panels (a) and (b) of Figure 1.9 identify optimal product qualities, $\Theta_{\delta l}(\gamma)$, via intersections of the marginal revenue of investment, $MR_{\delta l}(\Theta)$, and the marginal development cost, $MC(\Theta) = \gamma \Theta$, for $\delta_D = 2$. Suppose that the development cost level is set to $\hat{\gamma} = 0.0183$. Panel (a) depicts the case of a high upstream production cost regime, $K_2 = 6$. In this regime, the optimal contract leader to achieve the largest supply chain profit is Tier 2 from $\hat{\gamma} = 0.0183 < \gamma_{12}^{\Theta}$. Panel (b) of Figure 1.9 considers a lower production cost regime, $K_2 = 1$ - where at the same development cost level $\hat{\gamma}$, the contract leader should be deliberately reassigned/transferred to Tier 1 in order to achieve the largest supply chain profit, since $\hat{\gamma} \in (\gamma_{12}^{\Theta}, \gamma_{01}^{\Theta})$ in this case. Thus, as the production cost parameter $K_2$ decreases, the contract leadership should be transferred in downstream direction, i.e., from Tier 2 to Tier 1.

A different way to illustrate a change in assigning the optimal leader location in a decreasing scale of production cost $K_2$ is provided in Figure 1.10. This figure enhances the understanding of the implications of the shift in handover points to a later time in the product lifecycle as a result of decreasing $K_2$, given a low fixed development cost level $\gamma$. The diagram in Figure 1.10 combines panels (a) and (b) of Figure 1.9 in its inner and outer quarter-circles, respectively. The division into sectors in the inner quarter-circle of the diagram corresponds to the development cost $\gamma$ ranges under the high production cost regime in panel (a) of Figure 1.9. The outer quarter-circle indicates a downward shift of optimal leadership handover points resulting from lower production costs, $K_2 = 1$, as captured in panel (b) of Figure 1.9. Thus, movement along the marginal cost curve from the inner to the outer quarter-circle represents stages of process innovation, where despite a fixed development cost level $\hat{\gamma} = 0.0183$, it is optimal to hand over leadership from Tier 2 to Tier 1.

Figure 1.10: Mechanism for market coverage-maximizing downstream leadership handovers
We present this sequence of smooth leadership handovers exhibiting a complete reversal toward downstream in the process innovation phase in Table 1.2, and Proposition 4 formally establishes the existence of the parameter values \( \{\gamma_H, \gamma_M, \gamma_L\} \) and \( \{K^H_2, K^M_2, K^L_2\} \) mentioned in Table 1.2.

**Proposition 4** *In supply chains exhibiting an initial asymmetry of production costs and process innovation resulting in a reduction of the scale of upstream production costs, i.e. \( K_2 \), there exists a sequence of deliberate leadership handovers, such that during product innovation phase (decrease in \( \gamma \)), the contract leadership is shifted upstream from Tier 0 to Tier 1 and then to Tier 2. This sequence is reversed during the process innovation phase in which the entry of an optimal leader with respect to both product quality and market coverage shifts downstream from Tier 2, to Tier 1, and then Tier 0.*

Examination of the comparative statics in a simple trilateral-supply chain yields a rich set of possible leadership handover sequences, depending on the choice of decreasing development costs and component production costs. Considering product and process innovation allows us to construct a leadership handover sequence that exhibits reversal/oscillation in the entity of the optimal leader with respect to both product quality (or total supply chain profit) and market coverage. Thus, this framework provides useful insights into the nature of the optimal leader location in the industries consisting of supply chains without a preexisting dominant contract leadership. Note that both in the initial stage of product innovation with a high development cost \( \gamma \) and the final stage of process innovation with a low production cost \( K_2 \), it is desirable for a Tier 0 firm to be the contract leader and the direct investor in a Tier 2 supplier, skipping the Tier 1 firm. It is interesting to notice that in our sequential contract stage, firms in the adjacent tiers contract with each other; however, in terms of investment, when a Tier 0 firm directly invests in a Tier 2 supplier skipping the Tier 1 assembler, it leads to higher supply chain profit as well as broader market coverage. As mentioned, these results mirror the development in industries such as the personal computer (PC) and cellphone industries. During the early stage product innovation phase of the PC industry in the 1990s, the leadership was gradually transferred from downstream players like IBM, Apple and HP to upstream component suppliers like Intel and Microsoft. Later, during the process innovation phase (a period of product maturity), we are seeing a return to the leadership of downstream players such as Apple and Lenovo. As the industry goes through a new S-curve of innovation, this oscillatory pattern may repeat itself explaining the swinging leadership and fortunes of companies during the lifecycle.
1.6 Full Dynamics Extensions

In Proposition 1-4 we consider dynamics in a myopic sense where stock of quality accumulation is taken into account but only static equilibrium is obtained in every investment period conditional on available stock of quality $\Theta$. In Proposition 5 we consider fully dynamic two period setting where revenues net development cost are shared and each investor solves a two-period inter-temporal optimization problem. In a pairwise manner we show that product quality expansion path under two-period leadership sequences with an upstream handover, i.e. Tier 0 to Tier 1, dominates product quality expansion path under static leadership, i.e. Tier 0 for two periods, when scale of development costs is decreasing. Similar result is shown for handover from Tier 1 to Tier 2, dominates a two-period Tier 1 leadership.

**Proposition 5** In a two-period setting if total supply chain revenues net production costs are shared equally among forward looking tiers and investor bears the entirety of development cost, (5.a) there exist development cost levels $(\gamma_1, \gamma_2)$ such that product quality, market coverage and total supply chain profit outcomes under leadership reorganization sequences in an upstream direction dominate corresponding outcomes under static leadership, i.e. Tier 0 and Tier 1 handover dominates two-period Tier 0 leadership and Tier 1 to Tier 2 handover dominates two-period Tier 1 leadership. Further, (5.b) there exist upstream production cost coefficients $(K_1^1, K_2^2)$, such that in a two-period setting with a constant development cost level $\gamma$ product quality, market coverage and supply chain profit outcomes under leadership handover sequences in a downstream direction dominate outcomes with static leadership, i.e. Tier 2 to Tier 1 handover dominates two-period Tier 2 leadership, and Tier 1 to Tier 0 handover dominates two-period Tier 1 leadership.

**Lemma 2** Proposition 5 holds in a weaker case when development costs are shared in addition to production costs.

We also numerically examine a three-period example in the Figure 1.11, where given a monotonically decreasing path of $\gamma$ from $\gamma_1 = 0.7$ to $\gamma_3 = 0.125$, product quality expansion path and market coverage path under a leadership sequence, $0 \rightarrow 1 \rightarrow 2$, dominates the ones under static leadership sequences, $l \rightarrow l \rightarrow l$ for $l = 0, 1, 2$. 
Figure 1.11: Three-period full dynamics

Note: Parameter values are $\beta = 0.95$, $\delta_q = 1.7$, inter temporal discount factor is 0.9, revenues net production costs are shared equally, investor in product quality expansion bears the entirety of development cost.

1.7 Conclusion and future research

In this paper, we have focused on the central question of how new innovative products can be made available and affordable to a broader market, making such innovations more inclusive. As discussed in the Introduction section, even important life-saving innovations such as automotive airbags have not been very inclusive in the past, missing the opportunity to improve both social welfare and the innovating firm’s financial performance. Our key finding is that the locus of development investment decision making in a multi-tiered supply chain offers a new hitherto undiscovered degree of freedom to streamline decision making and improve the market coverage of innovative products.

In deriving the results, we considered products with substantial development and production costs, as is the case with new knowledge-intensive products - such as in life sciences and even software-enabled hard goods (for instance, next generation automobiles, smart phones, tablets, and machine tools). Unlike prior work in new product development modeling (which deals primarily with product quality) or supply chain management (where the focus is on quantity), we are able to jointly consider decisions made about product quality, price and quantity. Specifically, the choice of product quality $Q$ is modeled as an investment in innovation. The equilibrium price and quantity are established via a sequence of wholesale price offers using a backward-induction solution approach. Using the standard framework that all consumers who receive positive net utility purchase the product, we are able to show that deliberately choosing which firm in a multi-tiered supply chain invests in innovation and development to improve product quality $\Theta$ can have a significant impact on the market coverage of the product. This result is derived gradually, beginning with the notion of
In conducting the analysis, we adopted the standard product lifecycle perspective; the early stages of product lifecycle are characterized by product innovation when the development productivity improves (the cost parameter $\gamma$ decreases) substantially, whereas in the later stages in which the product enters maturity, process innovation dominates and the production cost $K_2$ decreases. We are able to formally show that (1) the supply chain leader invests the most relative to other tiers, leading to the largest total supply chain profits (for a substantial range of production costs), and (2) the supply chain leader should be deliberately transferred from the downstream to the upstream tier, i.e., from Tier 0, to Tier 1, and then to Tier 2, as the development cost $\gamma$ decreases. In addition, we are able to construct a sequence of deliberate leadership handovers, such that during the product innovation stage, the leadership is optimally shifted upstream from Tier 0 to Tier 1 and then to Tier 2 whereas during the process innovation stage, the leadership should be shifted back downstream from Tier 2, to Tier 1, and then Tier 0 to optimize product quality and market coverage. Deeper analysis in Section 4.2 allows us to go beyond a normative prescription by identifying conditions under which tierwise rational leadership transfers occur and discuss how to align individually rational schedule of leadership transfers with an optimal schedule that results in the highest market coverage. We then translate these findings to the context of a product lifecycle in Section 5 and discover the interesting property of reversal/oscillation in the identity of the optimal leader for maximal market coverage.

Our results have important and subtle implications for firms such as the electric car maker (OEM) we discussed earlier in the paper. Specifically, the analysis presented in the paper suggests that to obtain broader market coverage for its innovations (a stated goal of the company), the OEM should initially drive investments in core technology (battery) innovation while gradually allocating a greater role to its suppliers as the product development becomes easier and costs decrease. Once the product is mature and the improvements have reduced production costs, it makes sense for the OEM to take greater control of the decision making with respect to innovation investments. By doing so, the firm is able to launch innovative products and ensure that more of the marketplace is able to enjoy them. As a result, the aggressive reduction of the development and production costs is naturally translated into more profitable, affordable, and higher-quality products. Our approach offers firms additional degrees of freedom, available in the context of easy-to-implement wholesale-price contracts, providing an alternative to more complex non-linear contracts in mitigating misalignment between vertically integrated and decentralized supply chain environments.

To keep a sharp focus on inclusive innovation and to manage complexity, we formulated a stylized analytical model with its own limitations. First, consistent with the electric car and electronics/computer industry examples discussed in the paper, we considered the innovation investment in a core
component/technology, such as the electric car battery or the microprocessor, developed by a Tier 2 supplier. In other industries, the primary quality-enhancing investment can be associated with other tiers of the supply chain, e.g., the final product quality can be affected primarily by the design of the end product, which is related to the investment in Tier 0 manufacturer. However, our analysis remains valid as long as there exists a single primary investment target in a supply chain, regardless of its location, which determines the final product quality. Second, we investigated in this paper the case of a three-tier serial supply chain investing in an advanced/monopolistic technology. In reality, a multi-tiered supply chain can be a supply network with a complex network relationship and, potentially, other competing supply chains. We focused our analysis on the simple linear supply chain case to derive primary first-order insights on inclusive innovation, and our analysis can be a building block to examine more complicated cases including supply chain competition, such as that studied in Corbett and Karmarkar (2001) and Carr and Karmarkar (2005).

In closing, we believe that this paper represents an important first step on an issue of growing importance in today’s digitally connected market environment, namely how innovative products can be made more inclusive or broadly affordable to a range of customers in a manner consistent with the profits of firms - by aligning actions and tapping previously unexplored degrees of freedom about investor identity in the industry supply chain.

Chapter 1, in full, has been submitted for publication of the material as it may appear in Management Science, Product Innovation Investments and Supply Chain Contract Leadership for Broader Market Coverage, 2015. Chapter 1 was co-authored with Professor Vish Krishnan and Professor Hyoduk Shin.
Appendix to Chapter 1

**Proof of Lemma 1**: Equilibrium price and quantity are obtained by reducing tierwise profit expressions into a single contract leader’s profit expression by iteratively applying marginalization operation presented in Majumder and Srinivasan (2008). First, in the case of Tier 0 contract leadership, the leaf node Tier 2’s profit expression can be written as

$$\Pi_2(q_2; \omega_2) = \omega_2 q_2 - \Theta^{\delta_0} K_2 q_2^2. \quad (1.7.1)$$

Tier 2 optimally responds to wholesale price offer of $\omega_2$ by maximizing $\Pi_2$ above with respect to $q_2$ which leads to $q_2(\omega_2) = \omega_2 (2K_2 \Theta^{\delta_0})^{-1}$. Now, from Tier 1’s perspective, taking Tier 2’s optimal response $q_2(\omega_2)$ into account, Tier 1 faces the inverse factor demand, which is $\omega_2(q_2) = 2K_2 \Theta^{\delta_0} q_2$. Furthermore, the quantity constraint $q_1 \leq q_2$ in Eq. (1.3.1) optimally binds. Substituting $\omega_2(q_2)$ and the binding quantity constraint $q_1 = q_2$ into $\Pi_1(q_1, \omega_2; \omega_1)$ in Eq. (1.3.1), we obtain Tier 1’s resulting profit expression as follows:

$$\Pi_1(q_1; \omega_1) = \omega_1 q_1 - \left(K_1 + 2\Theta^{\delta_0} K_2 \right) q_1^2. \quad (1.7.2)$$

Similarly, Tier 0 faces the inverse factor demand of the form $\omega_1(q_1) = (2K_1 + 2^2 \Theta^{\delta_0} K_2) q_1$. Substituting $\omega_1(q_1)$ into $\Pi_0(p, q_0, \omega_1)$ and using the optimally binding quantity constraint $q_0 = q_1$, we have

$$\Pi_0(p, q) = pq - \Phi_0(\Theta) q^{\delta_0} \ \text{s.t.} \ \mathcal{N}(1 - \frac{p}{\Theta^{\delta_0}}) \geq q, \quad (1.7.3)$$

where $\Phi_0(\Theta) = K_0 + 2K_1 + 2^2 \Theta^{\delta_0} K_2$. By optimizing (1.7.3) over $p$ and $q$, it follows that

$$R_0(\Theta) = \left(2 + 2\Theta^{-\beta} \Phi_0(\Theta) N\right)^{-1} \left(\Theta^\beta + 2\Phi_0(\Theta) N\right),$$
$$Q_0(\Theta) = \mathcal{N} \left(2 + 2\Theta^{-\beta} \Phi_0(\Theta) N\right)^{-1}, \quad (1.7.4)$$

which completes the proof for the case of Tier 0 contract leadership. For the other remaining cases, by following the similar steps, we obtain the equilibrium outcomes as stated in Lemma 1. □

**Claim 1**

If $R(\hat{\Theta})$ is a supply chain revenue associated with new expanded product quality $\hat{\Theta}$ such that $\hat{\Theta} \geq \Theta$, i.e. new stock of quality weakly exceeds the previous stock of quality $\Theta$, and development cost of raising product quality level from $\Theta$ to $\hat{\Theta}$ is $C(\hat{\Theta}, \Theta) = \gamma \cdot \max \{\hat{\Theta}^{\delta_0} - \Theta^{\delta_0}, 0\}$, then
arg\max_{\hat{\Theta}} \{ R(\hat{\Theta}) - C(\hat{\Theta}) \} = \max_{\hat{\Theta} \geq \Theta} \left\{ \arg\max_{\hat{\Theta}} \{ R(\hat{\Theta}) - C(\hat{\Theta}, 0) \}, \Theta \right\} \tag{1.7.5}

Proof: On the left-hand side of (1.7.5) \( C(\hat{\Theta}, \Theta) = \gamma \hat{\Theta} \delta_\Theta \) since maximization is constrained to \( \hat{\Theta} \geq \Theta \). Further, on the right-hand side of (1.7.5) \( C(\hat{\Theta}, 0) = \gamma \hat{\Theta} \delta_\Theta \) since \( \hat{\Theta} \geq 0 \). Therefore, maximization problems with respect to \( \hat{\Theta} \) on both sides of (1.7.5) have the same objective function. However, on the right-hand side the maximand of unconstrained problem, \( \hat{\Theta}^* \), may be less than initial stock of quality, i.e. \( \hat{\Theta}^* \leq \Theta \), which is corrected for by an additional \( \max \{ \cdot \} \) operator such that \( \max \{ \hat{\Theta}^*, \Theta \} \geq \Theta \). Hence, expression (1.7.5) holds.

\[ \square \]

Remark 1

Claim 1 establishes basis for a convenient proof technique for results in this paper that are dependent on the initial stock of quality \( \Theta \). If marginal revenue and marginal cost expressions depend only on \( \hat{\Theta} \) then it suffices to examine optimal product quality expansion outcomes conditional on \( \Theta = 0 \), i.e. unconstrained optimization \( \hat{\Theta} \geq 0 \), which can be revised as indicated in (1.7.5) for \( \Theta > 0 \). Figure (1.2) provides further intuition.

Proof of Proposition 1: Technically, for part (1.a) we show that for any initial stock of quality \( \Theta \leq \left( \frac{\beta}{\delta_\Theta - \beta} \right) \frac{\gamma}{\alpha} \left( \frac{\tau^2}{2^{1-i} K_1 + \tau^2 K_2} \right) \delta_\Theta \) and for all \( \delta_\Theta \in (1, 2\beta] \), and all \( \gamma > \max \{ \gamma_j \} \) where \( \gamma_j \) is defined below conditional on leader location \( l \in \{0, 1, 2\} \), the new stock of quality \( \hat{\Theta}_{il} = \Theta + \theta_{il} \) is such that

\[
\hat{\Theta}_{il} = \max_{i \in \{0, 1, 2\}} \{ \hat{\Theta}_{il} \} \text{ and } \Pi_i^T (\hat{\Theta}_{il}) = \max_{i \in \{0, 1, 2\}} \left\{ \Pi_i^T \left( \hat{\Theta}_{il} \right) \right\}.
\]

First, consider the case of Tier 2 contract leadership. Using the equilibrium price and quantity outcomes from Lemma 1, we obtain the resulting profit expressions for each firm as follows,

\[
\Pi_{i|2}(\hat{\Theta}) = \max_{\hat{\Theta}, s.t. \hat{\Theta} \geq \Theta} \left\{ \begin{array}{ll}
Q_2^i(\hat{\Theta}) & \text{if } i = 0 \\
2K_0 + K_1 & \text{if } i = 1 \\
\Phi_2(\hat{\Theta}) + \hat{\Theta} \delta N^{-1} & \text{if } i = 2
\end{array} \right\} - \gamma \left( \hat{\Theta} \delta_\Theta - \Theta \delta_\Theta \right), \tag{1.7.6}
\]

where for notational convenience subscript \( i \mid l \) on a new stock of quality \( \hat{\Theta} \) is suppressed and maximization
leads to the highest total supply chain profits. This is achieved under the leadership of Tier 2, as it invests relative to the supply chain optimal investment level. In addition, the marginal revenue for Tier 2 is given by \( MR_{2|2}(\hat{\Theta}) \). Denote the total marginal revenue of the supply chain under Tier 2’s leadership as \( MR_{2|2}(\hat{\Theta}) \), which holds for \( MR_{2|2}(\hat{\Theta}) > 0 \) for all \( \hat{\Theta} \geq 0 \) and \( MR_{2|2}(\hat{\Theta}) \geq 0 \) for \( i = 0, 1 \), where \( MR_{i|2}(\hat{\Theta}) \) corresponds to the marginal revenue for Tier \( i \) investor; specifically, they can be written as

\[
MR_{0|2}(\hat{\Theta}) = Q_2^2(\hat{\Theta}) \left( N^{-1} \hat{\Theta}^\beta + \Phi_2(\hat{\Theta}) \right)^{-1} \hat{\Theta}^{-1} \left( \beta (2K_1 + 4K_0) - (\delta_0 - \beta)K_2\hat{\Theta}^\delta \right) 2K_0, \\
MR_{1|2}(\hat{\Theta}) = Q_2^3(\hat{\Theta}) \left( N^{-1} \hat{\Theta}^\beta + \Phi_2(\hat{\Theta}) \right)^{-1} \hat{\Theta}^{-1} \left( \beta (2K_1 + 4K_0) - (\delta_0 - \beta)K_2\hat{\Theta}^\delta \right) (4K_0 + 2K_1), \\
MR_{2|2}(\hat{\Theta}) = Q_2^4(\hat{\Theta}) \hat{\Theta}^{-1} \left( (2\beta - \delta_0)K_2\hat{\Theta}^\delta + \beta \hat{\Theta}^\delta N^{-1} + 2\beta (4K_0 + 2K_1) \right).
\]

Note that \( MR_{2|2}(\hat{\Theta}) > MR_{0|2}(\hat{\Theta}) \) is simplified to

\[
(\delta_0 - 2\beta)K_2^2\hat{\Theta}^{2\delta} + ((2\delta_0 - 14\beta)K_0 + (2\delta_0 - 8\beta)K_1)K_2\hat{\Theta}^{\delta} + (\delta_0 - 3\beta)K_2N^{-1}\hat{\Theta}^{\delta} + \beta \hat{\Theta}^{\delta}N^{-2} + \beta (2K_1 + 4K_0)(4K_1 + 6K_0) + 3\beta (2K_1 + 4K_0)N^{-1}\hat{\Theta} \]

(1.7.8)

which holds for \( \delta_0 \leq \beta \cdot \min \left\{ 2, 3, 4 + \frac{6K_0}{2K_1 + 2K_0} \right\} = 2\beta \). Furthermore, \( MR_{2|2}(\hat{\Theta}) > MR_{1|2}(\hat{\Theta}) \) is equivalent to

\[
(\delta_0 - 2\beta)K_2^2\hat{\Theta}^{2\delta} + (\delta_0 - 3\beta)K_2N^{-1}\hat{\Theta}^{\delta} + \beta \hat{\Theta}^{\delta}N^{-2} + \beta (2K_1 + 4K_0)^2 + 3\beta (4K_0 + 2K_1)N^{-1}\hat{\Theta}^{\beta} + 3\beta (4K_0 + 2K_1)K_2\hat{\Theta}^{\delta} \]

(1.7.9)

which also holds for \( \delta_0 \leq \beta \cdot \min \{ 2, 3 \} = 2\beta \). From examining expression for Tier 2’s marginal revenue in (1.7.7), \( MR_{2|2}(\hat{\Theta}) \geq 0 \) for \( \delta_0 \leq 2\beta \). As a result, \( \hat{\Theta}_{2|2} = \max_{i \in \{0, 1, 2\}} \{ \hat{\Theta}_{i|2} \} \) follows.

Next, we show that a contract leader’s investment in product quality yields highest total supply chain profits. Denote the total marginal revenue of the supply chain under Tier 2’s leadership as \( MR_{T|2}(\hat{\Theta}) = MR_{0|2}(\hat{\Theta}) + MR_{1|2}(\hat{\Theta}) + MR_{2|2}(\hat{\Theta}) \). By comparing \( MR_{T|2}(\hat{\Theta}) \) and \( MR_{2|2}(\hat{\Theta}) \) and using algebra, we obtain \( MR_{T|2}(\hat{\Theta}) \geq MR_{2|2}(\hat{\Theta}) \) for \( \hat{\Theta} \leq \left( \frac{\beta}{\delta_0 - \beta} \frac{2K_1 + 4K_0}{K_2} \right)^{\frac{1}{\theta_2}} \). Furthermore, it follows that for all \( \gamma \geq \gamma_2 \), \( \hat{\Theta}_{2|2} \leq \left( \frac{\beta}{\delta_0 - \beta} \frac{2K_1 + 4K_0}{K_2} \right)^{\frac{1}{\theta_2}} \) holds. Consequently, it implies that for all \( \gamma \geq \gamma_2 \), \( \hat{\Theta}_{2|2} \leq \hat{\Theta}_{T|2} \), i.e., Tier 2 leader under-invests relative to the supply chain optimal investment level. In addition, \( \Pi_2^T(\hat{\Theta}) \) is quasi-concave. Hence, \( \Pi_2^T(\hat{\Theta}) \) is increasing in \( \hat{\Theta} \) for \( \hat{\Theta} \leq \hat{\Theta}_{T|2} \). Therefore, Tier 2 contract leader’s investment in product quality leads to the highest total supply chain profits.
It remains to show that contract leader’s choice of product quality also yields highest market coverage. Technically we show that for \( \gamma > \gamma'_l \) as specified below \( \rho_i(\hat{\Theta}_{ij}(\gamma)) > \rho_i(\hat{\Theta}_{ij}(\gamma)) i \neq l, l \in \{0,1,2\} \). Since we have already proved that \( \hat{\Theta}_{ij}(\gamma) = \max_{i \in \{0,1,2\}} \left\{ \hat{\Theta}_{ij}(\gamma) \right\} \), it remains to show that that if \( \gamma \geq \gamma'_l \) then \[ \frac{\partial \rho_i(\Theta)}{\partial \Theta} \Big|_{\Theta = \hat{\Theta}_{ij}(\gamma)} \geq 0. \] By construction \( \gamma'_l \) is such that \( \hat{\Theta}_{ij}(\gamma) \leq \left( \frac{\beta}{\delta_0 - \beta} \right) \left( \frac{2^{1-l}K_{ij}^{2} \delta_0 - \beta}{2^{1-l}K_{ij}^{2}} \right) \frac{1}{\gamma'_l} = \arg\max \left\{ \rho_i(\hat{\Theta}) \right\} \) for \( \gamma \geq \gamma'_l \). Therefore, given sufficiently high levels of development cost \( \gamma \geq \gamma'_l \) for \( l \in \{0,1,2\} \), contract leader’s choice of product quality also yields highest market coverage in addition to highest product quality.

For the remaining cases of Tier 0 and Tier 1 contract leadership, we follow similar steps to establish that for all \( \delta_0 \in (1,2\beta) \) and all \( \gamma \geq \gamma'_l \) for \( l \in \{0,1,2\} \), a contract leader’s investment in product quality yields the highest product quality expansion and the highest total supply chain profits given initial stock of quality \( \Theta = 0 \). To generalize above proof for any \( \Theta > 0 \) we recognize that

For part (1.b) we show that when \( \delta_0 \geq \delta_0^l \) and \( \Theta^l < \Theta < \Theta^l \) Tier 2 associated with critical product quality invests the most in product quality expansion relative to Tier 1 contract leader, i.e. \( \hat{\Theta}_{2ij} > \hat{\Theta}_{1ij} \) for \( i,l = 0,1, \) where \( l = 2 \) is a trivial case. Similarly to the proof of part (1.a), we identify sufficient values of \( \delta_0^l, \Theta^l \) and \( \Theta^l \) such that \( MR_{2ij}(\hat{\Theta}) \leq MR_{0ij}(\hat{\Theta}) \) and \( MR_{2ij}(\hat{\Theta}) \geq 0 \) for \( \forall \Theta_i < \Theta < \Theta^l, \delta_0 > \delta_0^l \) and \( i,l = 0,1 \).

For the case of Tier 0 leadership inequality \( MR_{00}(\hat{\Theta}) \leq MR_{20}(\hat{\Theta}) \) is simplified to

\[
(5\delta_0 - 2\beta)2K_{1}\hat{\Theta}^{\delta_0} + (5\delta_0 - 14\beta)2N(K_{0} + 2K_{1})K_{2}\hat{\Theta}^{\delta_0 - \beta} + (\delta_0 - 2\beta)24NK_{2}^{2}\hat{\Theta}^{2\delta_0 - \beta} >
6\beta(K_{0} + 2K_{1}) + 4\beta N\hat{\Theta}^{-\beta}(K_{0} + 2K_{1})^{2} + 2\beta\hat{\Theta}^{\beta}N^{-1}.
\]

(1.7.10)

Given an equal number of left- and right-hand-side terms in (1.7.10), we pair terms in presented order to yield three inequalities that are further combined into a single sufficient condition,

\[
\Theta > \Theta^0 = \max \left\{ \left( \frac{3\beta (K_{0} + 2K_{1})}{(5\delta_0 - 2\beta)K_{2}} \right)^{1/\gamma'_l}, \left( \frac{2\beta (K_{0} + 2K_{1})}{(5\delta_0 - 14\beta)K_{2}} \right)^{1/\gamma'_l}, \left( \frac{\beta}{12(\delta_0 - 2\beta)NK_{2}^{2}} \right)^{1/\gamma'_l} \right\}.
\]

(1.7.11)

It follows that for \( \delta_0 \geq \delta_0^0 = 3.6\beta \) and \( (K_{0} + 2K_{1})N\gamma K_{2}^{2} > K_{0}^{l} = \frac{5}{48} \), \( \Theta^0 = \left( \frac{3\beta (K_{0} + 2K_{1})}{(5\delta_0 - 12\beta)K_{2}} \right)^{1/\gamma'_l} \). An upper bound \( \Theta^0 \) is associated with constraint \( MR_{20} > 0 \) that can be simplified to

\[
((2\beta + \delta_0)K_{0} + (4\beta + 2\delta_0)K_{1})K_{2}\hat{\Theta}^{\delta_0} + (8\beta - 4\delta_0)K_{2}^{2}\hat{\Theta}^{2\delta_0} + \delta_0 K_{2}N^{-1}\hat{\Theta}^{\delta_0 - \beta} > 0
\]

(1.7.12)

Inequality (1.7.12) holds for \( \Theta < \Theta^0 = \left( \frac{(2\beta + \delta_0)K_{0} + (4\beta + 2\delta_0)K_{1}}{(\delta_0 - 2\beta)48K_{2}} \right)^{1/\gamma'_l} \). Comparing values of upper and lower bounds on initial stock of quality yields that \( \Theta^0 < \Theta^0 \) for \( \delta_0 > 2.8\beta \). Now consider conditions under which Tier 2
invests more than Tier 1, $MR_{2|0} > MR_{1|0}$, by following similar steps we find that the following restriction on $\Theta$ must hold.

$$\Theta > \max \left\{ \left( \frac{2\beta (K_0 + 2K_1)K_1}{(6\delta_0 - 12\beta)K_1 - (\delta_0 + 2\beta)K_0)K_2} \right)^{\frac{1}{\delta_0}}, \left( \frac{\delta_0 N^{-1}}{(\delta_0 - 2\beta)4K_2} \right)^{\frac{1}{\delta_0 - \beta}} \right\}$$

, where $\delta_0 > \beta \left( 2 + \frac{4K_0}{6K_1 - K_0} \right)$. It follows that $\Theta^0 > \left( \frac{\delta_0 N^{-1}}{(\delta_0 - 2\beta)4K_2} \right)^{\frac{1}{\delta_0 - \beta}}$ for $(K_0 + 2K_1)K_2 > \frac{\delta_0}{K_1}$ and $\delta_0 \in [3.6, 7.8]$. Therefore, when $(K_0 + 2K_1)K_2 > \max \left\{ \frac{\delta_0 (\delta_0 - 2\beta)}{4\beta (6\delta_0 - 12\beta)K_0 K_2}, \delta_0 \right\}$, $\delta_0 \in [3.6, 7.8]$ and $\Theta \in \left( \frac{3\beta (K_0 + 2K_1)K_1}{(5\delta_0 - 12\beta)K_2} \right)^{\frac{1}{\delta_0}}, \left( \frac{3\beta (K_0 + 2K_1)K_1}{(5\delta_0 - 12\beta)K_2} \right)^{\frac{1}{\delta_0 - \beta}}$ Tier 2 invests more than Tier 0 leader.

Similarly, for Tier 1 leadership, $MR_{2|1}(\Theta) > MR_{1|1}(\Theta)$ is simplified to inequality (1.7.13) and a lower bound on stock of quality $\Theta^1$ is presented in (1.7.14).

$$\Theta > \Theta^1 = \max \left\{ \left( \frac{\beta (K_0 + K_1)}{\delta_0 - 2\beta}K_2 \right)^{\frac{1}{\delta_0}}, \left( \frac{\beta (K_0 + K_1)}{3(\delta_0 - 2\beta)K_2} \right)^{\frac{1}{\delta_0}}, \left( \frac{\beta}{2(\delta_0 - 2\beta)K_2 N^{-1}} \right)^{\frac{1}{\delta_0 - \beta}} \right\} \text{ (1.7.14)}$$

It follows that for $\delta_0 > \delta_0^1 = 2\beta$ and $(K_0 + K_1)K_2 N^{-1} > K_1^1 = \frac{1}{2}$, $\Theta^1 = \left( \frac{\beta (K_0 + K_1)}{\delta_0 - 2\beta}K_2 \right)^{\frac{1}{\delta_0}}$. From comparison of values of upper and lower bounds it follows that $\Theta^1 < \Theta^0$ for $\delta_0 > 0$, which is always true given that $\delta_0 \geq 1$. The conditions to dominate Tier 0 by Tier 2 under Tier 1 leadership is $\Theta > \left( \frac{2K_0 \beta (K_0 + K_1)}{(6\delta_0 K_0 + (2\beta + \delta_0)K_1)K_2} \right)^{\frac{1}{\delta_0}}, \left( \frac{2K_0 \beta (K_0 + K_1)}{(6\delta_0 K_0 + (2\beta + \delta_0)K_1)K_2} \right)^{\frac{1}{\delta_0}} < \Theta^1$ which holds without any additional parameter restrictions, since $K_0^1 > -\frac{4\delta_0 + 4\beta}{2\beta + \delta_0}$. Similarly for Tier 1 let’s examine the case where Tier 2 yields highest supply chain profits, $MR_{3|1} > -MR_{0|1}$. This conditions is further simplified below to:

$$\left( (2\beta - \delta_0)2K_2 \Theta^0 + \beta \Theta^0 N^{-1} + 2\beta (K_0 + K_1) \right) (\Theta^0 N^{-1} + (2K_0 + K_1) + 2K_2 \Theta^0) > -\beta 2K_0 (K_0 + K_1) - 4K_0 (\beta - \delta_0)K_2 \Theta^0$$
Proof of Proposition 2: Technically, we prove that for all \( \delta_0 \in (1, 2\beta) \) and \( \frac{K_0}{K_1} \in (1, 4) \), there exist \( \{\gamma_0^m, \gamma_1^m\} \) where \( m \in p \) for market coverage, and \( m = \Theta \) for path of product quality expansion, such that \( \gamma_0^m > \gamma_1^m > \gamma \) and the following holds: Given a partition \( \{\Gamma_0^m, \Gamma_1^m, \Gamma_1^0\} = \{\gamma_0^m, \gamma_1^m, \gamma_0^1\} \) for \( m \in \{\Theta, p\} \).

(a.1) If \( \gamma \in \Gamma_k^p \) then \( \hat{\Theta}_{kl}(\gamma) = \max_{l \in \{0, 1, 2\}} \{\hat{\Theta}_{kl}(\gamma)\} \) for \( k \in \{0, 1, 2\} \);

(a.2) If \( \gamma \in \Gamma_k^\Theta \) then \( \rho_k(\gamma) = \max_{l \in \{0, 1, 2\}} \{\rho_l(\gamma)\} \) for \( k \in \{0, 1, 2\} \);

(b) \( \gamma_0^1 \geq \gamma_0^2 \); and \( \gamma_1^0 \geq \gamma_1^2 \);

(c) \( \frac{\partial \rho_k}{\partial \Theta}(\gamma) > 0 \);

(d) \( \forall K_2 > 0 \exists \Delta K_2 \) such that \( \gamma_1^1(K_2 + \Delta K_2) > \gamma_1^1(K_2) \).

First, for part (a.1), we prove the following claim.

There exists a unique value \( \Theta_{01}^{MR} \) in \( \{0, \Theta_{01}^\Theta\} \), where \( \Theta_{01}^\Theta = \left(\frac{K_0 - K_1}{2K_2}\right)^{\frac{1}{\delta_0}} \), that solves \( MR_{01}(\Theta) = MR_{11}(\Theta) \). In addition, there exists a unique value \( \Theta_{12}^{MR} \) in \( \{\Theta_{01}^\Theta, \Theta_{12}^\Theta\} \), where \( \Theta_{12}^\Theta = \left(\frac{K_1 + 2K_0}{K_2}\right)^{\frac{1}{\delta_0}} \), that solves \( MR_{11}(\Theta) = MR_{21}(\Theta) \).

Proof: This claim examines behavior of marginal revenue objects only with respect to various levels of product quality \( \Theta \), and hence choice variable \( \hat{\Theta} \), the expansion of quality relative to \( \Theta \), does not appear.

The marginal revenue for a contract leader can be written as

\[
MR_{kl}(\Theta) = Q_l^1(\Theta)\Theta^{-1} \left(2\beta - \delta_0\right)^2 K_2 \Theta^{\delta_0} + \beta \Theta^{\delta_0} N^{-1} + 2\beta \left(2K_0 + 2^{l-1}K_1\right),
\]

(1.7.15)

where \( Q_l^1(\Theta) \) is given in Lemma 1. From (1.7.15), recognize that Tier 1’s marginal revenue exhibits a particular form, \( MR_{kl}(\Theta) = Q_l^1(\Theta)g_l(\Theta) \). Therefore, \( \Theta_{01}^{MR} \) solves \( \frac{g_1(\Theta_0^1)}{g_0(\Theta_0^1)} = \frac{g_1(\Theta_{01}^{MR})}{g_0(\Theta_{01}^{MR})} \). Furthermore, note that \( \frac{g_0(\Theta_0^1)}{g_1(\Theta_1^0)} = 1 \) holds, and

\[
g_1(\Theta_0^1) - 1 = \left(\frac{K_0 - K_1}{2^{\beta - \delta_0}} - 1\right) 2K_0 + 2K_1 + \frac{\beta}{\delta_0} \left(\frac{K_0 - K_1}{2K_2}\right)^{\frac{1}{\delta_0}} N^{-1} > 0,
\]

(1.7.16)

i.e., \( g_1(\Theta_0^1) > g_0(\Theta_0^1) \) also holds. In addition,

\[
\frac{Q_1^1(0)}{Q_1^1(\Theta_0^1)} = \left(2 - \frac{3K_1}{2K_1 + K_0}\right)^2 > \left(2 - \frac{3K_1}{2K_1 + K_0}\right) = \frac{g_1(0)}{g_0(0)}.
\]

(1.7.17)
Next, we show that the difference of two objects, i.e., \( \frac{Q_i}{Q_1} - \frac{Q_2}{Q_2} \), is decreasing in \( \Theta \) for \( \Theta \in (0, \Theta_{01}^O) \), \( \delta_\theta \in (1,2\beta) \) and \( 4K_1 > K_0 > K_1 \). Expression for \( \frac{\partial}{\partial \Theta} \left( \frac{Q_i}{Q_1} - \frac{Q_2}{Q_2} \right) \) can be written as

\[
A_0(\Theta) \frac{\frac{\delta_\theta}{N}}{4K_2 \Theta^\delta_\theta + \beta - 1} + A_1(\Theta) \frac{12 \delta_\theta K_0 K_2 \Theta^\delta_\theta - 1}{(\Theta^\beta N - 1 + \Phi_0(\Theta))^2} + A_2(\Theta) \frac{\frac{\beta}{N}}{(K_0 - K_1) \Theta^\beta - 1} \tag{1.7.18}
\]

where

\[
A_0(\Theta) = \frac{1 - \alpha}{4} V - W, \quad A_1(\Theta) = \frac{1 - \alpha}{2} V - W, \quad A_2(\Theta) = \frac{1}{4} V - W,
\]

\[
V(\Theta) = \frac{(\Theta^\beta N - 1 + \Phi_0(\Theta))^2}{(\frac{1}{2} \Theta^\beta N - 1 + (1 - \alpha)4K_2 \Theta^\delta_\theta + 2K_1 + K_0)^2}, \tag{1.7.19}
\]

\[
W(\Theta) = \frac{\Theta^\beta N - 1 + \Phi_1(\Theta)}{\Theta^\beta N - 1 + \Phi_0(\Theta)},
\]

and \( \alpha = \frac{\delta_\theta}{2\beta} \). From (1.7.18), it follows that a sufficient condition for \( \frac{\partial}{\partial \Theta} \left( \frac{Q_i}{Q_1} - \frac{Q_2}{Q_2} \right) < 0 \) is

\[
A_1(\Theta) = \max \{ A_i(\Theta) \} < 0 \quad \text{for} \quad i = 0, 1, 2. \quad \text{Furthermore, this sufficient condition } A_1(\Theta) < 0 \text{ can be simplified to}
\]

\[
\left( \Theta^\beta N - 1 + \Phi_0(\Theta) \right)^3 < \left( \Theta^\beta N - 1 + \Phi_1(\Theta) + H(\Theta) \right)^2 \left( \Theta^\beta N - 1 + \Phi_1(\Theta) \right), \tag{1.7.20}
\]

where

\[
H(\Theta) = \left( 2^{\frac{1}{2}} \alpha - 1 \right) \Theta^\beta N - 1 + \left( 2^{\frac{1}{2}} \alpha - 1 - 2 \right) K_1 \Theta^\delta_\theta + \left( 2^{\frac{1}{2}} \alpha - 1 \right) K_1 + \left( 2^{\frac{1}{2}} \alpha - 2 \right) K_0 \tag{1.7.21}
\]

and \( \tilde{\alpha} = (1 - \alpha)^{-\frac{1}{2}} \). Recognize that \( H(\Theta) > 0 \) for \( K_0 < 4K_1 \) and \( \Theta < \Theta_{01}^O \). Furthermore, since \( \Phi_0(\Theta) < \Phi_1(\Theta) \) for \( \Theta < \Theta_{01}^O \), the sufficient condition \( A_1(\Theta) < 0 \) holds, i.e., \( \frac{\partial}{\partial \Theta} \left( \frac{Q_i}{Q_1} - \frac{Q_2}{Q_2} \right) < 0 \). Consequently, there exists the unique value \( \Theta_{01}^{MR} \) in \((0, \Theta_{01}^O)\) that solves \( M_{R_{01}}(\Theta) = M_{R_{11}}(\Theta) \). Similarly, the unique existence of \( \Theta_{12}^{MR} \) follows, which completes the proof of the claim.

\[
\square
\]

Now, denote \( \Theta_0^{MR} = M_{R_{11}} \left( \Theta_{01}^{MR} \right) \delta_D^{-1} \left( \Theta_{01}^{MR} \right)^{1-\delta_D} \) and \( \Theta_{12}^{MR} = M_{R_{12}} \left( \Theta_{12}^{MR} \right) \delta_D^{-1} \left( \Theta_{12}^{MR} \right)^{1-\delta_D} \). From the claim above, we have \( \Theta_{01}^{MR} > \Theta_{12}^{MR} \). Furthermore, if initial stock of quality \( \Theta < \Theta_{01}^{MR} \) product quality level, \( \Theta_{01}^{MR} \), is indeed optimally chosen by Tier 0 and 1 if marginal cost of product development crosses \( M_{R_{11}}(\Theta) \) from below at \( \Theta_{01}^{MR} \). Marginal cost of development \( \chi_{01}^{MR} \delta_D^{-1} \) for \( \delta_D > 2 \) is increasing by construction.
in $\hat{\Theta}$ and independent of $\Theta$. Tier 1 leader’s marginal revenue is increasing for $\Theta \leq \left( \frac{\beta(K_1+2K_0)}{\delta^0 - \beta} \right)^{\frac{1}{\delta^0}}$, such that $\Theta^{|MR}|_{01} \leq \Theta^{|MR}|_{01} < \left( \frac{\beta(K_1+2K_0)}{\delta^0 - \beta} \right)^{\frac{1}{\delta^0}}$. Hence, $MR_{|1|}(\Theta)$ and marginal cost of development are both increasing on $[0, \Theta^{|MR}|_{01}]$. Moreover, $\lim_{\Theta \to \infty} MR_{|1|}(\Theta) = 0$ and $\lim_{\Theta \to \infty} \frac{\partial MR_{|1|}(\Theta)}{\partial \Theta} = \infty$. Thus, there exists $\hat{\epsilon} > 0$, such that for all $\epsilon < \hat{\epsilon}$, $MR_{|1|}(\epsilon) > \Theta^{|MR}|_{01} \delta \epsilon^{\delta-1}$. Therefore, $\Theta^{|MR}|_{01} \delta \epsilon^{\delta-1}$ crosses $MR_{|1|}(\Theta)$ from below, since marginal cost of development contains point $(\Theta^{|MR}|_{01}, MR_{|1|}(\Theta^{|MR}|_{01}))$. By sub-modularity of profit function for both Tiers 0 and 1, $\Pi_l(\Theta, \gamma)$ for $l = 0, 1$, it follows that optimal product quality is decreasing in $\gamma$, i.e., $\frac{\partial \Pi_l(\gamma)}{\partial \Theta} < 0$. Consequently, $\forall \gamma > \Theta^{|MR}|_{01}, \Theta \leq \Theta^{|MR}|_{01}$ for $l = 0, 1$. Further, given some $\gamma > \Theta^{|MR}|_{01}$, Tier 1 optimally chooses $\hat{\Theta}_{|1|}(\gamma)$ such that $MR_{|1|}(\hat{\Theta}_{|1|}(\gamma)) = \gamma \delta \hat{\epsilon} (\hat{\Theta}_{|1|}(\gamma) \hat{\epsilon}^{\delta-1}$ and $MR_{|0|}(\hat{\Theta}_{|1|}(\gamma)) > MR_{|1|}(\hat{\Theta}_{|1|}(\gamma))$, resulting in $\hat{\Theta}_{|0|}(\gamma) > \hat{\Theta}_{|1|}(\gamma)$.

For the proof of (a.2), we first establish the existence of $\{\hat{\Theta}_{|1|}(\gamma)|_{11}, \hat{\Theta}_{|1|}(\gamma)|_{12}\}$ such that $\rho_j(\gamma|_{j,j+1}) = \rho_{j+1}(\gamma|_{j,j+1})$ for $j = 0, 1$. Figure 1.12 evaluating $MR_{|j|}(\Theta)$ and $\rho_j(\Theta)$ on $\Theta \in [0, 1]$ provides graphical illustration for the following proof: Recognize that $\rho_0(\gamma|_{01}) > \rho_1(\gamma|_{01})$ since at $\Theta^{|MR}|_{01}$ both Tiers 0 and 1 optimally choose $\Theta^{|MR}|_{01}$, where $\Theta^{|MR}|_{01} \leq \Theta^{|MR}|_{01}$ and $\rho_0(\Theta) \geq \rho_1(\Theta)$ for $\Theta \leq \Theta^{|MR}|_{01}$. Construct $\frac{\hat{\Theta}_{|01}}{\Theta^{|MR}|_{01}}$ such that $\rho_0(\hat{\Theta}_{|01}) = \rho_1(\hat{\Theta}_{|01})$, and let $\hat{\Theta}_{|01} = \Theta_{|1|}(\hat{\Theta}_{|01})$. Since $MR_{|1|}(\Theta) > MR_{|0|}(\Theta)$ for $\Theta > \Theta^{|MR}|_{01}$, it follows that $\frac{\hat{\Theta}_{|01}}{\Theta^{|MR}|_{01}} < \Theta^{|MR}|_{01}$. Hence, Tier 1 leadership yields the same coverage at lower development cost. Consider repeating this exercise of identifying value of $\gamma$ at which market coverage under Tier 1’s leadership, $\rho_1(\gamma)$, is equal to $\rho_0(\gamma)$ for values of $\gamma$ increasing from $\gamma_{01,0}$ to $\gamma_{01,1}$, where $\Theta_{01}(\gamma_{01,0}) = \Theta^{|MR}|_{01}$. Similarly, define $\gamma_{01,1}$ such that $\Theta_{1|1}(\gamma_{01,1}) = \Theta^{|MR}|_{01}$. Recognize that $\frac{\hat{\Theta}_{|01}}{\Theta^{|MR}|_{01}} > \gamma_{01,0}$ since $MR_{|1|}(\Theta) > MR_{|0|}(\Theta)$ for $\Theta > \Theta^{|MR}|_{01}$. In this case, Tier 1’s leadership yields the same market coverage, $\rho_0(\gamma_{01,0})$, as observed under Tier 0’s leadership. Mapping from values of $\gamma \in [\gamma_{01,0}, \gamma_{01,1}]$ to development cost $\gamma$ such that $\rho_1(\gamma) = \rho_0(\gamma)$ is continuous, since $MR_{|1|}(\Theta)$ is continuous and $\max \{\rho_0(\Theta)\} = \max \{\rho_1(\Theta)\}$ as indicated in (1.7.22), where $2K_1 + K_0 < K_1 + 2K_0$ since $K_0 > K_1$ is necessary for existence of handover between Tier 0 and 1.

$$\max_{\Theta > 0} \{\rho_1(\Theta)\} = N \left( 1 + 2\delta \left( 2^{\frac{1}{\beta^0}} - 1 \right) K_2 \right)^{\frac{1}{\delta^0}} \left( \frac{2^{\frac{1}{\beta^0}} - 1}{\delta^0 - \beta} \right)^{\frac{\delta^0 - \beta}{\delta^0}} N^{-1} \cdot (1.7.22)$$

By construction of this coverage under Tier 0’s leadership is evaluated at increasing values of $\gamma$ indicated by 45-degree line in panel (d) of Figure 1.12. Corresponding sequence of $\hat{\gamma}$ for Tier 1 yielding coverage $\rho_1(\gamma)$ for $\gamma > \Theta^{|MR}|_{01}$. If $\lim_{\Theta \to \infty} \max_{\Theta > 0} \{\rho_0(\Theta)\} < \Theta^{|MR}|_{01}$, then sequence of $\hat{\gamma}$ is at first increasing for $\gamma \in [\gamma_{01,0}, \gamma_{01,1}]$ and then decreasing for $\gamma \in [\gamma_{01,1}, \gamma^{|MR}|_{01}]$. Where
\( \Theta_{00}(\gamma_{00}^{\text{max}}) = \arg \max_{\Theta > 0} \{ \rho_0(\Theta) \} \). In both cases there exists a unique \( \gamma_{01}^0 \) such that \( \rho_0(\gamma_{01}^0) = \rho_1(\gamma_{01}^0) \). Similarly, one establishes existence of \( \gamma_{12}^0 \).

The proof of part (b) follows from the proof of parts (a.1) and (a.2) where \( \gamma_{01}^\beta > \gamma_{01}^0 \) and \( \gamma_{12}^\beta > \gamma_{12}^0 \).

For the proof of part (c), first, note that

\[
\frac{\partial}{\partial K_2} \left( \frac{g_1(\Theta)}{g_0(\Theta)} \right) = - \frac{(6 K_0 + \Theta \beta N^{-1})(2 \beta - \delta_0) 2 \Theta \delta_0}{\left( \left( 2 - \frac{\delta_0}{\beta} \right) 4 K_2 \Theta \delta_0 + \Theta \beta N^{-1} + 2 (K_0 + 2 K_1) \right)^2}. \tag{1.7.23}
\]

Furthermore, we also obtain

\[
\frac{\partial}{\partial K_2} \left( \frac{Q_0}{Q_1} \right) < - \frac{2 ((\delta_0 - \beta) 2 K_2 \Theta \delta_0 + \beta (K_0 - K_1)) \Theta \beta - 1}{\left( \Theta \beta N^{-1} + \Phi_0(\Theta) \right)^2} + (12 (\beta + (\delta_0 - \beta) K_0) K_2 \Theta^{-1} + K_0 (\delta_0 - 2 \beta)) 12 \Theta \delta_0 > 0, \tag{1.7.24}
\]

In addition, the following inequality,

\[
(2(\delta_0 - \beta) K_2 \Theta^{-1} + \delta_0 - 2 \beta) 2 N^{-1} \Theta \delta_0 + \beta (K_0 - K_1) N^{-1} \Theta \beta^{-1} + + (12 (\beta + (\delta_0 - \beta) K_0) K_2 \Theta^{-1} + K_0 (\delta_0 - 2 \beta)) 12 \Theta \delta_0 > 0, \tag{1.7.25}
\]

we obtain that the numerator of right-hand side expression in (1.7.24) is strictly greater than the numerator of (1.7.23). Moreover, the denominator of right-hand side expression in (1.7.24) is strictly smaller than the denominator of (1.7.23). As a result, \( \frac{Q_0}{Q_1} \) decreases with respect to \( K_2 \) at a higher rate relative to \( \frac{g_1(\Theta)}{g_0(\Theta)} \). Consequently, it follows that \( \frac{\partial \Theta_{01}^{HR}(K_2)}{\partial K_2} < 0 \), which in turn leads to \( \frac{\partial \gamma_{01}^\beta(K_2)}{\partial K_2} > 0 \).

For the proof of part (d), first, recall, that we established existence of \( \gamma_{01}^0 \) on an interval \( (\gamma_{01}^{01,1}, \gamma_{01}^{01}) \), where \( \Theta_{01}^{01} = \Theta_{11}(\gamma_{01}^{01,1}) \) and \( \Theta_{01}^{HR} = \Theta_{11}(\gamma_{01}^{01}) \). Since \( \Theta_{01}^{01} = \left( \frac{K_0 - K_1}{2 K_2} \right) \theta_{01} \), it follows that \( \frac{\partial \Theta_{01}^{HR}(K_2)}{\partial K_2} < 0 \) which implies that \( \frac{\partial \gamma_{01}^0(K_2)}{\partial K_2} > 0 \). Hence, \( \gamma_{01}^0 \) is interior to the interval where both endpoints are strictly increasing in \( K_2 \). For every \( K_2 \) we construct \( \Delta K_2 > 0 \) such that \( \gamma_{01}^0(K_2 + \Delta K_2) = \gamma_{01}^0(K_2) \), which guarantees that \( \gamma_{01}^0(K_2 + \Delta K_2) > \gamma_{01}^0(K_2) \). Similar analysis applies to the case of handover between Tiers 1 and 2.

Figure 1.12 illustrates the threshold of the \( \gamma \) value between Tier 0 and Tier 1 that generates the same market coverage. As illustrated in panel (c), at \( \gamma = \gamma_{01}^0 \), if Tier 0 is the contract leader, he makes an effort into attaining the product quality of \( \Theta_0 \), whereas if Tier 1 is the contract leader, she puts effort into achieving the product quality of \( \Theta_1 \). Moreover, at those quality levels of \( \Theta_0 \) and \( \Theta_1 \) under the corresponding contract leadership, the resulting market coverages are the same as those depicted in the lower part of panel (c). If \( \gamma > \gamma_{01}^0 \), Tier 0 contract leadership leads to broader market coverage; otherwise, Tier 1 contract leadership
results in more coverage. Panel (d) illustrates how to find this threshold of $\gamma$; in this panel, the x-axis is the $\gamma$ value for Tier 0 contract leadership and the y-axis is the corresponding $\gamma$ value for Tier 1 contract leadership that leads to the same market coverage. For example, if $\gamma = \gamma_{01}^Q$, i.e., at the maximum $\gamma$ in panel (d), as depicted in panel (a), the product quality becomes $\Theta_{01}^{MR}$ under Tier 0 contract leadership. In order to attain the same market coverage under Tier 1 contract leadership as illustrated in the lower part of panel (a), the product quality should be $\hat{\Theta}$, which is achieved at $\gamma = \gamma_{01}^Q (< \gamma_{01}^Q)$ under Tier 1 contract leadership. In contrast, the opposite holds at the minimum $\gamma = \gamma_{01}^Q > \gamma_{01}^Q$ in panel (d), i.e., as depicted in panel (b), at $\gamma = \gamma_{01}^Q$, the product quality becomes $\Theta_{01}^Q$ under Tier 0 contract leadership. The same market coverage is achieved at $\gamma = \gamma_{01}^Q (> \gamma_{01}^Q)$ under Tier 1 contract leadership. Finally, we can prove that as in panel (d), there exists the unique $\gamma = \gamma_{01}^Q \in (\gamma_{01}^Q, \gamma_{01}^Q)$, such that Tier 0 or Tier 1 contract leadership yields the same market coverage.

In addition, as stated in part (b) of Proposition 2 and illustrated in panel (d), this threshold $\gamma = \gamma_{01}^Q$, that results in the same market coverage, is smaller than the threshold $\gamma = \gamma_{01}^Q$, which leads to the same product qualities as well as the same total supply chain profits for Tier 0 contract leadership and Tier 1 contract leadership.

**Proof of Proposition 3:** Technically, we prove that $\exists \gamma_{j, j+1}^{JR}$ such that $\Pi_{j, j+1}(\gamma_{j, j+1}^{JR}) > \Pi_{j, j+1}(\gamma_{j, j+1}^{JR})$ for $j = 0, 1$ and $\gamma_{01}^{JR} > \gamma_{12}^{JR}$. First, consider individual rationality constraints that must be satisfied for handover from Tier 0 to Tier 1 to occur. As indicated in (1.7.26), incumbent leader’s profit must be higher under Tier 1’s leadership and Tier 1’s profit, when in a position of a leader, must exceed the one attained under Tier 0’s leadership. Hence, we proceed to identify the highest, i.e., the first from product lifecycle perspective, value of development cost, $\gamma_{01}^{JR}$, at which conditions (IR$_{01}^0$) and (IR$_{01}^1$) are both satisfied, where

$$
\begin{align*}
\text{(IR}^0_{01}) & : \quad \Pi_{0|0}(\gamma) < \Pi_{0|1}(\gamma), \\
\text{(IR}^1_{01}) & : \quad \Pi_{1|0}(\gamma) < \Pi_{1|1}(\gamma).
\end{align*}
$$

(1.7.26)

Given profit expressions in (1.7.6) individual rationality constraints necessary for leadership handover from Tier 0 to 1 are reduced to inequalities in (1.7.27), where product qualities optimally selected by Tier 0 and 1 leaders are $\Theta_0 = \Theta_{0|0}(\gamma)$ and $\Theta_1 = \Theta_{1|1}(\gamma)$ for some $\gamma$

$$
\begin{align*}
\text{(IR}^0_{01}) & : \quad G_0(\Theta_0)Q_0^1(\Theta_0) < K_0Q_1^2(\Theta_1), \\
\text{(IR}^1_{01}) & : \quad (K_1 + 2K_2\Theta_0^0)Q_0^1(\Theta_0) < G_1(\Theta_1)Q_1^2(\Theta_1),
\end{align*}
$$

(1.7.27)

where
Figure 1.12: Threshold for the contract leadership transfer between Tier 0 and Tier 1

**Note:** Transfers illustrated above were designed to attain broader market coverage in part (a) of Proposition 2. Parameter values are \((K_0, K_1, K_2) = (10, 2, 1), \delta_0 = 1.7, \beta = 0.9, \) and \(N = 1.\) The figures above are for the initial investment stage where stock of quality is zero, \(\Theta = 0.\)
Figure 1.13: Individual Rationality of Tier 0 to Tier 1 handover

Note: Parameter values are \((K_0, K_1, K_2) = (6, 1, 2), \delta_0 = 1.01, \beta = 0.99, \delta_0 = 2, \text{ and } N = 1.\)
\[ G_l(\Theta_l) = \left( 1 - \frac{2\beta - \delta_0}{\delta_D} \right) 2^{[2 - j]} K_2 \Theta_l^\delta_0 + \left( 1 - \frac{\beta}{\delta_D} \right) \Theta_l^\beta N^{-1} + \left( 1 - \frac{2\beta - \delta_0}{\delta_D} \right) 2^{[0 - j]} K_0 + 2^{[1 - j]} K_1 \]  

for \( l = 0, 1, 2 \).

Panels (b) and (c) of Figure 1.13 contain plots of objects on each side of \((IR_0^0)\) and \((IR_0^1)\) inequalities correspondingly. Recognize that right-hand sides of inequalities in (1.7.27) are functions of Tier 1 leader’s choice of product quality, \( \Theta_1 \), while left-hand sides depend only on \( \Theta_0 \). This distinction between dependence on \( \Theta_0 \) and \( \Theta_1 \) is graphically indicated by the use of solid and dashed lines correspondingly. Further, panel (a) of Figure 1.13 identifies optimal product quality level \( \Theta_{0|1}(\gamma) \) via intersection of marginal revenue of investment \( MR_{0|1}(\Theta) \) and marginal cost of development, \( \gamma \delta_D \Theta^\delta_0 - 1 \) for \( l = 0, 1 \).

To establish existence of \( \gamma_{01}^{\text{offer}} = \max \{ \gamma \mid \Pi_{0|0}(\gamma) < \Pi_{0|1}(\gamma) \} \) at which Tier 0 incumbent leader would prefer Tier 1 to become a contract leader instead, we prove the claim below:

If \( \frac{\delta_2 - \beta}{2N} \left( \frac{K_0 - K_1}{2K_2} \right) \frac{\partial}{\partial \Theta} = (3\beta - \delta_0 - \delta_D) K_0 + \delta_0 K_1 \) and \( \beta \geq \frac{\delta_0}{4} \), then \( \Theta_0 = \left( \frac{K_0 - K_1}{2K_2} \right) \frac{\partial}{\partial \Theta} \) such that \( G_0(\Theta_0)Q_0^2(\Theta_0) = K_0Q_1^2(\Theta_0) \).

**Proof:** In Claim 1.3 we have established existence of \( \Theta_{0|1}^{MR}(\Theta_0) \). Given \( \Theta_{0|1}^{MR}(\Theta_0) \), we show that \( \frac{K_0}{G_0(\Theta_0)} \) uniquely crosses \( \frac{Q_0^2(\Theta_0)}{Q_1^2(\Theta_0)} \) at \( \Theta_0 = \left( \frac{K_0 - K_1}{2K_2} \right) \frac{\partial}{\partial \Theta} \) when \( \frac{\delta_0 - \beta}{\delta_D} \left( \frac{K_0}{G_0(\Theta_0)} \right) < 0 \), \( \frac{K_0}{G_0(\Theta_0)} > \frac{Q_0^2(\Theta_0)}{Q_1^2(\Theta_0)} \) and \( \lim_{\Theta \to \infty} \frac{K_0}{G_0(\Theta_0)} < \lim_{\Theta \to \infty} \frac{Q_0^2(\Theta_0)}{Q_1^2(\Theta_0)} \) as indicated in (1.7.29) and (1.7.30) for \( \beta \geq \frac{\delta_0}{4} \). Further, \( \frac{\delta_0 - \beta}{\delta_D} \left( \frac{K_0}{G_0(\Theta_0)} \right) < 0 \) holds for all \( \Theta \) since \( G_0(\Theta) \) is strictly increasing in \( \Theta \), from (1.7.28). Figure 1.14 provides graphical intuition for the proof of this claim.

\[ \frac{K_0}{G_0(\Theta)} = \frac{K_0}{\left( 1 - \frac{2\beta - \delta_0}{\delta_D} \right) (K_0 + 2K_1)} \geq \frac{1}{3 \left( 1 - \frac{2\beta - \delta_0}{\delta_D} \right)} \geq 1 \geq \left( 2 - \frac{3K_1}{2K_1 + K_0} \right)^2 = \frac{Q_0^2(\Theta)}{Q_1^2(\Theta)} \]  

(1.7.29)

\[ \lim_{\Theta \to \infty} \frac{K_0}{G_0(\Theta)} = 0 < \frac{1}{4} = \lim_{\Theta \to \infty} \left( \frac{1 + 2K_2 \Theta^\delta_0 - \Theta^\beta (K_1 + K_0)}{1 + 4K_2 \Theta^\delta_0 - \Theta^\beta (2K_1 + K_0)} \right)^2 = \lim_{\Theta \to \infty} \frac{Q_0^2(\Theta)}{Q_1^2(\Theta)}. \]  

(1.7.30)

Existence of \( \gamma_{01}^{\text{offer}} \) is established by performing the following exercise. For each \( \gamma \in (\gamma_{01}, \gamma_{01}) \), we identify value \( \tilde{\gamma} \) such that \( K_0Q_0^2(\tilde{\gamma}) = G_0(\gamma)Q_0^2(\gamma) \), where \( \gamma_{01} = \lim_{\Theta \to \infty} \frac{\delta_0}{\delta_D} \left( \frac{K_0}{G_0(\Theta)} \right) = \frac{N^2}{2K_1 + K_0} \). Value of \( \gamma_{01}^{\text{offer}} \) is such that \( \Theta_{0|0}(\gamma_{01}) = \Theta_{1|1}(\gamma_{01}) = \Theta_{0|1}^{MR}(\gamma_{01}) \), which was established in proof of Proposition 2 where \( \Theta_{0|1}^{MR} \) exists on \( \left( 0, \left( \frac{K_0 - K_1}{2K_2} \right) \frac{\partial}{\partial \Theta} \right) \). From Claim 1.3 it follows that \( \Theta_{0|1}^{MR} \leq \tilde{\Theta}_0 \). Further, \( G_0(\gamma_{01})Q_0^2(\gamma_{01}) < K_0Q_1^2(\gamma_{01}) \) and
Figure 1.14: Reference points for Proposition 3 proof

Note: Parameter values are the same as those in Figure 13.

...
We proceed to show existence of \( \gamma^{\text{accept}}_{01} \) on \((\tilde{\gamma}, \tilde{\gamma}_0)\) where \( \hat{\Theta}_1 = \Theta_{01}(\tilde{\gamma}) \). For each \( \gamma \in (\tilde{\gamma}, \tilde{\gamma}_0) \) we follow a similar steps of identifying value of \( \dot{\gamma} \) such that \( \left( K_1 + 2K_2\Theta_{01}(\gamma) \right) Q_0^2(\gamma) = G(\gamma)Q_1^2(\gamma) \). As was established in Claim 1.3, \( \hat{\Theta}_1 \geq \left( \frac{K_0-K_1}{2K_2} \right)^{\beta} \) and hence \( \dot{\gamma} > \tilde{\gamma} \). Similarly, Tier 0 leader chooses not to invest and hence \( \left( K_1 + 2K_2\Theta_{01}(\gamma) \right) Q_0^2(\gamma) = G(\gamma)Q_1^2(\gamma) = 0 \). However, \( \dot{\gamma} \) at which Tier 1 leader chooses not to invest is \( \tilde{\gamma}_1 < \tilde{\gamma}_0 \) as discussed in Claim 1.3. Therefore, by IVT there exists \( \gamma^{\text{accept}}_{01} \) at which Tier 1 is ready to accept leadership from Tier 0. Recognize that \( \lim_{\delta_0 \to 1+} (\hat{\Theta}_1) = \hat{\Theta}_0 \). Therefore, \( \gamma^{R}_{01} = \max \left\{ \gamma^{\text{offer}}_{01}, \gamma^{\text{accept}}_{01} \right\} \). Similar analysis applies to the case of handover between Tier 1 and Tier 2.

**Proof of Proposition 4:** Technically, we show that there exists a range of upstream production cost coefficients, \([\tilde{K}_2, \sigma K_2] \) for \( \sigma > 1 \) and some relatively low development cost coefficient \( \tilde{\gamma} \) such that \( \Theta_{01}(\tilde{\gamma}, \sigma K_2) = \max_{\gamma \in [0,1,2]} \{ \Theta_{01}(\tilde{\gamma}, \sigma K_2) \} \) and \( \Theta_{01}(\tilde{\gamma}, K_2) = \max_{\gamma \in [0,1,2]} \{ \Theta_{01}(\tilde{\gamma}, K_2) \} \), where with abuse of notation we indicate dependence of optimal product quality \( \Theta_{01}(\tilde{\gamma}, \sigma) \) on both development and production cost coefficients. Let \( \hat{\gamma} = MR_{11}(\Theta_{01}) \delta_D^{-1} \left( \Theta_{01}^{MR} \right)^{1-\delta}_D \) under high upstream production cost regime \( K_2 = \sigma K_2 \) as indicated by subscript \( h \). Hence, one needs to find \( \sigma \) such that \( \hat{\gamma} > MR_{11}(\Theta_{01}) \delta_D^{-1} \left( \Theta_{01}^{MR} \right)^{1-\delta}_D \), where \( l \) indicates low production cost regime, \( K_2 = \tilde{K}_2 \). Recall that values of \( \Theta_{01}^{MR} \) and \( \Theta_{12}^{MR} \) are contained in the intervals \([0, \left( \frac{K_0-K_1}{2K_2} \right) \frac{1}{\gamma_0}] \) and \([\left( \frac{K_0-K_1}{2K_2} \right) \frac{1}{\gamma_0}, \left( \frac{K_1+2K_0}{\sigma K_2} \right) \frac{1}{\gamma_0}] \) correspondingly. Therefore, we construct below a sufficient condition for existence of reversal in leadership assignment by using right end-points of these intervals instead of \( \Theta_{01}^{MR} \) and \( \Theta_{12}^{MR} \).

\[
\left(3-\frac{\delta_0}{\beta}\right)K_0 + \frac{\delta_0}{\beta}K_1 + \frac{1}{2\gamma_0} \left( \frac{K_0-K_1}{2K_2} \right) \frac{1}{\gamma_0} \leq \left( \frac{1}{\gamma_0} \left( \frac{K_0-K_1}{2K_2} \right) \frac{1}{\gamma_0} + K_0 \right) \left( \frac{\sigma (K_0-K_1)}{2(K_1+4K_0)} \right)^{\delta_0-2\beta} .
\]

**Proof of Proposition 5:** Consider expressions below for total supply chain revenues, \( R_l(\Theta) \) for \( l = 0,1,2 \), where production but not development costs are taken into account

\[
R_0^l(\Theta) = Q_0^l(\Theta_l)(\Phi_0(\Theta_l)) + \Theta_0^l N^{-1} + K_1 + 3K_2\Theta_1^\delta ,
\]

\[
R_1^l(\Theta) = Q_1^l(\Theta_l)(\Phi_1(\Theta_l)) + \Theta_1^l N^{-1} + K_0 + K_2\Theta_1^\delta ,
\]

\[
R_2^l(\Theta) = Q_2^l(\Theta_l)(\Phi_2(\Theta_l)) + \Theta_2^l N^{-1} + 3K_0 + K_1 .
\]

Given one-shot revenue expressions above consider net present value of two-period profits, \( \Pi_{l_1 \rightarrow l_2}(\Theta_1, \Theta_2) \), where \( \Theta_1 \) is chosen by \( l_1 \) in the first period and \( \Theta_2 \) is optimally chosen by \( l_2 \) in the second period such that \( \Theta_2 > \Theta_1 \).
\[ \Pi_{l_1 \rightarrow l_2} = \frac{1}{3} \left[ R_{l_1} (\Theta_1) - \gamma_1 \Theta_1^2 \right] + \frac{\alpha}{3} \left[ R_{l_2} (\Theta_2) - (\gamma_2 \Theta_2^2 - \gamma_2 \Theta_1^2) \right]. \]

Net present value of revenues when investor bears the entirety of development cost is

\[ R_{l_1 \rightarrow l_2} = \frac{1}{3} R_{l_1} (\Theta_1) + \frac{\alpha}{3} R_{l_2} (\Theta_2). \]

If development cost is fully on the investor in innovation then

\[ \begin{align*} 
\Pi^I_{l_1 \rightarrow l_2} &= R_{l_1 \rightarrow l_2} - \gamma_1 \Theta_1^2 \\
\Pi^I_{l_2 \rightarrow l_1} &= R_{l_1 \rightarrow l_2} - \alpha (\gamma_2 \Theta_2^2 - \gamma_2 \Theta_1^2) 
\end{align*} \]

Each investor individual faces his own optimization. First investor does not have any constraints.

\[ \begin{align*} 
\frac{\partial \Pi^I_{l_1 \rightarrow l_2}}{\partial \Theta_1} &= \frac{1}{3} MR_{l_1} (\Theta_1) - 2 \gamma_1 \Theta_1 \\
\frac{\partial \Pi^I_{l_1 \rightarrow l_2}}{\partial \Theta_2} &= \frac{\alpha}{3} MR_{l_2} (\Theta_2) - 2 \alpha \gamma_2 \Theta_2 \\
\text{s.t.} \quad &\Theta_2 \geq \Theta_1 
\end{align*} \]

Rewriting net present value profits as shown below illustrates that \( \Pi_{l_1 \rightarrow l_2} \) is separable in \( \Theta_1 \) and \( \Theta_2 \)

\[ \Pi_{l_1 \rightarrow l_2} = \left[ \frac{1}{3} R_{l_1} (\Theta_1) - \frac{1}{3} (\gamma_1 - \alpha \gamma_2) \Theta_1^2 \right] + \left[ \frac{\alpha}{3} R_{l_2} (\Theta_2) - \frac{\alpha \gamma_2}{3} \Theta_2^2 \right]. \]

Instead of treating above maximization problem as a constrained maximization of \( \Pi_{l_1 \rightarrow l_2} \) with respect to \( \Theta_1 \) and \( \Theta_2 \) subject to \( \Theta_2 \geq \Theta_1 \) we consider an unconstrained problem first and then impose parameter constraints that guarantee that resulting \( \Theta_2 \geq \Theta_1 \). Taking partial derivates yields the following expression below

\[ \begin{align*} 
\frac{\partial \Pi_{l_1 \rightarrow l_2}}{\partial \Theta_1} &= \frac{1}{3} MR_{l_1} (\Theta_1) - \frac{2}{3} (\gamma_1 - \alpha \gamma_2) \Theta_1 \\
\frac{\partial \Pi_{l_1 \rightarrow l_2}}{\partial \Theta_2} &= \frac{\alpha}{3} MR_{l_2} (\Theta_2) - \frac{2 \alpha \gamma_2}{3} \Theta_2 
\end{align*} \]

Similar to graphical nature other proofs the optimal stock of quality is the intersection of marginal revenue and linear marginal development cost. Marginal Revenue expressions are listed below,
than established then it remains to enforce condition guaranteeing MR the most in a one shot setting. Similarly, to Prop 2 we at first establish existence of \( g \) 0-0, 1-1 and 2-2, it suffices to show that needs to establish that when marginal cost of development is

\[
MR_0(T) = Q_0^2 \Theta^{-1} \left[ 2 \left( \beta(K_0 + 2K_1) - 4(\delta_0 - \beta)K_2 \Theta^\delta \right) \left( 1 + \frac{K_1 + 3K_2 \Theta^\delta}{\Theta \Phi_0^{m-1} + \Phi_0} \right) + \left( \frac{\delta_0 K_2 \Theta^\delta + \beta \Theta^{2} N^{-1}}{\Phi_0^{m-1} + \Phi_0} \right) \right]
\]

\[
MR_1(T) = Q_1^2 \Theta^{-1} \left[ 2 \left( \beta(2K_0 + K_1) - 2(\delta_0 - \beta)K_2 \Theta^\delta \right) \left( 1 + \frac{K_1 + 3K_2 \Theta^\delta}{\Theta \Phi_1^{m-1} + \Phi_1} \right) + \left( \frac{\delta_0 K_2 \Theta^\delta + \beta \Theta^{2} N^{-1}}{\Phi_1^{m-1} + \Phi_1} \right) \right]
\]

\[
MR_2(T) = Q_2^2 \Theta^{-1} \left[ 2 \left( \beta(4K_0 + 2K_1) - (\delta_0 - \beta)K_2 \Theta^\delta \right) \left( 1 + \frac{3K_0 + K_1}{\Theta \Phi_2^{m-1} + \Phi_2} \right) + \left( \frac{\delta_0 K_2 \Theta^\delta - 1 + \beta \Theta^{-1} N^{-1}}{\Phi_2^{m-1} + \Phi_2} \right) \right]
\]

To show that there exist \( \gamma_1 \) and \( \gamma_2 \) such that product quality outcomes \( \Theta^\gamma \gamma_1 \) and \( \Theta^\gamma \gamma_2 \) associated with upstream leadership handovers in sequences 0-1 0-2 dominate those under static leadership sequences 0-0, 1-1 and 2-2, it suffices to show that needs to establish that when marginal cost of development is \( 2 \gamma \) \( (\gamma_1 - \alpha \gamma_2) \) Tier 0 invests the most, and when marginal cost of development is \( 2 \alpha \gamma_2 \) Tier 1 or Tier 2 invests the most in a one shot setting. Similarly, to Prop 2 we at first establish existence of \( \gamma_0 \) and \( \gamma_2 \) such that

\[
MR_0(T^*(\gamma_0))) = MR_0(T^*(\gamma_0))) \text{ and } MR_0(T^*(\gamma_1))) = MR_0(T^*(\gamma_2))) .
\]

From existence of \( \gamma_0 \) and \( \gamma_2 \) it follows that we can pick \( \gamma_1 \) and \( \gamma_2 \) such that \( 2(\gamma_1 - \alpha \gamma_2) > \gamma_0 \) and \( 2 \alpha \gamma_2 < \alpha \gamma_0 \) and \( 2 \alpha \gamma_2 > \alpha \gamma_2 \). These three inequalities are further simplified to \( 2 \gamma_1 > 2(1 + \alpha) \gamma_2 \) and \( 2 \gamma_2 > \gamma_2 \). Once existence of \( \gamma_1 \) and \( \gamma_2 \) are established then it remains to enforce condition guaranteeing \( \Theta \gamma_1 > \Theta \gamma_2 \). This insured by \( 2 \gamma_2 \) being lower than \( \gamma \) associated with intersection of \( 2 \gamma_0 \) and \( 2 \gamma_1 \).

\[ \square \]
B Analysis of Joint Investment

In this paper we have examined market coverage outcomes resulting from single investor scenarios in which Tier \( i \) investor under Tier \( l \) contract leadership is directly investing in product development, which yields final product quality and, hence, is the only investor. However, all tiers may invest jointly and the final product quality may become a function of these joint contributions. In order to understand whether our results remain valid under this joint investment case, we perform a numerical study of joint investment levels within an equilibrium framework where the Tier \( i \) choice of product quality under Tier \( l \) leadership, \( \tilde{Q}_i \mid l \) \( (\gamma) \), depends on other investors’ choices of product quality \( \tilde{Q}_{-i \mid l} \) \( (\gamma) \). Furthermore, we let final product quality be additive in individual investment levels, such that \( \tilde{Q}_\text{joint} \mid l = \sum_{i=0}^{2} \tilde{Q}_i \mid l \).

Panel (a) of Figure 1.16 plots the market coverage resulting from joint investments across different leader locations, \( \rho_l \left( \tilde{Q}_\text{joint} \mid l \right) \) for \( l = 0, 1, 2 \). Recognize that our primary results remain valid under this joint investment case; specifically, there exist \( \gamma_{12}^0, \gamma_{01}^0 \), development cost levels at which handing over leadership across tiers allows to maintain the broadest market coverage. Under high development costs \( (\gamma > \gamma_{12}^0) \), Tier 0 contract leadership yields the most inclusive innovation, and under intermediate development costs \( (\gamma \in (\gamma_{12}^0, \gamma_{01}^0)) \), Tier 1 contract leadership leads to the most inclusive innovation. Finally, under small \( \gamma \) \( (< \gamma_{12}^0) \), Tier 2 contract leadership is optimal from the market coverage perspective.

Panel (b) of Figure 1.16 examines tierwise investment in product development for \( (\gamma > \gamma_{10}^0) \), where market coverage from joint investment is highest under Tier 0 leadership. This figure indicates that for \( \gamma > \gamma_{10}^0 \) product quality contributions by non-leader Tiers 1 and 2 are negligible relative to Tier 0 leader’s investment in product development, \( \tilde{Q}_{00} \) \( (\gamma) \). This illustration aligns with the intuition provided by Proposition 1, where the contract leader invests the most, justifying our focus on the cases in which the contract leader is a single

**Figure 1.16: Joint Investment**

**Note:** Parameter values are \((K_0, K_1, K_2) = (0.3, 0.2, 0.1)\), \( \delta_0 = 2 \), \( \beta = 1 \), \( N = 1 \), and \( \delta_0 = 2 \).
dominant investor. Overall, this illustration extends the relevance of our normative recommendations about the contract leader’s location yielding the highest market coverage, i.e., inclusive innovation.
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Chapter 2

Predictive Accuracy Comparison of Electricity Price Forecasting Methods for Energy Storage Valuation and Dispatch

2.1 Introduction

The problem of forecasting wholesale prices for electricity has generated an extensive empirical literature. This is due both to its importance in practice, through the needs of market agents in what is becoming a more and more deregulated market, as well as due to the availability of a large publicly available dataset on which the latest forecasting method can be applied. Many forecasting methods have been suggested as appropriate approaches. Typically standard approaches to evaluating the quality of the forecasts, such as mean absolute loss, are employed rather than directing the evaluation towards actual uses of price forecasts in a realistic decision making setting. Regardless of the particular statistic employed for evaluation, the outcome of these exercises is a statistical average although it is rarely the case that these estimates are subjected to a formal statistical evaluation.

This paper makes contributions on four fronts. First, our primary contribution is that we employ a loss function that is directly relevant to one of the uses of wholesale electrical energy price forecasts. In
particular we consider the opportunity for intra-day demand shift of energy for a storage technology in a grid connected to the California wholesale electricity (i.e. is able to buy and sell in the day ahead market (DAM) run by the California ISO (CAISO). Forecasts are made in accordance with the time schedules required by the participation in the DAM, and the loss function is the revenue generated through forecasting the next days prices at hourly intervals then contracting for purchases and sales in the DAM. By directly evaluating forecasts on the application of those forecasts we are better able to evaluate which methods might be appropriate as well as develop an understanding of how well forecast methods capture potential revenues. We also report the standard methods for comparison. This is described more carefully in section 2.2.

Second, we examine a wide set of methods that have been employed in forecasting electricity prices and compare them on a level playing field. Many models have been suggested for electricity price forecasting. Comprehensive recent reviews are available in Aggarwal et al. (2009) and Weron (2014). Conejo et al. (2005) provides a comparison over a number of forecast methods based on standard measures of performance. We evaluate a selected set of methods that have proven to be popular in the literature using a common estimation and evaluation sample, thus comparing the methods on a level playing field. The models we examine are ARMAX methods and their variations, artificial neural nets, exponential smoothing, locally linear ARX models, and cubic splines.

Third, we evaluate carefully the results statistically, extending the standard analysis of the performance of methods. It is often the case in comparisons of methods that the mean absolute errors are calculated on a 'test' sample and compared - if the numbers are close then the methods are considered equivalent however if one method is seen to be a bit smaller it is declared to be better. Such a comparison is true for that test sample, however the calculations are better understood to be estimates of a sample mean (the sample mean absolute error) which as a statistical estimate has standard errors and formal statistical tests can be constructed for whether or not the difference between the performances of the methods is indeed statistically significant. Examining statistical significance is important for the usual reasons used in the rest of empirical science, a poorly estimated performance (one with large standard errors) might be lucky in a particular test sample (we might get an outlier draw that suggests it is a very good approach) when in another sample it might be far worse than other methods. Formal statistical evaluation of these statistical averages sheds light on whether or not we might expect better performance to extend to other time periods rather than being specific to the time period being evaluated. With this in mind we also choose the evaluation period to be large enough so that tests have enough power to differentiate methods that are large in terms of valuation of the storage technology.

Finally, it is critical for the valuation of grid connected energy storage devices that realistic valuations of this application are constructed (DOE (2011), see page7). Many studies use perfect foresight of
prices in their valuations (Eyer and Corey (2010)) or simple rules (Sioshansi et al. (2009)). We build on this work by carefully considering how different forecasting strategies affect these valuations.

2.2 Loss Function

In a deregulated market, short term (typically day ahead) forecasts of the electricity price are useful for a variety of reasons. First, energy providers in California must determine the bids they will submit for the day ahead market by 10am on the day prior to the provision of this energy. Of course their own actions - the bids they submit - impact the price. Forecasts will be useful but will be part of a complicated objective function that involves the form of the auction market for setting prices as well as the bidding schedules provided. Independent systems operators and other firms involved in the convergence bidding market will have their own objective functions. Owners of storage technologies will also have different objectives and valuations for a set of forecasts, based on how this storage technology is employed.

In the academic literature it is common to employ loss functions for evaluation that are not directly related to any of the actual uses of the forecasts in practice. These are typically decision theoretic based loss functions such as mean absolute error (MAE) or root mean square error (RMSE) or alternatively (or as well as) the first of these measures divided by the outcome such as mean average percentage loss (MAPE). It is not obvious that methods that perform well or better than another method based on these measures extends to actual uses of the forecasts in market situations. It is of interest then to understand the extent to which these measures are useful in determining good forecasting methods for realistic applications of the forecasts. In the empirical section below we examine the extent to which these metrics are useful for our application.

Our application values forecasts based on how useful they are for providing value through employing a storage device to engage in energy time shift using the DAM in the California wholesale energy market.

The DAM is an hourly market where by 10am of the trading day prior to the day the actual energy is delivered (settlement day) market participants must provide CAISO with their bids (price and quantity purchased or sold). CAISO matches supply and demand for energy for each hourly interval and sets the price as a function of the bids. A storage device can participate in this market by submitting bids for charging and discharging with quantities that are limited by the physical operation of the device. Our (simplified) model of the storage device limits the quantity available since the device must be charged before it can be discharged, so the state of charge (total energy available) must remain between a lower limit and the total potential charge of the storage device. The speed at which the device charges or discharges depends on the power rating of the device, so a power energy ratio of one means all the energy can be discharged (or
the device fully charged) in one hour, if this ratio is less than one then multiple hours are required to fully charge or discharge. We assume no efficiency losses in charging and discharging - accounting for such losses will adjust all of the numbers downwards slightly but will not change the main points of the study since all forecasting methods will be affected similarly. Revenues from use of a storage device in intra day energy time shift are available through contracting to buy energy when forecasts suggest energy will be cheap and reselling when the forecasts suggest energy will be more expensive.

Whilst the notion of 'buy low, sell high' is obvious, a detailed understanding of this procedure shows why the loss function might matter in choosing a forecast method as well as makes clear the trade-offs made in forecast errors in this applied revenue loss function. Figure (2.1) explains how revenue is generated given a sequence of prices for a representative day (6 February 2014). DAM prices are hourly as this is the standard contracting period for operation in the DAM in California. It shows the DAM prices (solid line) from 10am of the day contracts are written the day before trading until the end of the trading day. In addition we show the forecasts generated prior to these prices being observed for the trading day (dashed lines). If prices for the trading day were known, we could optimally switch between charging the battery for the hours when prices are low then discharging when prices are high. Since these prices are unknown at the time decisions on charging and discharging are made, the forecasts provide the signal. Charging and discharging times are chosen based on the expected revenue given the forecasts, and the realized revenue is the difference between the actual prices paid are calculated. For example consider the second charge-discharge cycle in Figure (2.1). The forecasts suggest a low point in the prices at the hour ending 16 and a high at the hour ending at 19. If we contract in the DAM to charge the battery over the period from 3-4pm and discharge the battery over the hour from 6-7pm we obtain a purchase price of just under 35 $/MWh and a sales price of over 45 $/MWh, generating a profit from time shift. Our predicted gain is lower than the realized gain from the market, but none-the-less the choice of times to charge and discharge look good ex post.

Good predictions under RMSE or MAE are predicted prices that are close always to the actual prices. This is of course very helpful, however in terms of maximizing the revenue from the storage device we do not necessarily need to be very close to the actual prices. What is required is that the forecasts are good predictors of the actual prices at times when the prices are at extremes (low or high) rather than being close at all times. Forecast methods with this quality will be more useful for forecasting revenues, whilst measures such as MAE and RMSE may indicate good predictors that are good primarily because they predict well at times where prices are not too variable and predict poorly when there is variation in the prices that can be exploited by the storage technology. Whether or not this is happening is an empirical question, which we examine carefully in Section 2.5.
Figure 2.1: Optimal charge/discharge commitment for a single day energy time-shift

**Note:** Energy to power ration (E/P) of the battery is set to 1. Horizontal axis spans the interval from 2013/1/19 10:00 to 2013/1/20 24:00.

We consider a few precise measures of revenue, all based around the calculations in the above example. First, we compute daily revenue in dollars from each days trades. Since ex post we know the true prices, we also use our algorithm with the actual prices in place of the forecasts which gives the potential daily revenue that could have been achieved had the forecasts been ‘perfect’. The ratio of achieved revenue to potential revenue (a value of one is best) is then averaged over the evaluation sample to provide normalized average revenue (NAR). In addition we take the total revenue achieved as a proportion of the total potential revenue and report this as normalized total revenue (NTR).

### 2.3 Data and Approach

Data was obtained from California ISOs OASIS web portal for the period from 1/1/2012 to 4/30/2015. Hourly Locational Marginal Prices (LMPs) in $/MWh from day-ahead market settlement (DAM) were downloaded for LAJOLLA_6_N001 pricing node as defined in CAISO full network model. Existing literature has predominantly focused on forecasts of marginal cost of energy (MCE) which is a component of LMP in addition to marginal cost of congestion (MCC) and marginal cost of loss (MCL). There are very few examples where LMP is an object of interest, Li et al. (2007) and Hong and Hsiao (2002). Need to forecast LMPs is further motivated by our economic loss function, i.e. revenues from energy time-shift, that require actual LMPs for settlement.

Hourly load data as well day-ahead forecasts were obtained for an aggregate CAISO transmission control area (TAC). When choosing between load data for an aggregate TAC instead of local San Diego Gas and Electric TAC we acknowledge the trade-offs between aggregate load which directly sets common to all
pricing nodes MCE price component via always binding energy balance constrain enforced by ISO versus local load levels that may capture variation in MCC component of LMP driven by congestion events at near transmission lines.

Predictive accuracy comparisons require parameter estimation to be performed with expanding and rolling windows. Data from 1/1/2012 - 12/31/2012 was used as initial estimation sample and forecast performance was evaluated using the remaining 20400 hourly observations from 1/1/2013 to 4/30/2015. Models were estimated with actual contemporaneous load levels and then forecasted day-ahead load levels were used to form price forecasts.

For participation in the DAM forecasts of the following (settlement) day need to be made by 10 a.m. of the current (trading) day for submission to CAISO. Hence only data available at this time are used to construct forecasts for the following day. We assume a bidding strategy that ensures that the bids are taken up.

2.3.1 Forecast Evaluation

For the evaluation sample we compute for each hour the absolute value of the forecast error and the square of the forecast error. Averages of these measures are the MAE and MSE respectively. The square root of the MSE is the RMSE. Since these are averages then we can also report the standard deviation. These are calculated using a robust measure of the standard error (Newey and West (1987)). For application we need to specify a maximal number of autocovariances to consider, this is set to four after examination of the serial correlation in the loss measures. Similar measures are constructed for the loss measures based on revenues.

With multiple forecast methods we can compare whether or not these averages indicate differences in the performance of the forecast methods. We construct such tests for pairwise comparisons using t tests for the differences in the loss function measure, using robust measures of the standard deviation of the differences in the losses as described in the previous paragraph. For the expanding window, these are DM tests (Diebold and Mariano (2012)) and for the rolling window the tests follow from Giacomini and White (2006). The former are t-tests, the latter are presented as the square of the t-test (which has an asymptotic $\chi^2$ distribution).

2.4 Price Forecasting Methods

As detailed in Weron (2014), the problem of forecasting electricity prices has resulted in an extraordinarily large variety of methods being proposed as candidates for forecasting models. The majority employ prior electricity prices as predictors, along with measures of demand (for example load forecasts or
measures of load) and weather variables. In terms of estimation approaches, variations on ARMAX models have often proved difficult to outperform. For examples of these approaches see Contreras et al. (2003), Cuaresma et al. (2004), Nogales et al. (2002) and Li et al. (2007). Often even simpler models capture enough of the variation in prices that they provide useful forecasts. The ‘naive’ or similar day method has been found to be difficult for more complicated methods to beat Nogales et al. (2002). As a simple model we include exponential smoothing models, which have been found to be useful in many problems.

Since these models are linear in nature, they may not capture nonlinearities in the data that may aid forecasting performance. Whilst specific nonlinear models have been suggested (for example threshold models in Weron and Misiorek (2006)), a far more popular approach in the absence of theory based information on the form of the nonlinearity has been to estimate more flexible models. The most popular approach has been the use of sieve methods such as artificial neural networks. Examples include Szkuta et al. (1999), Yamin et al. (2004), Catalao et al. (2007), amongst a large published literature. Since often these methods appear to provide fairly similar results as simpler approaches (Catalao et al. (2007), Conejo et al. (2005)), we also examine locally linear models which allow ARMAX models to vary from linearity but nest the linear model in the absence of any nonlinearities. Finally, we also employ cubic splines which is an alternative approach to allowing for nonlinearities.

Regardless of the statistical approach taken, building good forecasting models requires accounting for the ‘seasonal’ structure of the data. This can be broken into two aspects - the extremely pronounced intra-day seasonal variation as well as variations in the model over longer time periods. As it is very difficult to model intra-day seasonality and we have a very large number of observations, we follow the approach of estimating 24 different models, one for each hour of the next day (in load forecasting see Ramanathan (1997) and in price forecasting see Cuaresma et al. (2004)).

As stated in Mokrian and Stephen (2006) given day-ahead price forecast problem of optimal battery commitment is deterministic and can be solved using linear programing, unlike alternative dynamic and stochastic programing approaches to battery dispatch and economic valuation.

The following gives more precise detail on the forecast methods to be employed and evaluated.

**Model 1 - (ARMAX) Auto-Regressive Moving Average with Exogenous Variables**

The benchmark AR(3)MA(1)X model is presented in Eq. (2.4.1), where \( p_t \) is a day-ahead energy price at hour \( t \), \( p_{t-1} \), \( p_{t-24} \) and \( p_{t-168} \) are lags of price capturing autocorrelation structure presented in Figure (2.4), \( \alpha_t \) is a time-varying intercept as specified in Eq. (2.4.2), \( x_t \) is a contemporaneous load, and \( \varepsilon_{t-1} \) and \( \varepsilon_{t-2} \) are lagged error terms.
\[ p_t = \alpha_t + \beta_1 p_{t-1} + \beta_2 p_{t-24} + \beta_3 p_{t-168} + \gamma_1 x_t + \phi_1 \varepsilon_{t-1} + \phi_2 \varepsilon_{t-2} + \varepsilon_t \quad (2.4.1) \]

\[ \alpha_t = \alpha_0 + \alpha_1 t + \sum_{j=1}^{23} \alpha_2 j 1 \{ t \mod (24) = j \} + \sum_{j=1}^{6} \alpha_3 j 1 \{ t \text{ in day } j \} + \sum_{j=1}^{11} \alpha_4 j 1 \{ t \text{ is in month } j \} \quad (2.4.2) \]

Model in Eq. (2.4.1) can be alternatively applied to 24 time series segmented by hour of the day. Segmented formulation of Model 1 is provided in Eqs. (2.4.3) and (2.4.4) for \( h = 1, 2, \ldots, 24 \), where time subscript \( t \) now iterates over days not hours, and only divisible-by-24 MA lags are retained. Autoregressive lags that are not divisible by 24 are hence considered an exogenous variable. Formulation of segmented ARMAX with lags of adjacent hours is referred to as “crossed” in Cuaresma et al. (2004). Intra-day seasonality term is removed from time-varying intercept \( \alpha_h^b \) since now it is captured by estimating 24 different models.

\[ p_t^h = \alpha_h^0 + \alpha_h^1 t + \beta_h^0 p_{t-1}^h + \beta_h^1 p_{t-24}^h + \beta_h^2 p_{t-168}^h + \gamma_h^1 x_t + \gamma_h^2 p_{t-1}^h + \phi_h^1 \varepsilon_{t-1} + \phi_h^2 \varepsilon_{t-2} + \varepsilon_t \quad (2.4.3) \]

\[ \alpha_h^0 = \alpha_h^0 + \alpha_h^1 t + \sum_{j=1}^{6} \alpha_h^2 j 1 \{ t \text{ in day } j \} + \sum_{j=1}^{11} \alpha_h^3 j 1 \{ t \text{ is in month } j \} \quad (2.4.4) \]

**Model 2 - (FFNN) Feed-Forward Neural Net**

Model 2 is an augmentation of ARX component of Model 1 with a non-linear component \( G([p_{t-1}, p_{t-24}, p_{t-168}, x_t]) \) as presented in global formulation in Eq.(2.4.5),

\[ p_t = \alpha_t + \begin{bmatrix} \beta_1 \\ \beta_2 \\ \beta_3 \end{bmatrix} \begin{bmatrix} p_{t-1} \\ p_{t-24} \\ p_{t-168} \end{bmatrix} + \gamma x_t + G([p_{t-1}, p_{t-24}, p_{t-168}, x_t]) + \varepsilon_t, \quad (2.4.5) \]

where \( G(y) = \sum_{j=1}^{m} v_j g(\sum_{i=1}^{3} w_{ji} y_{t-1}) \), \( g(y) = (1 + e^{-y})^{-1} \) and parameter \( m \) indicates number of neurons/layers. Model 2 can be alternatively formulated in a segmented form using ARX component from Eq.(2.4.3).
Model 3 - (ES) Exponential Smoothing

For exposition of this class of models we adopt notation from Hyndman (2008). Four sub-classes of models are considered in Eqs.(7) - (10) as determined by form of trend and seasonality components. Each exponential smoothing model below is expressed as a single source of error state space model where given general formulation in Eq. (2.4.6), \( p_t \) is energy price at hour \( t \) and \( z_t \) is a state vector, and functions \( f(\cdot) \), \( \omega(\cdot) \), \( g(\cdot) \) are specific to exponential smoothing method framework. Additive instead of multiplicative error formulation is used to avoid numerical instability during estimation due to Locational Marginal Prices occasionally exhibiting near zero or negative values during off-peak hours.

\[
p_t = \omega(z_{t-1}) + \epsilon_t
\]

\[
z_t = f(z_{t-1}) + g(z_{t-1}) \epsilon_t
\]

Models 3.1 and 3.2 in Eqs. (2.4.7) and (2.4.8) do not have a seasonal component and hence will be used only in segmented form for \( h = 1, \ldots, 24 \). Model 3.1 is a simple exponential smoothing method, where a state variable is a smooth level \( l_t \). Model 3.2 in addition to a smooth level contains additive trend component \( b_t \).

\[
p^h_t = l^h_t + \epsilon^h_t
\]

\[
l^h_t = l^h_{t-1} + \alpha^h \epsilon^h_t
\]

\[
p^h_t = \begin{bmatrix} 1 & \phi^h \\ \end{bmatrix} \begin{bmatrix} l^h_{t-1} \\ b^h_{t-1} \end{bmatrix} + \epsilon^h_t
\]

\[
\begin{bmatrix} l^h_t \\ b^h_t \end{bmatrix} = \begin{bmatrix} 1 & \phi^h \\ 0 & 1 \end{bmatrix} \begin{bmatrix} l^h_{t-1} \\ b^h_{t-1} \end{bmatrix} + \begin{bmatrix} \alpha^h \\ \beta^h \end{bmatrix} \epsilon^h_t
\]

Model 3.3 in Eq. (2.4.9) contains an additive seasonal state variable \( s_{t-24} \) capturing intra-day seasonality. Segmented formulation of Eq. (2.4.8) will instead use weekly seasonality that becomes dominant for each individual hour.

\[
p_t = \begin{bmatrix} 1 & 1 \end{bmatrix} \begin{bmatrix} l_{t-1} \\ s_{t-1-24} \end{bmatrix} + \epsilon_t
\]

\[
\begin{bmatrix} l_t \\ s_{t-24} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} l_{t-1} \\ s_{t-1-24} \end{bmatrix} + \begin{bmatrix} \alpha \\ \gamma \end{bmatrix} \epsilon_t
\]
Model 3.4 in Eq. (2.4.10) captures both trend and seasonality and hence can be applied in either global or segmented form.

\[ p_t = \begin{bmatrix} 1 & \phi & 1 \end{bmatrix} \begin{bmatrix} l_{t-1} \\ b_{t-1} \\ s_{t-24} \end{bmatrix} + \epsilon_t \]

\[ \begin{bmatrix} l_t \\ b_t \\ s_{t-24} \end{bmatrix} = \begin{bmatrix} 1 & \phi & 0 \\ 0 & \phi & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} l_{t-1} \\ b_{t-1} \\ s_{t-24-1} \end{bmatrix} + \begin{bmatrix} \alpha \\ \beta \\ \gamma \end{bmatrix} \epsilon_t \]  

(2.4.10)

Formulations of exponential smoothing models with exogenous variables were considered but due to poor forecasting performance we omit exposition of such models in this section.

**Model 4 - (LARX) Locally Weighted ARX**

Model 4 allows us to address potential nonlinearities of prices by placing more weight on previous data that is close to values of predictor variables for a given forecast. Hence, given vector of predictor variables \( z_t \) for \( t = 1, \ldots, T \) we produce h-step-ahead forecast at time \( T \) by minimizing weighted sum of squared error in Eq. (2.4.11) where \( K(\cdot) \) is a Gaussian product kernel, and estimated \( \hat{\beta}_0 \) by construct is a forecast at time \( T \).

\[ (\hat{\beta}_0, \hat{\beta}_1) = \arg \min_{\beta_0, \beta_1} \left\{ \sum_{t=1}^{T} (p_{t+h} - \beta_0 - \beta_1(z_t - z_T))^2 K(z_t - z_T) \right\} \]  

(2.4.11)

\[ K(z_t - z_T) = |B|^{-1} \exp \left\{ \frac{1}{2} (z_t - z_T)' B^{-1} (z_t - z_T) \right\} \]  

(2.4.12)

In Table (2.28) we consider various specifications of \( z_t \) containing either load only and lagged prices. If we let \( \tilde{Z} = [(z_1 - z_T) \ldots (z_T - z_T)] \) then bandwidth matrix can be constructed as \( B = \text{diag}(\text{std}(\tilde{Z}))T^{\frac{1}{5}}. \)

**Model 5 - (CS) Cubic Splines**

Model 5 similarly to FFNN augments linear ARX component with a nonlinear term as presented in Eq. (2.4.13). However, here we consider only non-linearity in load \( x_t \), where empirical distribution of previously observed load levels is partitioned by percentiles \( c_i \) for \( i = 1, \ldots, K \).
\[ p_t = \alpha_t + \begin{bmatrix} \beta_1 & \beta_2 & \beta_3 \end{bmatrix} \begin{bmatrix} p_{t-1} \\ p_{t-24} \\ p_{t-168} \end{bmatrix} + \gamma_1 x_t + \gamma_2 x_t^2 + \gamma_3 x_t^3 + \sum_{i=1}^{K} \gamma_{i+1} (x_t - c_i)^3 \mathbb{1}(x_t \geq c_i) + \epsilon_t \] (2.4.13)

In Table (2.35) we examine different specifications for number and location of knots. If value of predicted load used to form price forecast is smaller than \( c_1 \) or greater than \( c_K \), linear instead of cubic extrapolation is used where slope of the line is the first derivative of estimated polynomial evaluated at an edge knot.

### 2.5 Results and Evaluation

#### 2.5.1 Results

As we have discussed in section 2.4, within each family there are a number of models that we consider. For each of these models we can use either a global approach (use all of the hourly data for each day to construct estimates and forecasts) or segmented approach (construct different models for each hourly period and then recombine the forecasts into a single set of forecasts for the DAM price). Finally, for each of these methods we can construct out of sample forecasts using an expanding window (using all past observations to construct the forecast) or use rolling window regressions (which use either the past 6, 9 or 12 months of data). And as we have noted we have a number of loss functions. Sections 2.5.2 to 2.5.6 present the results for each of these variations organized first by the model family and then loss function. Tables 2.39-2.40 in section 2.5.7 present comparisons across the best performers of each of the families, with Table 2.39 using the best performers in terms of RMSE/MAE and Table 2.40 using the best performers based on revenue. Finally, a select set of tables showing the statistical significance of pairwise comparisons within families are also presented in Sections 2.5.2 to 2.5.6.

#### 2.5.1.1 Segmented versus Global forecasting methods

Within day 'seasonality' is an issue for both load and price forecasting at intra-day frequencies. For each of the families, we have examined both approaches to forecasting the DAM. For the ARMAX family, we find that the segmented approach appears to be favored over all measures of loss. However, the difference
between the segmented and global approaches is not large. For the expanding window the best segmented model yields an RMSE of 8.44 and the best global model an RMSE of 8.60, a difference of 16 cents. Similar results obtain for the rolling window estimates. For the neural net (FFNN) approaches we see a split result with the segmented models doing better for the traditional measures of loss but the global method better for maximizing revenue. Again the differences are modest, especially when compared to results between families. For the ESM, LARX and CS approaches we find that global methods do better everywhere. Hence we obtain very mixed results for choosing between these methods, with both appearing competitive especially amongst the top performing forecast methods.

2.5.1.2 How do the methods compare with traditional measures of accuracy?

Looking at the traditional measures of accuracy such as RMSE and MAE, there is a clear difference in the performances both within and across families of forecasting methods. Since there is a strong choice between families, we will first contrast the performance of the best performers in each family across families. The first noticeable result, one that is in line with former studies, is that the ARMAX family and FFNN family dominate other methods. Exponential smoothing was included as a simple baseline method, since in actual implementation simpler methods are preferred as models need to be re-estimated often. The locally weighted autorregressive methods and cubic spline methods provide a different form of accounting for potential nonlinearity, although neither appear to capture nonlinear effects as well as the FFNN models do.

The differences between the ARMAX and FFNN families appears relatively small, so it is not surprising that some energy forecasting papers have found one of these methods or its variants (such as transfer models as a variant of ARMAX) to be the best in their studies.

The above results are for the averages over all of the evaluation observations. For the best performers under RMSE overall, Figure (2.2) breaks up their average performance to show an hour by hour comparison. It shows that the rankings are consistent across all of the hours, so aggregating to a single number does not hide variations in performance. It also shows the closeness of the armax15 and ffnn9 methods in terms of RMSE. Finally, it does show that prices are much harder to predict for all methods at the peak usage times (during the business day).

2.5.1.3 Do traditional methods of accuracy extend to maximizing revenue?

The loss function matters for which forecasting model would be chosen as the best performer. First, consider choosing models within model groups. For the ARMAX family of models, in terms of RMSE and
MAE the best model is armax15. This is true for the expanding window and 12 month window, for the shorter rolling windows armax5 does a little better in terms of MAE (and for the 6 months rolling window, armax14 is best). In terms of revenue however, armax15 is never the best (although for the 12 month rolling window with E/P=6 it is close although for this storage technology there are very small differences between the models). The differences can be large economically, for example under the expanding window choosing armax15 over armax6 results in a loss in revenue over the year of $1,571 ((0.813 – 0.774) \cdot $40,302). A similar result arises from the family of neural network models. In terms of RMSE and MAE, the best performer is ffnn9 or sometimes ffnn10 (for the 12 months rolling and the 6 months rolling MSE, differences between these two models are small). However in terms of revenue generated from the forecasts, the best performer overall is ffnn6 (for the 9-month rolling window ffnn1 is better). Interestingly, this means that in terms of RMSE and MAE, where fitting everywhere is important, it is better to use the segmented approach whereas for revenue generation it is better to use the global approach. Again, the economic difference can be large (report number here). For the remaining methods, which were (as we see below in more detail) inferior to both the ARMAX and neural net approaches, the best performers within each group tended to be best across both the groups of loss functions.

Figure 2.2: Segmented by hour RMSE for best performing specifications

Turning to the results across loss functions, for the best performers across loss functions we see the same effect as for within the ARMAX and FFNN models. Comparing the best of these models in terms of RMSE and MAE, we see that armax15 has a smaller RMSE and MAE than ffnn9, resulting in a ranking of ARMAX over FFNN models. In terms of the best performers over revenues, consider results for E/P=1. Here in terms of NAR (results are the same for NTR) we have that the best performer amongst the ARMAX group is armax6, which captures 83.9% of potential revenues. The best FFNN model is ffnn6, which captures 85.4% of potential revenue, reversing the ranking between ARMAX and FFNN forecasting methods. Note
that if we compared armax15 with ffnn9 in terms of revenue (the best performers under RMSE) we get a similar reversal in ranking (80.8% for armax15 of potential revenue against 82.9% for ffnn9).

These results make clear that the loss function matters for the ranking of the methods and the choice of forecasting method. The RMSE and MAE loss functions are not unhelpful - we do not get reversals in the ranking between very poor methods and very good ones. However they do not indicate the correct ranking amongst good forecasting methods.

2.5.1.4 Do results change when considering the statistical properties of the estimates?

Whilst there is a clear ranking between the loss function evaluations, these evaluations are sample means (averages of loss over the evaluation data) that have statistical uncertainty. We only have confidence in the ranking if indeed the differences between these sample means is large relative to the sampling uncertainty over the location of the mean in the data. To this end, we test pairwise combinations of methods to test whether or not the differences in loss are statistically significant. The relatively large sample sizes (20400 hours of evaluation data for the RMSE/MAE and 850 days of data for the revenue) mean that power of these tests will be high, although much higher for the traditional loss functions than the revenue measures. However we have ensured that sample sizes are large enough in this study to differentiate models that are different from a valuation perspective, so power is large enough to distinguish models unless the actual differences in revenues are small enough to be mostly uninteresting.

In Table 2.39 the best performers (based on RMSE) are compared for the MAE and RMSE methods. In all cases but one (the comparison of the armax15 and ffnn9 with the MAE loss function) the p-values are less than or equal to 0.01. In the only case where there is less evidence that the armax15 model is better than the ffnn9 model the test still rejects equivalence at the 5% level (but not 10% level) even though the difference between the two methods is a mere ten cents per MWh on average.

Turning to the best performers based on revenue, again p-values are all zero apart from one case for each energy power ratio. For the comparison between the armax6 and the ffnn6 we have a p-value of 0.03 at both energy power ratios, so we still reject that the two methods are equivalent at the 5% level. Hence the reversal we found between the measures of loss for the traditional measures and the revenue measures holds up statistically.

In terms of the other comparisons made above, we noted that in Section 2.5.3 that the differences in RMSE between the best segmented and best global models for the ARMAX family did not appear to be large. However statistically the differences between these models is significant at the 5% level for each of the comparisons between the best segmented and best global model. For the FFNN models, we found that the
best model under RMSE was segmented but under revenue considerations was a global model. Again, these differences are statistically significant at the 5% level.

2.5.1.5 What is the relevant economic value of the storage technology?

The best forecast methods capture a little over 80% of the potential revenue available were the future prices known at the time the operation of the storage device in the market is decided. This amounts to $36.72 in revenue per day of operation when the energy to power ratio is one. The standard error on this estimate is 59 cents, so the 95% confidence interval is of the order of ±$1.18 and hence the estimate is quite precise.

2.5.2 Exponential Smoothing Methods (ESM)

Entries N, A and Ad in Trend column of Table 2.1 indicate absent, additive, and additive with a drift specifications. Similarly, N and A(S) in Seasonality column indicate absent and additive with a dominant seasonality S specifications. Models without a seasonality component were considered only in segmented form since intra-day season-
ality can be still captured unlike global form of such specifications. All models are additive in errors. Models with load included as a regressor could not be reliably estimated by maximizing $T \log(\sum_{t=1}^{T} \tilde{e}_t)$ since search space for regression coefficient is unconstrained unlike parameters $\alpha, \beta, \gamma, \phi$ in Eqs.(2.4.7)-(2.4.10) constrained to (0, 1) interval. Segmented AA(7) and AdA(7) models were considered but not reported due to very poor performance independent of loss function.

Table 2.1: Specification of ESM models for day-ahead LMP forecasts

<table>
<thead>
<tr>
<th>Name</th>
<th>s/g</th>
<th>Trend</th>
<th>Seasonality</th>
</tr>
</thead>
<tbody>
<tr>
<td>esm1</td>
<td>s</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>esm2</td>
<td>g</td>
<td>N</td>
<td>A(24)</td>
</tr>
<tr>
<td>esm3</td>
<td>s</td>
<td>N</td>
<td>A(7)</td>
</tr>
<tr>
<td>esm4</td>
<td>s</td>
<td>A</td>
<td>N</td>
</tr>
<tr>
<td>esm5</td>
<td>g</td>
<td>A</td>
<td>A(24)</td>
</tr>
<tr>
<td>esm6</td>
<td>s</td>
<td>Ad</td>
<td>N</td>
</tr>
<tr>
<td>esm7</td>
<td>g</td>
<td>Ad</td>
<td>A(24)</td>
</tr>
</tbody>
</table>

Table 2.2: RMSE and MAE forecast performance of ESM models

<table>
<thead>
<tr>
<th>Name</th>
<th>Expanding Window</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Rolling Window</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
<td>MAE</td>
</tr>
<tr>
<td>esm1</td>
<td>18.84</td>
<td>14.39</td>
<td>23.53</td>
<td>16.94</td>
<td>23.86</td>
<td>17.11</td>
<td>23.94</td>
<td>17.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.21)</td>
<td>(0.08)</td>
<td>(0.32)</td>
<td>(0.13)</td>
<td>(0.32)</td>
<td>(0.12)</td>
<td>(0.32)</td>
<td>(0.12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>esm2</td>
<td>12.26</td>
<td>8.03</td>
<td>11.21</td>
<td>7.45</td>
<td>11.17</td>
<td>7.35</td>
<td>11.6</td>
<td>7.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.17)</td>
<td>(0.06)</td>
<td>(0.16)</td>
<td>(0.05)</td>
<td>(0.16)</td>
<td>(0.06)</td>
<td>(0.16)</td>
<td>(0.06)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>esm3</td>
<td>20.76</td>
<td>14.68</td>
<td>20.7</td>
<td>14.65</td>
<td>20.64</td>
<td>14.6</td>
<td>20.64</td>
<td>14.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.29)</td>
<td>(0.1)</td>
<td>(0.29)</td>
<td>(0.1)</td>
<td>(0.29)</td>
<td>(0.1)</td>
<td>(0.29)</td>
<td>(0.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>esm4</td>
<td>21.47</td>
<td>15.5</td>
<td>21.22</td>
<td>15.21</td>
<td>35.77</td>
<td>21.84</td>
<td>80.69</td>
<td>6511.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.28)</td>
<td>(0.1)</td>
<td>(0.31)</td>
<td>(0.1)</td>
<td>(0.6)</td>
<td>(0.2)</td>
<td>(1.09)</td>
<td>(0.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>esm5</td>
<td>11.37</td>
<td>7.54</td>
<td>11.22</td>
<td>7.45</td>
<td>11.72</td>
<td>7.86</td>
<td>12.21</td>
<td>149.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.16)</td>
<td>(0.06)</td>
<td>(0.16)</td>
<td>(0.06)</td>
<td>(0.17)</td>
<td>(0.06)</td>
<td>(0.17)</td>
<td>(0.06)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>esm6</td>
<td>15.89</td>
<td>11.36</td>
<td>15.78</td>
<td>11.29</td>
<td>15.83</td>
<td>11.34</td>
<td>16.05</td>
<td>257.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.16)</td>
<td>(0.06)</td>
<td>(0.16)</td>
<td>(0.06)</td>
<td>(0.17)</td>
<td>(0.06)</td>
<td>(0.17)</td>
<td>(0.06)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>esm7</td>
<td>11.08</td>
<td>7.19</td>
<td>10.92</td>
<td>7.09</td>
<td>11.44</td>
<td>7.52</td>
<td>11.94</td>
<td>142.54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.16)</td>
<td>(0.06)</td>
<td>(0.17)</td>
<td>(0.06)</td>
<td>(0.17)</td>
<td>(0.06)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 2.3: Normalized Total and Average Daily Energy Time-Shift Revenues for ESM LMP forecasts

<table>
<thead>
<tr>
<th>Model</th>
<th>Expanding Window</th>
<th>Rolling Window</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>12 month</td>
<td>9 months</td>
</tr>
<tr>
<td></td>
<td>E/P=1 AR NAR</td>
<td>E/P=6 AR NAR</td>
</tr>
<tr>
<td>esm1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.11</td>
<td>0.13</td>
<td>18.66</td>
</tr>
<tr>
<td></td>
<td>(0.452)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>esm2</td>
<td>23.85</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>(0.629)</td>
<td>(0.011)</td>
</tr>
<tr>
<td>esm3</td>
<td>4.09</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>(0.486)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>esm4</td>
<td>5.46</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>(0.5)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>esm5</td>
<td>29.5</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>(0.18)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>esm6</td>
<td>7.82</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>(0.456)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>esm7</td>
<td>29.47</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>(0.479)</td>
<td>(0.000)</td>
</tr>
</tbody>
</table>
Table 2.4: Pairwise Predictive Accuracy Tests within ESM family of models with respect to AE and SE loss given expanding and rolling estimation windows

<table>
<thead>
<tr>
<th>esm#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AE/SE, Expanding Estimation Window</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>esm1</td>
<td>-58</td>
<td></td>
<td>10.8</td>
<td>-69.1</td>
<td>-33.7</td>
<td>-72.3</td>
<td></td>
</tr>
<tr>
<td>esm2</td>
<td>-85.5</td>
<td>26</td>
<td>31.3</td>
<td>-14.3</td>
<td>34.5</td>
<td>-18.9</td>
<td></td>
</tr>
<tr>
<td>esm3</td>
<td>0.9</td>
<td>67.7</td>
<td>2.1</td>
<td>-28.1</td>
<td>-17.3</td>
<td>-28.8</td>
<td></td>
</tr>
<tr>
<td>esm4</td>
<td>9.2</td>
<td>75.4</td>
<td>7.2</td>
<td>-33.7</td>
<td>-22.3</td>
<td>-34.5</td>
<td></td>
</tr>
<tr>
<td>esm5</td>
<td>-96.8</td>
<td>-11.1</td>
<td>-75.4</td>
<td>-82.8</td>
<td>46.8</td>
<td>-28</td>
<td></td>
</tr>
<tr>
<td>esm6</td>
<td>-44.3</td>
<td>49</td>
<td>-40.9</td>
<td>-50.5</td>
<td>61.3</td>
<td>-50.5</td>
<td></td>
</tr>
<tr>
<td>esm7</td>
<td>-103.4</td>
<td>-19.8</td>
<td>-79.9</td>
<td>-87.4</td>
<td>-36</td>
<td>-68.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AE/SE, 12-month Rolling Estimation Window</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>esm1</td>
<td>918</td>
<td>54</td>
<td>31.7</td>
<td>919.1</td>
<td>474.5</td>
<td>949.4</td>
<td></td>
</tr>
<tr>
<td>esm2</td>
<td>7594</td>
<td>798.3</td>
<td>659.1</td>
<td>0</td>
<td>2274</td>
<td>86.6</td>
<td></td>
</tr>
<tr>
<td>esm3</td>
<td>368</td>
<td>5742.9</td>
<td>1.8</td>
<td>801</td>
<td>307.1</td>
<td>838.7</td>
<td></td>
</tr>
<tr>
<td>esm4</td>
<td>195.3</td>
<td>6536</td>
<td>24.3</td>
<td>660.2</td>
<td>269.8</td>
<td>688.9</td>
<td></td>
</tr>
<tr>
<td>esm5</td>
<td>7612</td>
<td>0</td>
<td>5868</td>
<td>6599</td>
<td>2451</td>
<td>818.9</td>
<td></td>
</tr>
<tr>
<td>esm6</td>
<td>2867</td>
<td>3656</td>
<td>1775</td>
<td>2352</td>
<td>3859</td>
<td>2874</td>
<td></td>
</tr>
<tr>
<td>esm7</td>
<td>8323</td>
<td>200</td>
<td>6605</td>
<td>7375</td>
<td>1398</td>
<td>4854</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AE/SE, 9-month Rolling Estimation Window</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>esm1</td>
<td>1040.4</td>
<td>72.2</td>
<td>220.8</td>
<td>987.7</td>
<td>546.3</td>
<td>1019.4</td>
<td></td>
</tr>
<tr>
<td>esm2</td>
<td>7802</td>
<td>792.7</td>
<td>494.1</td>
<td>216.8</td>
<td>2273</td>
<td>57.4</td>
<td></td>
</tr>
<tr>
<td>esm3</td>
<td>456.5</td>
<td>5837</td>
<td>260.2</td>
<td>730.4</td>
<td>294.9</td>
<td>766.4</td>
<td></td>
</tr>
<tr>
<td>esm4</td>
<td>624.6</td>
<td>5409</td>
<td>1207</td>
<td>483.3</td>
<td>393</td>
<td>488.9</td>
<td></td>
</tr>
<tr>
<td>esm5</td>
<td>7094</td>
<td>324.1</td>
<td>5059</td>
<td>5038</td>
<td>2033</td>
<td>746.5</td>
<td></td>
</tr>
<tr>
<td>esm6</td>
<td>2925</td>
<td>3845</td>
<td>1685</td>
<td>2954</td>
<td>3007</td>
<td>2410</td>
<td></td>
</tr>
<tr>
<td>esm7</td>
<td>7719</td>
<td>46.1</td>
<td>5689</td>
<td>5290</td>
<td>1207</td>
<td>3788</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AE/SE, 6-month Rolling Estimation Window</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>esm1</td>
<td>935.1</td>
<td>71.3</td>
<td>222.8</td>
<td>8016</td>
<td>498.7</td>
<td>909.3</td>
<td></td>
</tr>
<tr>
<td>esm2</td>
<td>7234</td>
<td>739.1</td>
<td>246.5</td>
<td>109</td>
<td>1723</td>
<td>34.8</td>
<td></td>
</tr>
<tr>
<td>esm3</td>
<td>379.4</td>
<td>5458</td>
<td>224.4</td>
<td>671.9</td>
<td>271.8</td>
<td>706.6</td>
<td></td>
</tr>
<tr>
<td>esm4</td>
<td>1647</td>
<td>3241</td>
<td>1835</td>
<td>245.4</td>
<td>237.2</td>
<td>245.9</td>
<td></td>
</tr>
<tr>
<td>esm5</td>
<td>6197</td>
<td>473.8</td>
<td>4312</td>
<td>3080</td>
<td>1487</td>
<td>707.9</td>
<td></td>
</tr>
<tr>
<td>esm6</td>
<td>2739</td>
<td>3548</td>
<td>1518</td>
<td>2457</td>
<td>2324</td>
<td>1758</td>
<td></td>
</tr>
<tr>
<td>esm7</td>
<td>6727</td>
<td>185.4</td>
<td>4854</td>
<td>3150</td>
<td>1090</td>
<td>2922</td>
<td></td>
</tr>
</tbody>
</table>

Note: Table above reports t-statics in case of expanding estimation window and $\chi^2_1$ in case of rolling estimation window with corresponding p-values reported in parentheses below. P-values greater than 5% are indicated with bold font. Upper- and lower-triangular sections of each block of statistics corresponds to pairwise comparisons with absolute and squared error loss accordingly.
Table 2.5: Pairwise Predictive Accuracy Tests within ESM family of models with respect to Energy Time-Shift Revenues given expanding and rolling estimation windows

<table>
<thead>
<tr>
<th>esm#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(E/P=1)/(E/P=6), Expanding Estimation Window</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>esm1</td>
<td>34.3</td>
<td>26.8</td>
<td>23.9</td>
<td>47.2</td>
<td>33.9</td>
<td>46.9</td>
<td></td>
</tr>
<tr>
<td>esm2</td>
<td>25.1</td>
<td>-11</td>
<td>-12.1</td>
<td>12.8</td>
<td>-2.1</td>
<td>12.8</td>
<td></td>
</tr>
<tr>
<td>esm3</td>
<td>-3</td>
<td>-25.6</td>
<td>-3.6</td>
<td>40.1</td>
<td>13.9</td>
<td>39.8</td>
<td></td>
</tr>
<tr>
<td>esm4</td>
<td>-0.9</td>
<td>-22.9</td>
<td>2</td>
<td>39.9</td>
<td>18.3</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>esm5</td>
<td>38.7</td>
<td>9.7</td>
<td>41.2</td>
<td>36.9</td>
<td>-29.5</td>
<td>-0.1</td>
<td></td>
</tr>
<tr>
<td>esm6</td>
<td>2.6</td>
<td>-20.5</td>
<td>6.5</td>
<td>4.2</td>
<td>-34.4</td>
<td>29.5</td>
<td></td>
</tr>
<tr>
<td>esm7</td>
<td>38.7</td>
<td>9.7</td>
<td>41.2</td>
<td>37</td>
<td>-1.4</td>
<td>34.4</td>
<td></td>
</tr>
</tbody>
</table>

Revenue for (E/P=1)/(E/P=6), 12-month Rolling Estimation Window

| esm1 | 1528.2 | 25.7 | 0.8  | 2139 | 434.1 | 2145 |     |
| esm2 | 1086   | 1187 | 1138 | 55.7 | 357.9 | 58.1 |     |
| esm3 | 2.3    | 1421 | 38.6 | 1554 | 239.8 | 1551 |     |
| esm4 | 14.6   | 1123 | 6.5  | 1335 | 489.9 | 1344 |     |
| esm5 | 1395   | 48.3 | 1813 | 1453 | 844.9 | 1.3  |     |
| esm6 | 97.6   | 876.7 | 81.9 | 30.7 | 1288 | 852.8 |     |
| esm7 | 1398   | 49.6 | 1820 | 1444 | 1.3   | 1281 |     |

Revenue for (E/P=1)/(E/P=6), 9-month Rolling Estimation Window

| esm1 | 1038 | 44.7 | 1.4  | 1982 | 429.1 | 1987 |     |
| esm2 | 1015 | 894.4 | 1424 | 13.3 | 225   | 14.1 |     |
| esm3 | 4.6   | 1162 | 61.2 | 1333 | 205   | 1338 |     |
| esm4 | 0.0   | 722.4 | 1.5  | 1510 | 400.5 | 1518 |     |
| esm5 | 1240  | 1.3  | 1410 | 796.2 | 762.7 | 5.4  |     |
| esm6 | 132.1 | 660  | 92.8 | 57.6 | 943.9 | 771.9 |     |
| esm7 | 1240  | 1.3  | 1411 | 796.2 | 943.8 |     |     |

Revenue for (E/P=1)/(E/P=6), 6-month Rolling Estimation Window

| esm1 | 1286 | 40.3 | 0.6  | 1524 | 364   | 1527.4 |     |
| esm2 | 1165 | 778.8 | 999.7 | 0.3  | 289.9  | 0.2  |     |
| esm3 | 0.5   | 1290 | 50.2  | 1186 | 172.9  | 1181 |     |
| esm4 | 4.1   | 873.1 | 7.8   | 1330 | 363.2  | 1328 |     |
| esm5 | 918.7 | 42   | 1059 | 704.9 | 395   | 2    |     |
| esm6 | 45    | 809.1 | 51.2  | 63   | 592.2  | 393.2 |     |
| esm7 | 922.3 | 42.6 | 1060 | 703.7 | 0.2   | 594.3 |     |

Note: Table above reports t-statics in case of expanding estimation window and $z^2_{i}$ in case of rolling estimation window with corresponding p-values reported in parentheses below. P-values greater than 5% are indicated with bold font. Upper- and lower-triangular sections of each block of statistics corresponds to pairwise comparisons with absolute and squared error loss accordingly.
2.5.3 Autoregressive-moving average models with exogenous variables (ARMAX)

ARMAX models were applied in either segmented-by-hour (s) or global (g) manner as indicated by “s/g” column in Table 2.6. TVI (time-varying intercept) includes linear trend, and hour, weekday and month indicators. Month indicators are dropped from TVI in case of 9 and 6 month rolling window estimation. ARX parameters are estimated on a daily basis via OLS. ARMAX parameters are estimated on a weekly basis via log-likelihood maximization. Choice of AR and MA lags is based on preliminary model specification tests in Tables 2.41 for global AR Lags, Table 2.42 for hour-specific AR Lags, and Figure 2.8 for joint ARMA Lag selection. AR and MA lags are defined in a global sense and for segmented model applications can be only multiples of 24.

<table>
<thead>
<tr>
<th>Name</th>
<th>s/g</th>
<th>AR Lags</th>
<th>MA Lags</th>
<th>TVI</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>armax1</td>
<td>g</td>
<td>1, 2, 23, 24, 25, 144, 168</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax2</td>
<td>g</td>
<td>1, 2, 23, 24, 25, 144, 168</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax3</td>
<td>g</td>
<td>1, 2, 23, 24, 25, 144, 168</td>
<td>1 load</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax4</td>
<td>s</td>
<td>24, 168</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax5</td>
<td>s</td>
<td>24, 168</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax6</td>
<td>s</td>
<td>24, 168</td>
<td>1 load</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax7</td>
<td>s</td>
<td>hour-specific</td>
<td>1 load</td>
<td>load</td>
<td>lags of adjacent hours</td>
</tr>
<tr>
<td>armax8</td>
<td>s</td>
<td>24, 168</td>
<td>24</td>
<td></td>
<td>adjacent hours</td>
</tr>
<tr>
<td>armax9</td>
<td>g</td>
<td>1, 23, 24, 25, 144, 168</td>
<td>1, 2, 23, 24, 25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax10</td>
<td>g</td>
<td>1, 24, 25</td>
<td>1, 24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax11</td>
<td>g</td>
<td>1, 24, 25</td>
<td>1, 24</td>
<td>load</td>
<td></td>
</tr>
<tr>
<td>armax12</td>
<td>s</td>
<td>24, 168</td>
<td>24, 48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax13</td>
<td>s</td>
<td>24, 168</td>
<td>24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax14</td>
<td>s</td>
<td>24, 168</td>
<td>24</td>
<td>load</td>
<td>lags of adjacent hours</td>
</tr>
<tr>
<td>armax15</td>
<td>s</td>
<td>24, 168</td>
<td>24</td>
<td>1</td>
<td>adjacent hours</td>
</tr>
</tbody>
</table>
Table 2.7: RMSE and MAE forecast Performance of ARMAX models

<table>
<thead>
<tr>
<th>Name</th>
<th>Expanding Window</th>
<th>Rolling Window</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>MAE</td>
</tr>
<tr>
<td>armax1</td>
<td>9.16</td>
<td>5.06</td>
</tr>
<tr>
<td>armax2</td>
<td>8.78</td>
<td>4.97</td>
</tr>
<tr>
<td>armax3</td>
<td>8.6</td>
<td>5.1</td>
</tr>
<tr>
<td>armax4</td>
<td>9.01</td>
<td>4.87</td>
</tr>
<tr>
<td>armax5</td>
<td>8.76</td>
<td>5.1</td>
</tr>
<tr>
<td>armax6</td>
<td>8.55</td>
<td>5.08</td>
</tr>
<tr>
<td>armax7</td>
<td>8.53</td>
<td>5.05</td>
</tr>
<tr>
<td>armax8</td>
<td>8.45</td>
<td>4.94</td>
</tr>
<tr>
<td>armax10</td>
<td>9.05</td>
<td>5.55</td>
</tr>
<tr>
<td>armax11</td>
<td>9.15</td>
<td>5.86</td>
</tr>
<tr>
<td>armax12</td>
<td>9.15</td>
<td>4.95</td>
</tr>
<tr>
<td>armax13</td>
<td>9.09</td>
<td>5.22</td>
</tr>
<tr>
<td>armax14</td>
<td>8.9</td>
<td>5.27</td>
</tr>
<tr>
<td>armax15</td>
<td>8.44</td>
<td>4.8</td>
</tr>
</tbody>
</table>

Energy storage device is optimally committed to charge/discharge in a day-ahead energy market given forecasted LMPs at LAJOLLA_6_N001 for 850 days, 01/01/2013 and 04/30/2015. All efficiency parameters are set to 1, state of charge is constrained between 0 and 1, and there are no restrictions on number of intra-day charge/discharge cycles. Let $\overline{R}_d$ be maximum energy time-shift revenue on day $d$ under perfect foresight scenario. If $R_f^d$ are revenues associated with price forecast $f$ then $NAR = \frac{1}{850} \sum_{d=1}^{850} \left( \frac{R_f^d}{\overline{R}_d} \right)$. Further, NTR is a ratio of total realized revenues given some price forecast to total revenues under perfect foresight scenario.
<table>
<thead>
<tr>
<th>Model</th>
<th>Expanding Window</th>
<th>Rolling Window</th>
<th>6 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E/P=1 NTR NAR</td>
<td>E/P=1 NTR NAR</td>
<td>E/P=1 NTR NAR</td>
</tr>
<tr>
<td>armax1</td>
<td>0.829 149.131</td>
<td>0.83 148.859</td>
<td>0.829 148.814</td>
</tr>
<tr>
<td>armax2</td>
<td>0.894 149.435</td>
<td>0.889 149.958</td>
<td>0.892 148.922</td>
</tr>
<tr>
<td>armax3</td>
<td>150.126 0.879</td>
<td>149.552 0.894</td>
<td>148.274 0.885</td>
</tr>
<tr>
<td>armax4</td>
<td>148.443 0.89</td>
<td>147.747 0.883</td>
<td>148.156 0.887</td>
</tr>
<tr>
<td>armax5</td>
<td>150.765 0.9</td>
<td>148.224 0.877</td>
<td>148.156 0.886</td>
</tr>
<tr>
<td>armax6</td>
<td>151.425 0.9</td>
<td>149.168 0.868</td>
<td>148.999 0.891</td>
</tr>
<tr>
<td>armax7</td>
<td>151.242 0.899</td>
<td>148.806 0.884</td>
<td>148.646 0.889</td>
</tr>
<tr>
<td>armax8</td>
<td>151.299 0.898</td>
<td>148.635 0.883</td>
<td>149.291 0.892</td>
</tr>
<tr>
<td>armax9</td>
<td>149.098 0.893</td>
<td>148.692 0.89</td>
<td>148.286 0.888</td>
</tr>
<tr>
<td>armax10</td>
<td>145.057 0.861</td>
<td>144.969 0.862</td>
<td>147.52 0.848</td>
</tr>
<tr>
<td>armax11</td>
<td>145.715 0.875</td>
<td>147.055 0.875</td>
<td>143.455 0.852</td>
</tr>
<tr>
<td>armax12</td>
<td>146.421 0.88</td>
<td>146.538 0.876</td>
<td>145.346 0.869</td>
</tr>
<tr>
<td>armax13</td>
<td>149.449 0.893</td>
<td>142.782 0.845</td>
<td>148.488 0.888</td>
</tr>
<tr>
<td>armax14</td>
<td>150.305 0.854</td>
<td>149.417 0.893</td>
<td>148.015 0.886</td>
</tr>
<tr>
<td>armax15</td>
<td>149.919 0.894</td>
<td>149.417 0.893</td>
<td>148.015 0.886</td>
</tr>
</tbody>
</table>
Table 2.9: Pairwise Predictive Accuracy Tests within ARMAX family of models with respect to AE and SE loss given expanding estimation window

<table>
<thead>
<tr>
<th>armax#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>armax1</td>
<td>-17.1</td>
<td>-11.9</td>
<td>-4.6</td>
<td>-7.9</td>
<td>-7.8</td>
<td>-8</td>
<td>-8.9</td>
<td>-1.8</td>
<td>-2.9</td>
<td>-0.3</td>
<td>-0.4</td>
<td>-1</td>
<td>-2.7</td>
<td>-10.4</td>
<td></td>
</tr>
<tr>
<td>armax2</td>
<td>-6.3</td>
<td>-5.2</td>
<td>5.8</td>
<td>-0.6</td>
<td>-3.4</td>
<td>-3.6</td>
<td>-4.7</td>
<td>12.2</td>
<td>9.7</td>
<td>7.9</td>
<td>7.1</td>
<td>4.5</td>
<td>1.3</td>
<td>-5.7</td>
<td></td>
</tr>
<tr>
<td>armax3</td>
<td>2</td>
<td>7.7</td>
<td>7.5</td>
<td>3.9</td>
<td>-1.2</td>
<td>-1.5</td>
<td>-3.1</td>
<td>10.6</td>
<td>11</td>
<td>22.9</td>
<td>8.4</td>
<td>7</td>
<td>3.9</td>
<td>-3.6</td>
<td></td>
</tr>
<tr>
<td>armax4</td>
<td>-11.1</td>
<td>-5.2</td>
<td>-9.4</td>
<td>-5.5</td>
<td>-6.1</td>
<td>-6.3</td>
<td>-6.9</td>
<td>3.4</td>
<td>0.9</td>
<td>2.4</td>
<td>4.8</td>
<td>1.1</td>
<td>-1.1</td>
<td>-8.2</td>
<td></td>
</tr>
<tr>
<td>armax5</td>
<td>1.2</td>
<td>5.5</td>
<td>0.6</td>
<td>9.4</td>
<td>-4.3</td>
<td>-4.5</td>
<td>-5.6</td>
<td>7</td>
<td>7.8</td>
<td>9.1</td>
<td>7.1</td>
<td>6.3</td>
<td>1.8</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>armax6</td>
<td>0.4</td>
<td>3.6</td>
<td>-1.4</td>
<td>6.8</td>
<td>-0.9</td>
<td>-2.6</td>
<td>4</td>
<td>7.3</td>
<td>7.7</td>
<td>14.5</td>
<td>7.2</td>
<td>7.4</td>
<td>5.7</td>
<td>-2.3</td>
<td></td>
</tr>
<tr>
<td>armax7</td>
<td>-0.4</td>
<td>2.6</td>
<td>-2.6</td>
<td>5.9</td>
<td>-2.3</td>
<td>-8.2</td>
<td>-3.3</td>
<td>7.5</td>
<td>7.8</td>
<td>14.7</td>
<td>7.3</td>
<td>7.6</td>
<td>5.9</td>
<td>-1.9</td>
<td></td>
</tr>
<tr>
<td>armax8</td>
<td>-3.8</td>
<td>-1.1</td>
<td>-7.3</td>
<td>2.3</td>
<td>-7.2</td>
<td>-14</td>
<td>-10.6</td>
<td>8.3</td>
<td>8.6</td>
<td>14.5</td>
<td>7.8</td>
<td>8</td>
<td>6.5</td>
<td>-0.3</td>
<td></td>
</tr>
<tr>
<td>armax9</td>
<td>-2.5</td>
<td>4.4</td>
<td>-2.8</td>
<td>9.8</td>
<td>-1.9</td>
<td>-1</td>
<td>-0.2</td>
<td>3.1</td>
<td>-2.1</td>
<td>0.2</td>
<td>0.3</td>
<td>-0.6</td>
<td>-2.3</td>
<td>-9.8</td>
<td></td>
</tr>
<tr>
<td>armax10</td>
<td>19.2</td>
<td>33.6</td>
<td>19.9</td>
<td>28.1</td>
<td>20.1</td>
<td>16.1</td>
<td>17</td>
<td>20.9</td>
<td>20.1</td>
<td>2.6</td>
<td>1.8</td>
<td>0.6</td>
<td>-1.7</td>
<td>-9.8</td>
<td></td>
</tr>
<tr>
<td>armax11</td>
<td>23.9</td>
<td>32</td>
<td>48</td>
<td>30.9</td>
<td>26.9</td>
<td>30</td>
<td>30.7</td>
<td>34.2</td>
<td>24.6</td>
<td>13.6</td>
<td>0</td>
<td>-0.9</td>
<td>-3.4</td>
<td>-14.1</td>
<td></td>
</tr>
<tr>
<td>armax12</td>
<td>-5.6</td>
<td>-1</td>
<td>-5.8</td>
<td>7.2</td>
<td>-5.7</td>
<td>-4</td>
<td>-3.1</td>
<td>0.3</td>
<td>-4.6</td>
<td>-2.29</td>
<td>26.8</td>
<td>-0.9</td>
<td>-2.6</td>
<td>-10</td>
<td></td>
</tr>
<tr>
<td>armax13</td>
<td>4.7</td>
<td>8.8</td>
<td>3.6</td>
<td>12.8</td>
<td>7.8</td>
<td>5.4</td>
<td>6.6</td>
<td>10.3</td>
<td>5.4</td>
<td>-11.8</td>
<td>-19.4</td>
<td>9.6</td>
<td>-3.3</td>
<td>-9.3</td>
<td></td>
</tr>
<tr>
<td>armax14</td>
<td>5.3</td>
<td>8.6</td>
<td>5.3</td>
<td>11.5</td>
<td>6.8</td>
<td>12.3</td>
<td>13.9</td>
<td>17.8</td>
<td>5.9</td>
<td>-8.6</td>
<td>-19.7</td>
<td>9.1</td>
<td>2.1</td>
<td>-6.2</td>
<td></td>
</tr>
<tr>
<td>armax15</td>
<td>-9</td>
<td>-6.7</td>
<td>-12.9</td>
<td>-2.5</td>
<td>-14</td>
<td>-12.4</td>
<td>-11.1</td>
<td>-7.1</td>
<td>-8.3</td>
<td>-27.1</td>
<td>-35.2</td>
<td>-5.6</td>
<td>-17</td>
<td>-18.3</td>
<td></td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections report t-statistics corresponding to pairwise comparisons with absolute and squared error loss accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.10: Pairwise Predictive Accuracy Tests within ARMAX family of models with respect to Energy Time-Shift Revenues given expanding estimation window

<table>
<thead>
<tr>
<th>armax#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>armax1</td>
<td>0.9</td>
<td>-1.3</td>
<td>-4.2</td>
<td>0.9</td>
<td>2.9</td>
<td>0.9</td>
<td>-0.2</td>
<td>-4.4</td>
<td>1.4</td>
<td>0.9</td>
<td>0.09</td>
<td>0.06</td>
<td>0.33</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>armax2</td>
<td>1.2</td>
<td>-2.5</td>
<td>3.2</td>
<td>0.9</td>
<td>-8.8</td>
<td>4.8</td>
<td>-0.2</td>
<td>-4.8</td>
<td>0.7</td>
<td>1.2</td>
<td>0.6</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>armax3</td>
<td>1.9</td>
<td>-2.8</td>
<td>2.4</td>
<td>2.1</td>
<td>2.1</td>
<td>-9.8</td>
<td>-7.8</td>
<td>-5.8</td>
<td>-0.5</td>
<td>0.3</td>
<td>-0.3</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>armax4</td>
<td>-0.3</td>
<td>-0.8</td>
<td>-4.3</td>
<td>1.2</td>
<td>-3.2</td>
<td>-2.1</td>
<td>0.09</td>
<td>-2.7</td>
<td>-5.8</td>
<td>-6.4</td>
<td>-2.2</td>
<td>-0.8</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>armax5</td>
<td>0.3</td>
<td>-0.8</td>
<td>0.8</td>
<td>1.3</td>
<td>-9.5</td>
<td>-2.7</td>
<td>0.9</td>
<td>-9.9</td>
<td>-7.2</td>
<td>-6.1</td>
<td>-3.1</td>
<td>-2.8</td>
<td>-2.4</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>armax6</td>
<td>1.9</td>
<td>1.5</td>
<td>2.9</td>
<td>2.4</td>
<td>-0.9</td>
<td>-0.4</td>
<td>-0.3</td>
<td>-9.6</td>
<td>-7.2</td>
<td>-5.9</td>
<td>-2.8</td>
<td>-2.3</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>armax7</td>
<td>0.3</td>
<td>-0.7</td>
<td>0.7</td>
<td>0.1</td>
<td>-2.8</td>
<td>-9.6</td>
<td>-7</td>
<td>-5.9</td>
<td>-2.8</td>
<td>-2.3</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>armax8</td>
<td>0</td>
<td>-0.5</td>
<td>0.3</td>
<td>-0.4</td>
<td>-2.7</td>
<td>-8.5</td>
<td>-6.5</td>
<td>-5.4</td>
<td>-2.5</td>
<td>-2.1</td>
<td>-2.3</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>armax9</td>
<td>0.4</td>
<td>-0.3</td>
<td>0.5</td>
<td>0.3</td>
<td>-6.1</td>
<td>-3.3</td>
<td>4.1</td>
<td>1.5</td>
<td>1</td>
<td>1</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>armax10</td>
<td>-2.2</td>
<td>-3.6</td>
<td>-3.2</td>
<td>-5</td>
<td>-2.7</td>
<td>-2.1</td>
<td>5.2</td>
<td>2.7</td>
<td>3.1</td>
<td>6</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>armax11</td>
<td>-0.2</td>
<td>-0.8</td>
<td>-1.5</td>
<td>-0.1</td>
<td>-0.6</td>
<td>-2.8</td>
<td>-0.2</td>
<td>-0.4</td>
<td>3.2</td>
<td>-1</td>
<td>4.1</td>
<td>4.5</td>
<td>3.7</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>armax12</td>
<td>-4.7</td>
<td>-5.2</td>
<td>-5.8</td>
<td>-6.5</td>
<td>-5.2</td>
<td>-4.7</td>
<td>-3.4</td>
<td>-4.5</td>
<td>5.7</td>
<td>5.2</td>
<td>4.5</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>armax13</td>
<td>-1.2</td>
<td>-1.6</td>
<td>-1.9</td>
<td>-2.8</td>
<td>-3.9</td>
<td>-1.9</td>
<td>-1.4</td>
<td>-1.3</td>
<td>0.6</td>
<td>1.2</td>
<td>4.4</td>
<td>1.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>armax14</td>
<td>-0.2</td>
<td>-0.7</td>
<td>-1.2</td>
<td>-0.6</td>
<td>-2.8</td>
<td>-0.5</td>
<td>-0.2</td>
<td>-0.4</td>
<td>1.9</td>
<td>0</td>
<td>4.8</td>
<td>1.3</td>
<td>-0.8</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>armax15</td>
<td>-3.5</td>
<td>-3.9</td>
<td>-4</td>
<td>-3.5</td>
<td>-4.6</td>
<td>-5.4</td>
<td>-3.9</td>
<td>-4.3</td>
<td>-4</td>
<td>-3.3</td>
<td>0.9</td>
<td>-3.1</td>
<td>-3.7</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections report t-statistics corresponding to pairwise comparisons with energy time shift revenues for batteries with energy to power ratio equal to 1 and 6 accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.11: Pairwise Predictive Accuracy Tests within ARMAX family of models with respect to AE and SE loss given 12-month rolling estimation window

<table>
<thead>
<tr>
<th>armax#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>armax1</td>
<td>59.1</td>
<td>118.4</td>
<td>27.4</td>
<td>2.7</td>
<td>15.4</td>
<td>14.7</td>
<td>11.1</td>
<td>1.5</td>
<td>0.36</td>
<td>0.64</td>
<td>2.36</td>
<td>163.7</td>
<td>92.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax2</td>
<td>4.8 (0.1)</td>
<td>81.4 (0.32)</td>
<td>1 (0.41)</td>
<td>1.8 (0.21)</td>
<td>1.6 (0.44)</td>
<td>0.6 (0.69)</td>
<td>42.3 (0.01)</td>
<td>35.7 (0.02)</td>
<td>5.5</td>
<td>328.7</td>
<td>225.5</td>
<td>50.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax3</td>
<td>50.2 (0.42)</td>
<td>66.2 (0.29)</td>
<td>20.3 (0.03)</td>
<td>22.4 (0.01)</td>
<td>3 (0.31)</td>
<td>1.4 (0.42)</td>
<td>26.5 (0.02)</td>
<td>15.5 (0.02)</td>
<td>20.7 (0.02)</td>
<td>9.1</td>
<td>314.7</td>
<td>206</td>
<td>50.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax4</td>
<td>1.7 (0.19)</td>
<td>4.1 (0.98)</td>
<td>38.2 (0.04)</td>
<td>42.1 (0.41)</td>
<td>39 (0.04)</td>
<td>29.9 (0.94)</td>
<td>0.9 (0.97)</td>
<td>3.2 (0.97)</td>
<td>0.1</td>
<td>10.3</td>
<td>358.4</td>
<td>185.4</td>
<td>89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax5</td>
<td>16.9 (0.99)</td>
<td>34.9 (0.99)</td>
<td>19.6 (0.99)</td>
<td>0 (0.99)</td>
<td>73.1 (0.99)</td>
<td>0.3 (0.98)</td>
<td>1.7 (0.99)</td>
<td>18.1 (0.99)</td>
<td>17.6 (0.99)</td>
<td>42.2 (0.99)</td>
<td>6.2 (0.99)</td>
<td>307.9 (0.99)</td>
<td>349.6 (0.99)</td>
<td>31.5</td>
<td></td>
</tr>
<tr>
<td>armax6</td>
<td>16.1 (0.99)</td>
<td>32.5 (0.99)</td>
<td>18.3 (0.99)</td>
<td>0 (0.99)</td>
<td>67 (0.99)</td>
<td>0.4 (0.99)</td>
<td>1.2 (0.99)</td>
<td>17.5 (0.99)</td>
<td>16.8 (0.99)</td>
<td>40.7 (0.99)</td>
<td>5.9 (0.99)</td>
<td>296.6 (0.99)</td>
<td>341.5 (0.99)</td>
<td>31.9</td>
<td></td>
</tr>
<tr>
<td>armax7</td>
<td>14.8 (0.71)</td>
<td>30.7 (0.71)</td>
<td>16.3 (0.71)</td>
<td>0 (0.71)</td>
<td>55.7 (0.71)</td>
<td>0.6 (0.7)</td>
<td>13.6 (0.7)</td>
<td>12 (0.7)</td>
<td>29.8 (0.7)</td>
<td>3.7 (0.7)</td>
<td>267.7 (0.7)</td>
<td>312.2 (0.7)</td>
<td>37.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax8</td>
<td>3.6 (0.84)</td>
<td>0.2 (0.84)</td>
<td>3.5 (0.84)</td>
<td>68.4 (0.84)</td>
<td>0.1 (0.84)</td>
<td>24.5 (0.84)</td>
<td>23.6 (0.84)</td>
<td>22.1 (0.84)</td>
<td>1.5 (0.84)</td>
<td>1.6 (0.84)</td>
<td>9.9 (0.84)</td>
<td>227.4 (0.84)</td>
<td>157.3 (0.84)</td>
<td>95.5</td>
<td></td>
</tr>
<tr>
<td>armax9</td>
<td>257.9 (0.84)</td>
<td>367.3 (0.84)</td>
<td>302.4 (0.84)</td>
<td>477.2 (0.84)</td>
<td>135 (0.84)</td>
<td>256 (0.84)</td>
<td>251.5 (0.84)</td>
<td>239.1 (0.84)</td>
<td>215.6 (0.84)</td>
<td>7.2 (0.84)</td>
<td>437.9 (0.84)</td>
<td>185.9 (0.84)</td>
<td>99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax10</td>
<td>266.1 (0.84)</td>
<td>300.2 (0.84)</td>
<td>631.1 (0.84)</td>
<td>419.7 (0.84)</td>
<td>193.2 (0.84)</td>
<td>397.1 (0.84)</td>
<td>389.3 (0.84)</td>
<td>367.3 (0.84)</td>
<td>229.6 (0.84)</td>
<td>36.5 (0.84)</td>
<td>11.2 (0.84)</td>
<td>170.1 (0.84)</td>
<td>169.2 (0.84)</td>
<td>151.3</td>
<td></td>
</tr>
<tr>
<td>armax11</td>
<td>21.4 (0.84)</td>
<td>34.2 (0.84)</td>
<td>8.3 (0.84)</td>
<td>14.6 (0.84)</td>
<td>21.7 (0.84)</td>
<td>1.6 (0.84)</td>
<td>1.3 (0.84)</td>
<td>35.6 (0.84)</td>
<td>369 (0.84)</td>
<td>361.7 (0.84)</td>
<td>289 (0.84)</td>
<td>186.4 (0.84)</td>
<td>63.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax12</td>
<td>567 (0.47)</td>
<td>573.4 (0.47)</td>
<td>611.7 (0.47)</td>
<td>783.5 (0.47)</td>
<td>951.3 (0.47)</td>
<td>971.7 (0.47)</td>
<td>949.3 (0.47)</td>
<td>891.8 (0.47)</td>
<td>540 (0.47)</td>
<td>254.5 (0.47)</td>
<td>119.4 (0.47)</td>
<td>746.7 (0.47)</td>
<td>9.2</td>
<td>398.6</td>
<td></td>
</tr>
<tr>
<td>armax13</td>
<td>257.9 (0.84)</td>
<td>367.3 (0.84)</td>
<td>302.4 (0.84)</td>
<td>477.2 (0.84)</td>
<td>135 (0.84)</td>
<td>256 (0.84)</td>
<td>251.5 (0.84)</td>
<td>239.1 (0.84)</td>
<td>215.6 (0.84)</td>
<td>7.2 (0.84)</td>
<td>437.9 (0.84)</td>
<td>185.9 (0.84)</td>
<td>99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax14</td>
<td>417 (0.47)</td>
<td>413.9 (0.47)</td>
<td>516.7 (0.47)</td>
<td>566.4 (0.47)</td>
<td>578.2 (0.47)</td>
<td>1047.1 (0.47)</td>
<td>1023.1 (0.47)</td>
<td>945.6 (0.47)</td>
<td>395.5 (0.47)</td>
<td>179.9 (0.47)</td>
<td>111.3 (0.47)</td>
<td>532.2 (0.47)</td>
<td>0.5</td>
<td>366.3</td>
<td></td>
</tr>
<tr>
<td>armax15</td>
<td>108.3 (0.47)</td>
<td>149.6 (0.47)</td>
<td>114.7 (0.47)</td>
<td>38.3 (0.47)</td>
<td>134.1 (0.47)</td>
<td>33.2 (0.47)</td>
<td>34.3 (0.47)</td>
<td>39.3 (0.47)</td>
<td>124.9 (0.47)</td>
<td>52.3 (0.47)</td>
<td>643.6 (0.47)</td>
<td>57.6 (0.47)</td>
<td>103.24 (0.47)</td>
<td>855.7</td>
<td></td>
</tr>
</tbody>
</table>

Note: Lower- and upper-triangular sections report $X^2$ statistics corresponding to pairwise comparisons with absolute and squared error loss accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.12: Pairwise Predictive Accuracy Tests within ARMAX family of models with respect to Energy Time-Shift Revenues given 12-month rolling estimation window

<table>
<thead>
<tr>
<th>amax#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>amax1</td>
<td>0.1</td>
<td>1.9</td>
<td>3.7</td>
<td>0.3</td>
<td>0.1</td>
<td>0</td>
<td>0.1</td>
<td>0.1</td>
<td>3.15</td>
<td>8.2</td>
<td>12.8</td>
<td>26.7</td>
<td>21.6</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.82)</td>
<td>(0.17)</td>
<td>(0.07)</td>
<td>(0.49)</td>
<td>(0.75)</td>
<td>(0.05)</td>
<td>(0.81)</td>
<td>(0.75)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>amax2</td>
<td>0.9</td>
<td>4.1</td>
<td>5.2</td>
<td>0.7</td>
<td>0.1</td>
<td>0</td>
<td>0.2</td>
<td>0.2</td>
<td>49.8</td>
<td>18.1</td>
<td>19</td>
<td>24.4</td>
<td>0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.36)</td>
<td>(0.06)</td>
<td>(0.02)</td>
<td>(0.42)</td>
<td>(0.79)</td>
<td>(0.04)</td>
<td>(0.09)</td>
<td>(0.64)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>amax3</td>
<td>0.2</td>
<td>0.5</td>
<td>11</td>
<td>2.3</td>
<td>0.3</td>
<td>1</td>
<td>1.4</td>
<td>2.2</td>
<td>64.5</td>
<td>45.7</td>
<td>27.5</td>
<td>35.4</td>
<td>30.8</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.47)</td>
<td>(1)</td>
<td>(0.13)</td>
<td>(0.64)</td>
<td>(0.04)</td>
<td>(0.24)</td>
<td>(0.14)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>amax4</td>
<td>4.4</td>
<td>2.6</td>
<td>3.6</td>
<td>0.3</td>
<td>2.8</td>
<td>1.6</td>
<td>1</td>
<td>2</td>
<td>32.1</td>
<td>1.4</td>
<td>8.4</td>
<td>18.7</td>
<td>15.3</td>
<td>4.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.61)</td>
<td>(0.32)</td>
<td>(0.59)</td>
<td>(0.61)</td>
<td>(0.21)</td>
<td>(0.32)</td>
<td>(0.15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>amax5</td>
<td>20.5</td>
<td>17.1</td>
<td>18.6</td>
<td>10.4</td>
<td>1.6</td>
<td>0.7</td>
<td>0.3</td>
<td>0.2</td>
<td>11.8</td>
<td>1.5</td>
<td>3.5</td>
<td>45</td>
<td>24.7</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.2)</td>
<td>(0.02)</td>
<td>(0.08)</td>
<td>(0.02)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>amax6</td>
<td>17.6</td>
<td>14.2</td>
<td>16.3</td>
<td>6.8</td>
<td>1.1</td>
<td>10.1</td>
<td>0.2</td>
<td>0</td>
<td>18.6</td>
<td>4.4</td>
<td>7.4</td>
<td>33.9</td>
<td>41.6</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.2)</td>
<td>(0.04)</td>
<td>(0.09)</td>
<td>(0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>amax7</td>
<td>18.2</td>
<td>14.7</td>
<td>16.3</td>
<td>7.3</td>
<td>0.1</td>
<td>4.6</td>
<td>0.9</td>
<td>0</td>
<td>14.9</td>
<td>3.3</td>
<td>5.6</td>
<td>31.7</td>
<td>36.4</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0.01)</td>
<td>(0.77)</td>
<td>(0.03)</td>
<td>(0.33)</td>
<td>(0.95)</td>
<td>(0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>amax8</td>
<td>0.9</td>
<td>0.1</td>
<td>0.4</td>
<td>1.2</td>
<td>11.7</td>
<td>4.8</td>
<td>9.5</td>
<td>15.3</td>
<td>26.5</td>
<td>6.3</td>
<td>9.9</td>
<td>24.8</td>
<td>20.8</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.56)</td>
<td>(0.73)</td>
<td>(0.56)</td>
<td>(0.26)</td>
<td>(0)</td>
<td>(0.03)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>amax9</td>
<td>15.6</td>
<td>15.8</td>
<td>17.7</td>
<td>4.3</td>
<td>3.7</td>
<td>0</td>
<td>1.8</td>
<td>3.1</td>
<td>5.7</td>
<td>20.8</td>
<td>7</td>
<td>4</td>
<td>2.9</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0.04)</td>
<td>(0.05)</td>
<td>(0.97)</td>
<td>(0.17)</td>
<td>(0.06)</td>
<td>(0.02)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>amax10</td>
<td>3</td>
<td>1.8</td>
<td>2.9</td>
<td>0.5</td>
<td>12.8</td>
<td>5.1</td>
<td>11.5</td>
<td>10.5</td>
<td>0.4</td>
<td>20.6</td>
<td>0.6</td>
<td>13.3</td>
<td>11.2</td>
<td>9.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.10)</td>
<td>(0.09)</td>
<td>(0.46)</td>
<td>(0)</td>
<td>(0.12)</td>
<td>(0)</td>
<td>(0.53)</td>
<td>(0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>amax11</td>
<td>20.7</td>
<td>19.1</td>
<td>20.5</td>
<td>16.9</td>
<td>0.2</td>
<td>1.8</td>
<td>0</td>
<td>0.3</td>
<td>12.9</td>
<td>2.8</td>
<td>14.2</td>
<td>11.8</td>
<td>9.3</td>
<td>15.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.09)</td>
<td>(0.10)</td>
<td>(0.03)</td>
<td>(0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>amax12</td>
<td>51.1</td>
<td>50</td>
<td>51.4</td>
<td>43.4</td>
<td>20.3</td>
<td>37.6</td>
<td>24.2</td>
<td>10</td>
<td>37.3</td>
<td>28.4</td>
<td>48.4</td>
<td>17</td>
<td>0</td>
<td>34.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>amax13</td>
<td>51.1</td>
<td>48</td>
<td>50.6</td>
<td>35.8</td>
<td>18.3</td>
<td>34.9</td>
<td>24</td>
<td>9.9</td>
<td>39.1</td>
<td>23.5</td>
<td>39.3</td>
<td>14</td>
<td>0</td>
<td>36.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.24)</td>
<td>(0.01)</td>
<td>(0.09)</td>
<td>(0.02)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>amax14</td>
<td>27.3</td>
<td>23.1</td>
<td>24.3</td>
<td>15.1</td>
<td>1.4</td>
<td>6.6</td>
<td>2.9</td>
<td>1.1</td>
<td>23.5</td>
<td>7.3</td>
<td>16.9</td>
<td>2.8</td>
<td>3.7</td>
<td>3.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>amax15</td>
<td>27.3</td>
<td>23.1</td>
<td>24.3</td>
<td>15.1</td>
<td>1.4</td>
<td>6.6</td>
<td>2.9</td>
<td>1.1</td>
<td>23.5</td>
<td>7.3</td>
<td>16.9</td>
<td>2.8</td>
<td>3.7</td>
<td>3.8</td>
<td></td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections report $\chi^2$-statistics corresponding to pairwise comparisons with energy time shift revenues for batteries with energy to power ratio equal to 1 and 6 accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.13: Pairwise Predictive Accuracy Tests within ARMAX family of models with respect to AE and SE loss given 9-month rolling estimation window

<table>
<thead>
<tr>
<th>armax#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>armax1</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>armax2</td>
<td>42.8</td>
<td>9.1</td>
<td>13.6</td>
<td>21.1</td>
<td>7.6</td>
<td>5.5</td>
<td>6.3</td>
<td>122</td>
<td>23.4</td>
<td>83.5</td>
<td>31.2</td>
<td>21.2</td>
<td>9.2</td>
<td>15.1</td>
<td></td>
</tr>
<tr>
<td>armax3</td>
<td>89.3</td>
<td>332.4</td>
<td>9.0</td>
<td>39.2</td>
<td>36.6</td>
<td>29.6</td>
<td>21.3</td>
<td>45.1</td>
<td>0.2</td>
<td>181.4</td>
<td>8.1</td>
<td>39.4</td>
<td>43.9</td>
<td>55.5</td>
<td></td>
</tr>
<tr>
<td>armax4</td>
<td>51.6</td>
<td>4.5</td>
<td>197.9</td>
<td>104.3</td>
<td>28.4</td>
<td>23.5</td>
<td>20.5</td>
<td>39.9</td>
<td>0.4</td>
<td>23.1</td>
<td>18.4</td>
<td>79.2</td>
<td>29.1</td>
<td>32.7</td>
<td></td>
</tr>
<tr>
<td>armax5</td>
<td>184.3</td>
<td>127.6</td>
<td>493.3</td>
<td>101.2</td>
<td>0.3</td>
<td>1.0</td>
<td>120.5</td>
<td>43.6</td>
<td>125.9</td>
<td>94.2</td>
<td>0.1</td>
<td>0.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax6</td>
<td>38.4</td>
<td>9.6</td>
<td>300.1</td>
<td>2.8</td>
<td>61.5</td>
<td>8.2</td>
<td>0.1</td>
<td>66.5</td>
<td>19.5</td>
<td>160.3</td>
<td>38.7</td>
<td>0.2</td>
<td>0.2</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>armax7</td>
<td>33.3</td>
<td>7</td>
<td>275.7</td>
<td>1.5</td>
<td>67.9</td>
<td>6.3</td>
<td>0.8</td>
<td>60.9</td>
<td>16</td>
<td>142.9</td>
<td>33.8</td>
<td>0.7</td>
<td>1.6</td>
<td>5.1</td>
<td></td>
</tr>
<tr>
<td>armax8</td>
<td>70.4</td>
<td>30.5</td>
<td>370.4</td>
<td>16.2</td>
<td>16.2</td>
<td>29.7</td>
<td>36.7</td>
<td>56.1</td>
<td>15</td>
<td>86.2</td>
<td>28.6</td>
<td>0</td>
<td>0</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>armax9</td>
<td>10.8</td>
<td>62.1</td>
<td>36.8</td>
<td>85.6</td>
<td>211</td>
<td>60.6</td>
<td>54.7</td>
<td>97.4</td>
<td>61.8</td>
<td>0.6</td>
<td>15.7</td>
<td>144.2</td>
<td>77.9</td>
<td>88</td>
<td></td>
</tr>
<tr>
<td>armax10</td>
<td>82.8</td>
<td>505.3</td>
<td>0</td>
<td>291.3</td>
<td>579.1</td>
<td>203.5</td>
<td>187.7</td>
<td>259.1</td>
<td>40.8</td>
<td>56.8</td>
<td>8.6</td>
<td>50.7</td>
<td>24.1</td>
<td>31.4</td>
<td></td>
</tr>
<tr>
<td>armax11</td>
<td>592.9</td>
<td>1163.4</td>
<td>1340.2</td>
<td>888.7</td>
<td>1376.2</td>
<td>1317</td>
<td>1244.8</td>
<td>1312.5</td>
<td>472.6</td>
<td>577.3</td>
<td>7</td>
<td>135.7</td>
<td>212.4</td>
<td>196.2</td>
<td></td>
</tr>
<tr>
<td>armax12</td>
<td>20.7</td>
<td>0</td>
<td>140.4</td>
<td>19.2</td>
<td>125.2</td>
<td>10.1</td>
<td>7.5</td>
<td>28.4</td>
<td>47.6</td>
<td>196.8</td>
<td>765.3</td>
<td>142.3</td>
<td>48.4</td>
<td>48.6</td>
<td></td>
</tr>
<tr>
<td>armax13</td>
<td>171.4</td>
<td>118.4</td>
<td>472.2</td>
<td>90.3</td>
<td>0.1</td>
<td>52</td>
<td>58.3</td>
<td>13.5</td>
<td>220.1</td>
<td>581.7</td>
<td>1384.2</td>
<td>139.3</td>
<td>0.1</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>armax14</td>
<td>32.1</td>
<td>6.4</td>
<td>262.9</td>
<td>1.2</td>
<td>2.3</td>
<td>0.1</td>
<td>27.2</td>
<td>55.6</td>
<td>192.2</td>
<td>1263.1</td>
<td>7.6</td>
<td>71.4</td>
<td>3.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax15</td>
<td>50.2</td>
<td>17</td>
<td>301.4</td>
<td>7</td>
<td>29.5</td>
<td>4</td>
<td>7.2</td>
<td>10.8</td>
<td>77.2</td>
<td>223.8</td>
<td>1225</td>
<td>17.2</td>
<td>29.4</td>
<td>11.7</td>
<td></td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections report $\chi^2$-statistics corresponding to pairwise comparisons with absolute and squared error loss accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.14: Pairwise Predictive Accuracy Tests within ARMAX family of models with respect to Energy Time-Shift Revenues given 9-month rolling estimation window

<table>
<thead>
<tr>
<th>amax#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>amax1</td>
<td>3.6</td>
<td>1.2</td>
<td>6.3</td>
<td>0.9</td>
<td>0.1</td>
<td>0.1</td>
<td>0.4</td>
<td>0.8</td>
<td>73.1</td>
<td>61.9</td>
<td>25.1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>amax2</td>
<td>10.8</td>
<td>2.9</td>
<td>1.3</td>
<td>0.2</td>
<td>3.4</td>
<td>1.2</td>
<td>3.8</td>
<td>0.4</td>
<td>79</td>
<td>70.7</td>
<td>17</td>
<td>0.8</td>
<td>0.7</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>amax3</td>
<td>5.5</td>
<td>0.4</td>
<td>2.9</td>
<td>0.1</td>
<td>1.4</td>
<td>0.3</td>
<td>2</td>
<td>0</td>
<td>88.5</td>
<td>89.2</td>
<td>21.4</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>amax4</td>
<td>5.2</td>
<td>0.2</td>
<td>0.7</td>
<td>3</td>
<td>8.3</td>
<td>5.5</td>
<td>9.5</td>
<td>2.2</td>
<td>64.4</td>
<td>41.4</td>
<td>11.7</td>
<td>4.7</td>
<td>2.7</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>amax5</td>
<td>14.7</td>
<td>4.2</td>
<td>6.7</td>
<td>3.9</td>
<td>1.5</td>
<td>0.5</td>
<td>2.4</td>
<td>0</td>
<td>54.5</td>
<td>41.3</td>
<td>16.1</td>
<td>0.6</td>
<td>0.2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>amax6</td>
<td>8.7</td>
<td>1.3</td>
<td>2.4</td>
<td>0.4</td>
<td>1.1</td>
<td>1.7</td>
<td>5.5</td>
<td>3.9</td>
<td>77.4</td>
<td>62.3</td>
<td>34.6</td>
<td>0.6</td>
<td>1.1</td>
<td>2.9</td>
<td></td>
</tr>
<tr>
<td>amax7</td>
<td>18.8</td>
<td>6.5</td>
<td>9.3</td>
<td>4.1</td>
<td>0.8</td>
<td>18.6</td>
<td>1.9</td>
<td>0.2</td>
<td>67</td>
<td>52.5</td>
<td>30.2</td>
<td>0.1</td>
<td>0.1</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>amax8</td>
<td>20.1</td>
<td>8.5</td>
<td>11.0</td>
<td>4.9</td>
<td>0.9</td>
<td>3.2</td>
<td>0.1</td>
<td>1.5</td>
<td>62.3</td>
<td>51.7</td>
<td>30.6</td>
<td>1.6</td>
<td>2.6</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>amax9</td>
<td>0</td>
<td>3.8</td>
<td>2.2</td>
<td>3.3</td>
<td>8.3</td>
<td>5.2</td>
<td>11.4</td>
<td>19</td>
<td>50.8</td>
<td>42.4</td>
<td>18.4</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>amax10</td>
<td>41.9</td>
<td>29.4</td>
<td>46.2</td>
<td>21.2</td>
<td>6.1</td>
<td>9.9</td>
<td>1.4</td>
<td>0.5</td>
<td>25</td>
<td>6.8</td>
<td>16.8</td>
<td>55.6</td>
<td>40.8</td>
<td>29.7</td>
<td></td>
</tr>
<tr>
<td>amax11</td>
<td>29.4</td>
<td>16.7</td>
<td>31.9</td>
<td>9.5</td>
<td>1</td>
<td>3.5</td>
<td>0</td>
<td>0.1</td>
<td>16.6</td>
<td>11.6</td>
<td>8.8</td>
<td>4.3</td>
<td>32.2</td>
<td>23.1</td>
<td></td>
</tr>
<tr>
<td>amax12</td>
<td>28.2</td>
<td>15.3</td>
<td>21.1</td>
<td>24.8</td>
<td>6.1</td>
<td>8</td>
<td>1.1</td>
<td>0.5</td>
<td>23.5</td>
<td>0</td>
<td>1.7</td>
<td>24.9</td>
<td>21.7</td>
<td>12.5</td>
<td></td>
</tr>
<tr>
<td>amax13</td>
<td>18.3</td>
<td>6.2</td>
<td>10.1</td>
<td>7.2</td>
<td>0.5</td>
<td>2.1</td>
<td>0.2</td>
<td>0.5</td>
<td>11.4</td>
<td>4.6</td>
<td>4.8</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>amax14</td>
<td>13.2</td>
<td>4.4</td>
<td>7.7</td>
<td>2.7</td>
<td>0.1</td>
<td>3.1</td>
<td>0.3</td>
<td>0.7</td>
<td>9.6</td>
<td>2.5</td>
<td>0.2</td>
<td>2.5</td>
<td>0</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>amax15</td>
<td>36.3</td>
<td>21.5</td>
<td>28.8</td>
<td>16.5</td>
<td>11.2</td>
<td>24.1</td>
<td>11.4</td>
<td>15.6</td>
<td>34.1</td>
<td>3.9</td>
<td>8</td>
<td>4.2</td>
<td>10.8</td>
<td>19</td>
<td></td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections report $\chi^2$-statistics corresponding to pairwise comparisons with energy time shift revenues for batteries with energy to power ratio equal to 1 and 6 accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.15: Pairwise Predictive Accuracy Tests within ARMAX family of models with respect to AE and SE loss given 6-month rolling estimation window

<table>
<thead>
<tr>
<th>armax#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>armax1</td>
<td></td>
<td>149</td>
<td>84.8</td>
<td>18.2</td>
<td>56.7</td>
<td>45.1</td>
<td>38.8</td>
<td>19.3</td>
<td>4.7</td>
<td>9.9</td>
<td>7.3</td>
<td>4.9</td>
<td>86.1</td>
<td>49</td>
<td>12.4</td>
</tr>
<tr>
<td>armax2</td>
<td></td>
<td>22.3</td>
<td>1.4</td>
<td>12.4</td>
<td>2.9</td>
<td>4.3</td>
<td>2.5</td>
<td>0.3</td>
<td>118.2</td>
<td>47.4</td>
<td>21</td>
<td>22.9</td>
<td>11.7</td>
<td>5.5</td>
<td>19.9</td>
</tr>
<tr>
<td>armax3</td>
<td></td>
<td>45.4</td>
<td>170.1</td>
<td>14.2</td>
<td>9.9</td>
<td>4.2</td>
<td>1.8</td>
<td>0</td>
<td>77.4</td>
<td>28.2</td>
<td>91.7</td>
<td>26.4</td>
<td>5.6</td>
<td>6.2</td>
<td>19.5</td>
</tr>
<tr>
<td>armax4</td>
<td></td>
<td>62.5</td>
<td>19</td>
<td>163.1</td>
<td>46.2</td>
<td>25.2</td>
<td>19.2</td>
<td>6.7</td>
<td>28.6</td>
<td>0.6</td>
<td>0.5</td>
<td>4</td>
<td>50.8</td>
<td>21.3</td>
<td>1</td>
</tr>
<tr>
<td>armax5</td>
<td></td>
<td>105.5</td>
<td>70.9</td>
<td>276.6</td>
<td>26.8</td>
<td>2.1</td>
<td>0.3</td>
<td>0.4</td>
<td>63.1</td>
<td>22</td>
<td>22.4</td>
<td>32.1</td>
<td>2.5</td>
<td>1.3</td>
<td>28.2</td>
</tr>
<tr>
<td>armax6</td>
<td></td>
<td>37.3</td>
<td>14.4</td>
<td>192.2</td>
<td>0.7</td>
<td>17.9</td>
<td>6.5</td>
<td>4.6</td>
<td>48.6</td>
<td>19.3</td>
<td>31.5</td>
<td>27.8</td>
<td>0</td>
<td>0</td>
<td>20.9</td>
</tr>
<tr>
<td>armax7</td>
<td></td>
<td>30.4</td>
<td>10.1</td>
<td>168.9</td>
<td>0.1</td>
<td>23.9</td>
<td>7.5</td>
<td>1.7</td>
<td>43.7</td>
<td>15.5</td>
<td>25.3</td>
<td>22.6</td>
<td>0.3</td>
<td>0.8</td>
<td>16.5</td>
</tr>
<tr>
<td>armax8</td>
<td></td>
<td>42.1</td>
<td>18.1</td>
<td>185.1</td>
<td>2</td>
<td>8.9</td>
<td>1.5</td>
<td>5.1</td>
<td>24.4</td>
<td>6.6</td>
<td>8.3</td>
<td>9.7</td>
<td>1.4</td>
<td>2.2</td>
<td>6.6</td>
</tr>
<tr>
<td>armax9</td>
<td></td>
<td>7.6</td>
<td>39.5</td>
<td>15.9</td>
<td>91.4</td>
<td>127.2</td>
<td>54.1</td>
<td>46.7</td>
<td>58.8</td>
<td>36.2</td>
<td>18.8</td>
<td>10.1</td>
<td>115.3</td>
<td>62.4</td>
<td>27.1</td>
</tr>
<tr>
<td>armax10</td>
<td></td>
<td>84.1</td>
<td>420.8</td>
<td>10.4</td>
<td>310</td>
<td>398.7</td>
<td>197.1</td>
<td>175.3</td>
<td>195.8</td>
<td>55.8</td>
<td>0</td>
<td>0.6</td>
<td>53.7</td>
<td>25.7</td>
<td>0.1</td>
</tr>
<tr>
<td>armax11</td>
<td></td>
<td>370.5</td>
<td>745.1</td>
<td>894.4</td>
<td>673.8</td>
<td>862.5</td>
<td>784.6</td>
<td>718.1</td>
<td>703</td>
<td>295.5</td>
<td>248</td>
<td>0.6</td>
<td>50</td>
<td>56.8</td>
<td>0</td>
</tr>
<tr>
<td>armax12</td>
<td></td>
<td>115.1</td>
<td>39.8</td>
<td>199.4</td>
<td>11.4</td>
<td>4.6</td>
<td>1.2</td>
<td>2.8</td>
<td>0.3</td>
<td>131.9</td>
<td>298.2</td>
<td>680</td>
<td>58.7</td>
<td>33.6</td>
<td>2.3</td>
</tr>
<tr>
<td>armax13</td>
<td></td>
<td>122.8</td>
<td>90.5</td>
<td>307.8</td>
<td>36.6</td>
<td>6.3</td>
<td>24.8</td>
<td>31.2</td>
<td>14</td>
<td>159.9</td>
<td>478.4</td>
<td>954.4</td>
<td>10.3</td>
<td>0</td>
<td>79.8</td>
</tr>
<tr>
<td>armax14</td>
<td></td>
<td>27.4</td>
<td>8.5</td>
<td>157.3</td>
<td>0</td>
<td>23.9</td>
<td>4.5</td>
<td>0.4</td>
<td>5.1</td>
<td>45.7</td>
<td>178.3</td>
<td>746.5</td>
<td>3.9</td>
<td>40.8</td>
<td>27.6</td>
</tr>
<tr>
<td>armax15</td>
<td></td>
<td>43.1</td>
<td>9.9</td>
<td>136.2</td>
<td>5.4</td>
<td>33.2</td>
<td>2.6</td>
<td>4.3</td>
<td>74</td>
<td>278.5</td>
<td>629</td>
<td>24.7</td>
<td>52.2</td>
<td>0.6</td>
<td></td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections report $\chi^2$-statistics corresponding to pairwise comparisons with absolute and squared error loss accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.16: Pairwise Predictive Accuracy Tests within ARMAX family of models with respect to Energy Time-Shift Revenues given 6-month rolling estimation window

<table>
<thead>
<tr>
<th>amax#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>amax1</td>
<td>12.2</td>
<td>8.7</td>
<td>5.6</td>
<td>0.4</td>
<td>0.2</td>
<td>0.4</td>
<td>2.3</td>
<td>0.1</td>
<td>56</td>
<td>60.3</td>
<td>16.3</td>
<td>0</td>
<td>1.3</td>
<td>16.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0.02)</td>
<td>(0.05)</td>
<td>(0.7)</td>
<td>(0.5)</td>
<td>(0.13)</td>
<td>(0.71)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.01)</td>
<td>(0.36)</td>
<td>(0)</td>
</tr>
<tr>
<td>amax2</td>
<td>17.5</td>
<td>0.6</td>
<td>0.7</td>
<td>15.8</td>
<td>4.1</td>
<td>2.9</td>
<td>0.6</td>
<td>7.5</td>
<td>65.2</td>
<td>56.9</td>
<td>1.2</td>
<td>7.7</td>
<td>1.1</td>
<td>3.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.43)</td>
<td>(0.42)</td>
<td>(0.05)</td>
<td>(0.7)</td>
<td>(0.5)</td>
<td>(0.13)</td>
<td>(0.71)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>amax3</td>
<td>13.5</td>
<td>1.5</td>
<td>0.1</td>
<td>11.9</td>
<td>2.9</td>
<td>1.9</td>
<td>0.2</td>
<td>4.9</td>
<td>51.9</td>
<td>78.8</td>
<td>2.3</td>
<td>5.7</td>
<td>0.5</td>
<td>5.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.22)</td>
<td>(0.04)</td>
<td>(0.09)</td>
<td>(0.17)</td>
<td>(0.06)</td>
<td>(0.01)</td>
<td>(0)</td>
<td>(0.15)</td>
<td>(0.02)</td>
<td>(0.47)</td>
<td>(0.102)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>amax4</td>
<td>4.6</td>
<td>0.8</td>
<td>0.2</td>
<td>14.1</td>
<td>2.7</td>
<td>1.6</td>
<td>0.1</td>
<td>4.2</td>
<td>55.6</td>
<td>37.9</td>
<td>3.4</td>
<td>5.1</td>
<td>0.3</td>
<td>13.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.86)</td>
<td>(0.25)</td>
<td>(0.01)</td>
<td>(0.04)</td>
<td>(0.77)</td>
<td>(0.04)</td>
<td>(0.79)</td>
<td>(0.04)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.06)</td>
<td>(0.02)</td>
<td>(0.57)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>amax5</td>
<td>10.4</td>
<td>0.1</td>
<td>0.5</td>
<td>1.5</td>
<td>1.4</td>
<td>2.3</td>
<td>5.6</td>
<td>0.8</td>
<td>78.4</td>
<td>71.2</td>
<td>17.1</td>
<td>1.7</td>
<td>3.7</td>
<td>36.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.77)</td>
<td>(0.22)</td>
<td>(0.02)</td>
<td>(0.23)</td>
<td>(0.03)</td>
<td>(0.36)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(8.2)</td>
<td>(0.06)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>amax6</td>
<td>12.9</td>
<td>1.1</td>
<td>2.4</td>
<td>1</td>
<td>1</td>
<td>3.8</td>
<td>0</td>
<td>41.4</td>
<td>34.8</td>
<td>9</td>
<td>0.1</td>
<td>2.6</td>
<td>13.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.23)</td>
<td>(0.16)</td>
<td>(0.01)</td>
<td>(0.05)</td>
<td>(0.03)</td>
<td>(0.05)</td>
<td>(0.89)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.85)</td>
<td>(0.12)</td>
<td>(0.01)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>amax7</td>
<td>20.0</td>
<td>3.8</td>
<td>5.4</td>
<td>9.3</td>
<td>4.4</td>
<td>4.3</td>
<td>2</td>
<td>0</td>
<td>36.8</td>
<td>31.4</td>
<td>6.9</td>
<td>0.4</td>
<td>1</td>
<td>10.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.05)</td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.16)</td>
<td>(0.67)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.01)</td>
<td>(0.53)</td>
<td>(0.31)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>amax8</td>
<td>17.4</td>
<td>20.6</td>
<td>20.1</td>
<td>11.3</td>
<td>10.2</td>
<td>6.2</td>
<td>1.6</td>
<td>21.8</td>
<td>19.1</td>
<td>2.7</td>
<td>2.4</td>
<td>0.2</td>
<td>4.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>amax9</td>
<td>0</td>
<td>8.1</td>
<td>5.7</td>
<td>2.6</td>
<td>5.3</td>
<td>8.5</td>
<td>14.1</td>
<td>44.3</td>
<td>55.5</td>
<td>48.3</td>
<td>13</td>
<td>0</td>
<td>0.9</td>
<td>16.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0)</td>
<td>(0.02)</td>
<td>(0.11)</td>
<td>(0.02)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>amax10</td>
<td>48.7</td>
<td>26.4</td>
<td>28.4</td>
<td>37.4</td>
<td>12.9</td>
<td>7</td>
<td>2.2</td>
<td>1.4</td>
<td>32.9</td>
<td>23</td>
<td>18.8</td>
<td>52.7</td>
<td>23.7</td>
<td>22.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.01)</td>
<td>(0.13)</td>
<td>(0.24)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.08)</td>
<td>(0.34)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>amax11</td>
<td>33.4</td>
<td>9.1</td>
<td>13.8</td>
<td>15.2</td>
<td>4</td>
<td>1.4</td>
<td>0</td>
<td>5.3</td>
<td>19.1</td>
<td>8.1</td>
<td>12.5</td>
<td>46.6</td>
<td>19.6</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>amax12</td>
<td>18.9</td>
<td>3.2</td>
<td>4.7</td>
<td>7.3</td>
<td>1.9</td>
<td>0.6</td>
<td>0.1</td>
<td>9.2</td>
<td>18.2</td>
<td>3.2</td>
<td>0.2</td>
<td>10.6</td>
<td>4.1</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.03)</td>
<td>(0.01)</td>
<td>(0.17)</td>
<td>(0.45)</td>
<td>(0.79)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.07)</td>
<td>(0.7)</td>
<td>(0)</td>
<td>(0.04)</td>
<td>(0.5)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>amax13</td>
<td>11.2</td>
<td>0.5</td>
<td>2.7</td>
<td>0.4</td>
<td>0.3</td>
<td>2.7</td>
<td>10</td>
<td>7.1</td>
<td>10.3</td>
<td>2.8</td>
<td>1.2</td>
<td>1.6</td>
<td>29.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.09)</td>
<td>(0.27)</td>
<td>(0.1)</td>
<td>(0.52)</td>
<td>(0.1)</td>
<td>(0.1)</td>
<td>(0)</td>
<td>(0.11)</td>
<td>(0)</td>
<td>(0.09)</td>
<td>(0.62)</td>
<td>(0.1)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>amax14</td>
<td>17.7</td>
<td>3</td>
<td>4.6</td>
<td>6.4</td>
<td>2.7</td>
<td>1.3</td>
<td>0.1</td>
<td>7.8</td>
<td>14.7</td>
<td>2.4</td>
<td>0.1</td>
<td>0</td>
<td>2.2</td>
<td>6.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.10)</td>
<td>(0.05)</td>
<td>(0.01)</td>
<td>(0.1)</td>
<td>(0.02)</td>
<td>(0.06)</td>
<td>(0.26)</td>
<td>(0.01)</td>
<td>(0)</td>
<td>(0.42)</td>
<td>(0.77)</td>
<td>(0.3)</td>
<td>(0.14)</td>
<td>(0.01)</td>
<td>(0)</td>
</tr>
<tr>
<td>amax15</td>
<td>16.1</td>
<td>2.4</td>
<td>3.7</td>
<td>11.6</td>
<td>1.3</td>
<td>0.2</td>
<td>0.5</td>
<td>14.3</td>
<td>6.5</td>
<td>9.6</td>
<td>0</td>
<td>2.2</td>
<td>1.1</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(0.06)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.06)</td>
<td>(0.01)</td>
<td>(0.13)</td>
<td>(0.38)</td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.3)</td>
<td>(0.02)</td>
<td>(0.62)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections report $Z^2$-statistics corresponding to pairwise comparisons with energy time shift revenues for batteries with energy to power ratio equal to 1 and 6 accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
## 2.5.4 Feed-Forward Neural Nets (FFNN)

In Table 2.17 globalARX linear base is \( p_t(1 - \alpha_24 L^{24} - \alpha_{48} L^{48} - \alpha_{168} L^{168}) = TVI + l_t + \epsilon_t \), where \( l_{[t]} \) is contemporaneous load and TVI is specified in Eq. (2.4.2). SegmentedARX linear base is \( p_t^h(1 - \alpha_1^h L - \alpha_7^h L^7) = TVI^h + l_t^h + \epsilon_t^h \) for \( h = 1, 2, \ldots , 24 \) and \( TVI^h \) from Eq. (2.4.4). Number of layers/neurons within neural net is provided in column “m”.

<table>
<thead>
<tr>
<th>Name</th>
<th>Linear Base</th>
<th>m</th>
<th>Re-estimation Frequency (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ffn1</td>
<td>global ARX</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>ffn2</td>
<td>global ARX</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>ffn3</td>
<td>global ARX</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>ffn4</td>
<td>global ARX</td>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td>ffn5</td>
<td>global ARX</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>ffn6</td>
<td>global ARX</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>ffn7</td>
<td>global ARX</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>ffn8</td>
<td>global ARX</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>ffn9</td>
<td>segmented ARX</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>ffn10</td>
<td>segmented ARX</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>ffn11</td>
<td>segmented ARX</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>ffn12</td>
<td>segmented ARX</td>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td>ffn13</td>
<td>segmented ARX</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>ffn14</td>
<td>segmented ARX</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>ffn15</td>
<td>segmented ARX</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>ffn16</td>
<td>segmented ARX</td>
<td>10</td>
<td>30</td>
</tr>
</tbody>
</table>
Table 2.18: RMSE and MAE forecast performance of FFNN models

<table>
<thead>
<tr>
<th>Name</th>
<th>Expanding Window</th>
<th>12 months</th>
<th>9 months</th>
<th>6 months</th>
<th>Rolling Window</th>
<th>9 months</th>
<th>6 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
</tr>
<tr>
<td>ffn1</td>
<td>8.68</td>
<td>5.39</td>
<td>8.47</td>
<td>5.13</td>
<td>8.43</td>
<td>5.03</td>
<td>8.43</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>ffn2</td>
<td>8.76</td>
<td>5.49</td>
<td>9.12</td>
<td>5.68</td>
<td>9.04</td>
<td>5.64</td>
<td>9.04</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>ffn3</td>
<td>8.84</td>
<td>5.58</td>
<td>8.99</td>
<td>5.52</td>
<td>9.16</td>
<td>5.78</td>
<td>9.16</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>ffn4</td>
<td>9.01</td>
<td>5.79</td>
<td>11.41</td>
<td>8.12</td>
<td>9.4</td>
<td>6.04</td>
<td>9.4</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>ffn5</td>
<td>9.96</td>
<td>7.22</td>
<td>8.47</td>
<td>5.14</td>
<td>8.98</td>
<td>5.56</td>
<td>8.98</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>ffn6</td>
<td>8.76</td>
<td>5.15</td>
<td>9.12</td>
<td>5.68</td>
<td>9.35</td>
<td>5.83</td>
<td>9.35</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>ffn7</td>
<td>8.79</td>
<td>5.5</td>
<td>9.21</td>
<td>5.92</td>
<td>10.09</td>
<td>6.65</td>
<td>10.09</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>ffn8</td>
<td>9.39</td>
<td>6.02</td>
<td>11.4</td>
<td>8.12</td>
<td>9.41</td>
<td>6.05</td>
<td>9.41</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>ffn9</td>
<td>8.58</td>
<td>5.13</td>
<td>8.9</td>
<td>5.04</td>
<td>8.72</td>
<td>5.02</td>
<td>8.72</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>ffn10</td>
<td>8.76</td>
<td>5.29</td>
<td>8.6</td>
<td>4.92</td>
<td>8.69</td>
<td>5.06</td>
<td>8.69</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>ffn11</td>
<td>8.97</td>
<td>5.49</td>
<td>11.36</td>
<td>7</td>
<td>12.05</td>
<td>7.24</td>
<td>12.05</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>ffn13</td>
<td>8.71</td>
<td>5.26</td>
<td>9</td>
<td>5.14</td>
<td>8.95</td>
<td>5.3</td>
<td>8.95</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>ffn14</td>
<td>8.81</td>
<td>5.37</td>
<td>8.65</td>
<td>4.96</td>
<td>8.72</td>
<td>5.12</td>
<td>8.72</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>ffn15</td>
<td>8.99</td>
<td>5.59</td>
<td>11.38</td>
<td>7.08</td>
<td>8.9</td>
<td>5.33</td>
<td>8.9</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>ffn16</td>
<td>9.26</td>
<td>5.75</td>
<td>15.14</td>
<td>10.86</td>
<td>9.26</td>
<td>5.58</td>
<td>9.26</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.05)</td>
<td>(0.14)</td>
</tr>
</tbody>
</table>
Table 2.19: Normalized Total and Average Daily Energy Time-Shift Revenues for FFNN LMP forecasts

<table>
<thead>
<tr>
<th>Model</th>
<th>E/P=1</th>
<th>E/P=6</th>
<th>12 month</th>
<th>Rolling Window</th>
<th>6 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AR</td>
<td>AR</td>
<td>AR</td>
<td>AR</td>
<td>AR</td>
</tr>
<tr>
<td></td>
<td>NAR</td>
<td>NAR</td>
<td>NAR</td>
<td>NAR</td>
<td>NAR</td>
</tr>
<tr>
<td>ffn1</td>
<td>39.095</td>
<td>0.925</td>
<td>152.351</td>
<td>0.909</td>
<td>38.767</td>
</tr>
<tr>
<td></td>
<td>0.670</td>
<td>0.690</td>
<td>0.690</td>
<td>0.690</td>
<td>0.670</td>
</tr>
<tr>
<td>ffn2</td>
<td>39.083</td>
<td>0.849</td>
<td>152.277</td>
<td>0.908</td>
<td>38.652</td>
</tr>
<tr>
<td></td>
<td>0.672</td>
<td>0.670</td>
<td>0.670</td>
<td>0.670</td>
<td>0.670</td>
</tr>
<tr>
<td>ffn3</td>
<td>39.073</td>
<td>0.849</td>
<td>152.277</td>
<td>0.908</td>
<td>38.612</td>
</tr>
<tr>
<td></td>
<td>0.672</td>
<td>0.670</td>
<td>0.670</td>
<td>0.670</td>
<td>0.670</td>
</tr>
<tr>
<td>ffn4</td>
<td>39.054</td>
<td>0.849</td>
<td>152.323</td>
<td>0.909</td>
<td>38.655</td>
</tr>
<tr>
<td></td>
<td>0.670</td>
<td>0.670</td>
<td>0.670</td>
<td>0.670</td>
<td>0.670</td>
</tr>
<tr>
<td>ffn5</td>
<td>39.247</td>
<td>0.853</td>
<td>152.993</td>
<td>0.913</td>
<td>38.646</td>
</tr>
<tr>
<td></td>
<td>0.647</td>
<td>0.647</td>
<td>0.647</td>
<td>0.647</td>
<td>0.647</td>
</tr>
<tr>
<td>ffn6</td>
<td>39.076</td>
<td>0.826</td>
<td>150.376</td>
<td>0.896</td>
<td>38.783</td>
</tr>
<tr>
<td></td>
<td>0.640</td>
<td>0.640</td>
<td>0.640</td>
<td>0.640</td>
<td>0.640</td>
</tr>
<tr>
<td>ffn7</td>
<td>37.933</td>
<td>0.815</td>
<td>151.465</td>
<td>0.901</td>
<td>38.589</td>
</tr>
<tr>
<td></td>
<td>0.644</td>
<td>0.644</td>
<td>0.644</td>
<td>0.644</td>
<td>0.644</td>
</tr>
<tr>
<td>ffn8</td>
<td>23.476</td>
<td>0.469</td>
<td>142.958</td>
<td>0.845</td>
<td>38.439</td>
</tr>
<tr>
<td></td>
<td>0.606</td>
<td>0.606</td>
<td>0.606</td>
<td>0.606</td>
<td>0.606</td>
</tr>
<tr>
<td>ffn9</td>
<td>37.436</td>
<td>0.815</td>
<td>150.285</td>
<td>0.893</td>
<td>36.329</td>
</tr>
<tr>
<td></td>
<td>0.647</td>
<td>0.647</td>
<td>0.647</td>
<td>0.647</td>
<td>0.647</td>
</tr>
<tr>
<td>ffn10</td>
<td>37.686</td>
<td>0.818</td>
<td>150.085</td>
<td>0.891</td>
<td>33.767</td>
</tr>
<tr>
<td></td>
<td>0.649</td>
<td>0.649</td>
<td>0.649</td>
<td>0.649</td>
<td>0.649</td>
</tr>
<tr>
<td>ffn11</td>
<td>36.322</td>
<td>0.787</td>
<td>146.924</td>
<td>0.874</td>
<td>31.102</td>
</tr>
<tr>
<td></td>
<td>0.690</td>
<td>0.690</td>
<td>0.690</td>
<td>0.690</td>
<td>0.690</td>
</tr>
<tr>
<td>ffn12</td>
<td>37.116</td>
<td>0.804</td>
<td>149.366</td>
<td>0.889</td>
<td>35.104</td>
</tr>
<tr>
<td></td>
<td>0.642</td>
<td>0.642</td>
<td>0.642</td>
<td>0.642</td>
<td>0.642</td>
</tr>
<tr>
<td>ffn13</td>
<td>36.752</td>
<td>0.796</td>
<td>149.255</td>
<td>0.889</td>
<td>35.611</td>
</tr>
<tr>
<td></td>
<td>0.647</td>
<td>0.647</td>
<td>0.647</td>
<td>0.647</td>
<td>0.647</td>
</tr>
<tr>
<td>ffn14</td>
<td>36.974</td>
<td>0.801</td>
<td>149.435</td>
<td>0.888</td>
<td>33.213</td>
</tr>
<tr>
<td></td>
<td>0.643</td>
<td>0.643</td>
<td>0.643</td>
<td>0.643</td>
<td>0.643</td>
</tr>
<tr>
<td>ffn15</td>
<td>36.954</td>
<td>0.798</td>
<td>148.335</td>
<td>0.881</td>
<td>30.277</td>
</tr>
<tr>
<td></td>
<td>0.650</td>
<td>0.650</td>
<td>0.650</td>
<td>0.650</td>
<td>0.650</td>
</tr>
<tr>
<td>ffn16</td>
<td>37.163</td>
<td>0.804</td>
<td>150.185</td>
<td>0.891</td>
<td>35.042</td>
</tr>
<tr>
<td></td>
<td>0.643</td>
<td>0.643</td>
<td>0.643</td>
<td>0.643</td>
<td>0.643</td>
</tr>
</tbody>
</table>
Table 2.20: Pairwise Predictive Accuracy Tests within FFNN family of models with respect to AE and SE loss given expanding estimation window

<table>
<thead>
<tr>
<th>ffn#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>ffn1</td>
<td>22.9</td>
<td>33</td>
<td>41.5</td>
<td>51.5</td>
<td>3.1</td>
<td>14</td>
<td>19.9</td>
<td>-2.7</td>
<td>1.7</td>
<td>6.3</td>
<td>13.8</td>
<td>0.6</td>
<td>2.9</td>
<td>6.9</td>
<td>11.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffn2</td>
<td>30.2</td>
<td>36.4</td>
<td>48.1</td>
<td>0.1</td>
<td>4.7</td>
<td>17.9</td>
<td>-4.9</td>
<td>0.1</td>
<td>4.7</td>
<td>12.9</td>
<td>-1.4</td>
<td>1.1</td>
<td>5.3</td>
<td>10.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffn3</td>
<td>47.8</td>
<td>35.1</td>
<td>27.5</td>
<td>45.3</td>
<td>-2.6</td>
<td>-7.1</td>
<td>15.7</td>
<td>-7.1</td>
<td>2</td>
<td>3</td>
<td>11.8</td>
<td>-3.4</td>
<td>-0.7</td>
<td>3.6</td>
<td>8.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffn4</td>
<td>55.4</td>
<td>46.6</td>
<td>35.3</td>
<td>38.8</td>
<td>-8.4</td>
<td>-22.1</td>
<td>10.9</td>
<td>-11.5</td>
<td>-5.9</td>
<td>-0.7</td>
<td>9.4</td>
<td>-7.6</td>
<td>-4.7</td>
<td>-0.3</td>
<td>5.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffn5</td>
<td>93.6</td>
<td>88.9</td>
<td>84.5</td>
<td>73</td>
<td>-27.7</td>
<td>-40.6</td>
<td>-10.6</td>
<td>-37.5</td>
<td>-29.6</td>
<td>-22.8</td>
<td>-5.4</td>
<td>-32.9</td>
<td>-28.6</td>
<td>-23.7</td>
<td>-15.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffn6</td>
<td>-12.3</td>
<td>-17</td>
<td>-21.1</td>
<td>-29.9</td>
<td>-69.3</td>
<td>1</td>
<td>17.8</td>
<td>-3.3</td>
<td>0.1</td>
<td>3.3</td>
<td>10.8</td>
<td>-1</td>
<td>0.7</td>
<td>3.7</td>
<td>7.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffn7</td>
<td>16.9</td>
<td>1.9</td>
<td>-13.7</td>
<td>-33.3</td>
<td>-76.1</td>
<td>17.9</td>
<td>18.7</td>
<td>-5.7</td>
<td>-0.9</td>
<td>4</td>
<td>12.4</td>
<td>-2.2</td>
<td>0.4</td>
<td>4.5</td>
<td>9.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffn8</td>
<td>21</td>
<td>17.5</td>
<td>14.2</td>
<td>7.2</td>
<td>-27.3</td>
<td>31.3</td>
<td>18.2</td>
<td>-15.2</td>
<td>-11.3</td>
<td>-7.2</td>
<td>3.1</td>
<td>12.2</td>
<td>-10.2</td>
<td>-6.7</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffn9</td>
<td>-12.6</td>
<td>-17.3</td>
<td>-21.6</td>
<td>-30.8</td>
<td>-81.2</td>
<td>0.7</td>
<td>-17.2</td>
<td>-25.6</td>
<td>7.3</td>
<td>13.7</td>
<td>18.1</td>
<td>8.4</td>
<td>9.4</td>
<td>15.6</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffn10</td>
<td>-4.5</td>
<td>-8.9</td>
<td>-13</td>
<td>-21.7</td>
<td>-70.2</td>
<td>4.7</td>
<td>9.1</td>
<td>-20.3</td>
<td>15.2</td>
<td>129</td>
<td>17.1</td>
<td>-1.9</td>
<td>3.5</td>
<td>13.8</td>
<td>18.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffn11</td>
<td>4.2</td>
<td>0.1</td>
<td>-3.7</td>
<td>-12.2</td>
<td>-60.2</td>
<td>11</td>
<td>-0.4</td>
<td>-14</td>
<td>27</td>
<td>20</td>
<td>14.1</td>
<td>-8.7</td>
<td>-7.9</td>
<td>1.6</td>
<td>11.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.07)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffn12</td>
<td>15.7</td>
<td>12.6</td>
<td>9.8</td>
<td>3.4</td>
<td>-36.1</td>
<td>20.1</td>
<td>12.2</td>
<td>-2.8</td>
<td>31</td>
<td>26.6</td>
<td>19.3</td>
<td>-15.9</td>
<td>-15.5</td>
<td>-12.9</td>
<td>-10.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffn13</td>
<td>-6</td>
<td>-10.5</td>
<td>-14.7</td>
<td>-23.6</td>
<td>-74.1</td>
<td>3.8</td>
<td>-10.7</td>
<td>-21.4</td>
<td>13.9</td>
<td>-2.3</td>
<td>-15.5</td>
<td>-25.1</td>
<td>4</td>
<td>10.5</td>
<td>15.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffn14</td>
<td>-0.9</td>
<td>-5.2</td>
<td>-9.2</td>
<td>-17.9</td>
<td>-66.7</td>
<td>7.3</td>
<td>-5.6</td>
<td>-17.7</td>
<td>19.1</td>
<td>7.7</td>
<td>-9.4</td>
<td>-21.9</td>
<td>7.8</td>
<td>10.3</td>
<td>16.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.09)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffn15</td>
<td>8.3</td>
<td>4.2</td>
<td>0.3</td>
<td>-8.3</td>
<td>-58.5</td>
<td>14.2</td>
<td>3.6</td>
<td>-11.3</td>
<td>33.9</td>
<td>26.6</td>
<td>12.1</td>
<td>-13.7</td>
<td>22.6</td>
<td>17.3</td>
<td>10.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.27)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffn16</td>
<td>13.2</td>
<td>9.5</td>
<td>6.1</td>
<td>-1.8</td>
<td>-46.4</td>
<td>18</td>
<td>9.1</td>
<td>-7.1</td>
<td>34.3</td>
<td>27.8</td>
<td>16.9</td>
<td>-9.8</td>
<td>25.4</td>
<td>21.9</td>
<td>9.7</td>
<td></td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections report t-statistics corresponding to pairwise comparisons with absolute and squared error loss accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.21: Pairwise Predictive Accuracy Tests within FFNN family of models with respect to Energy Time-Shift Revenues given expanding estimation window

<table>
<thead>
<tr>
<th>fffn#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
</table>
| ffn1  | -1.6| -1.7| -0.6| 3.5 | -5.6| -4.5| -20.5| -2.7 | -3.6| -4.1| -8.5| -4.9| -5.5| -4.7| -6.4|-
| ffn2  | -1 | -0.5| 0.8 | 3.8 | -5.5| -4.3| -20.4| -2.5| -3.5| -4  | -8.3| -4.7| -5.3| -4.6| -6.3|-
| ffn3  | -1.7| -2 | 0.9 | 3.8 | -5.5| -4.2| -20.4| -2.5| -3.5| -4  | -8.3| -4.7| -5.3| -4.6| -6.3|-
| ffn4  | -1.9| -1.5| -1  | 3.6 | -5.6| -4.3| -20.5| -2.6| -3.6| -4  | -8.4| -4.8| -5.4| -4.7| -6.4|-
| ffn5  | 2.3 | 2.4 | 2.5 | 2.8 | -7.2| -5.7| -20.7| -4.1| -5  | -5.7| -9.6| -6.1| -6.6| -6.1| -7.6|-
| ffn6  | -5.5| -5.5| -5.4| -5.3| -6.5| 3.1 | -14.4| 1  | -0.1| -0.5| -5.1| -1.6| -1.7| -1.4| -3  |-
| ffn7  | -5.5| -5.4| -5.3| -5.8| -0.6| -19 | -1 | -2 | -2.5| -7.2| -3.6| -4 | -3.3| -5.2|-
| ffn8  | -33.9| -33.8| -33.8| -33.8| -34| -33.6| -31.6| 13 | 11.3| 10.6| 6.4 | 10.2| 9.9 | 9.4 | 8.2  |-
| ffn9  | -7.6| -7.6| -7.5| -7.5| -8.7| -2.4| -1.7| 31.1| -2.9| -0.6| -7.4| -2.2| -2.2| -2.5| -4.9|-
| ffn10 | -5.9| -5.9| -5.8| -5.7| -7.1| -1.5| -0.8| 29.9| -2.6| 1.2 | -6.4| -1.6| -1.9| -1.8| -3.8|-
| ffn11 | -10.1| -10| -10| -10| -10.9| -6.4| -5.6| 31.6| -7.47| -5.8| 54  | 4.2 | 5.3 | 3.4 |-
| ffn12 | -6.8| -6.7| -6.7| -6.6| -7.9| -3.6| -2.6| 32.1| -4.2| -1.2| -2.2| 3.2 | -0.3| 0.1 | 2.2 |-
| ffn13 | -8.1| -8.1| -8 | -8 | -8.9| -4.5| -3.5| 30.3| -5.5| -2.6| -3.5| 1.7 | -1.3| 0.4 | 1.8 |-
| ffn14 | -8.1| -8.1| -8 | -8 | -9.3| -3.8| -3.2| 29  | -4.4| -2.2| -3.8| 2.5 | -0.6| 0.7 | 2.9 |-
| ffn15 | -8.4| -8.3| -8.2| -9.6| -4.1| -3.5| 26.7| -4.6| -2  | -3.6| 2.5 | -0.6| 0.6 | 0  |-
| ffn16 | -8.4| -8.3| -8.2| -9.6| -4.1| -3.5| 26.7| -4.6| -2  | -3.6| 2.5 | -0.6| 0.6 | 0  |-

Note: Lower - and upper-triangular sections report t-statistics corresponding to pairwise comparisons with energy time shift revenues for batteries with energy to power ratio equal to 1 and 6 accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.22: Pairwise Predictive Accuracy Tests within FFNN family of models with respect to AE and SE loss given 12-month rolling estimation window

<table>
<thead>
<tr>
<th>ffnn#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>ffnn1</td>
<td>859.5</td>
<td>1694</td>
<td>473.3</td>
<td>8.2</td>
<td>6.1</td>
<td>1699</td>
<td>13.7</td>
<td>11.2</td>
<td>562.2</td>
<td>2786.8</td>
<td>3.4</td>
<td>93.6</td>
<td>622.1</td>
<td>3114</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ffnn2</td>
<td>248.7</td>
<td>1294</td>
<td>227.4</td>
<td>8.9</td>
<td>22.7</td>
<td>1298</td>
<td>2</td>
<td>93.1</td>
<td>536.8</td>
<td>2584</td>
<td>0</td>
<td>70.4</td>
<td>583.8</td>
<td>2849</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ffnn3</td>
<td>5214</td>
<td>3245</td>
<td>2564</td>
<td>1699</td>
<td>1718</td>
<td>60.5</td>
<td>1149</td>
<td>1746</td>
<td>0.4</td>
<td>1334</td>
<td>938.2</td>
<td>1685</td>
<td>1.0</td>
<td>2027</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ffnn4</td>
<td>24</td>
<td>828.5</td>
<td>238.2</td>
<td>5187</td>
<td>461.9</td>
<td>593</td>
<td>2591</td>
<td>52.8</td>
<td>8.5</td>
<td>887.6</td>
<td>3378</td>
<td>60.7</td>
<td>14.3</td>
<td>0.1</td>
<td>1685</td>
<td>3593</td>
</tr>
<tr>
<td>ffnn5</td>
<td>861.2</td>
<td>0</td>
<td>26.1</td>
<td>3617.4</td>
<td>829.8</td>
<td>7</td>
<td>1705.8</td>
<td>12.9</td>
<td>109.8</td>
<td>567.3</td>
<td>2793</td>
<td>3.1</td>
<td>91.7</td>
<td>627.6</td>
<td>3114</td>
<td></td>
</tr>
<tr>
<td>ffnn6</td>
<td>1280</td>
<td>158.9</td>
<td>2995</td>
<td>1243</td>
<td>121.5</td>
<td>1734</td>
<td>25.9</td>
<td>134.1</td>
<td>624.4</td>
<td>2803</td>
<td>9.6</td>
<td>116.2</td>
<td>711.7</td>
<td>3141</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ffnn7</td>
<td>5283</td>
<td>3664</td>
<td>3288</td>
<td>3.6</td>
<td>5255</td>
<td>3673</td>
<td>3050</td>
<td>1148</td>
<td>1733</td>
<td>0.2</td>
<td>1348</td>
<td>934.8</td>
<td>1691</td>
<td>0</td>
<td>2037</td>
<td></td>
</tr>
<tr>
<td>ffnn8</td>
<td>10.1</td>
<td>373.3</td>
<td>188.5</td>
<td>3890</td>
<td>11.9</td>
<td>374.2</td>
<td>627.6</td>
<td>3933</td>
<td>25.5</td>
<td>815.7</td>
<td>2897</td>
<td>6.8</td>
<td>18.5</td>
<td>880.8</td>
<td>3173</td>
<td></td>
</tr>
<tr>
<td>ffnn9</td>
<td>55.2</td>
<td>537.7</td>
<td>741.1</td>
<td>4734</td>
<td>59.3</td>
<td>543.7</td>
<td>907.5</td>
<td>4800</td>
<td>13.6</td>
<td>826.1</td>
<td>3080</td>
<td>33.1</td>
<td>9.1</td>
<td>897.5</td>
<td>3321</td>
<td></td>
</tr>
<tr>
<td>ffnn10</td>
<td>1344</td>
<td>656.8</td>
<td>757.2</td>
<td>331</td>
<td>1330</td>
<td>658.4</td>
<td>548.5</td>
<td>337.2</td>
<td>923.1</td>
<td>666.7</td>
<td>807.4</td>
<td>1</td>
<td>1302</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ffnn11</td>
<td>6255</td>
<td>4961.4</td>
<td>5140</td>
<td>1421</td>
<td>6233</td>
<td>4966</td>
<td>4512</td>
<td>1415</td>
<td>6778</td>
<td>6895</td>
<td>2371</td>
<td>2671</td>
<td>3032</td>
<td>924.7</td>
<td>690.3</td>
<td></td>
</tr>
<tr>
<td>ffnn12</td>
<td>0.1</td>
<td>254.5</td>
<td>112.2</td>
<td>3584</td>
<td>0</td>
<td>255.1</td>
<td>471.7</td>
<td>3624</td>
<td>73.8</td>
<td>43.9</td>
<td>1542</td>
<td>6471</td>
<td>26.2</td>
<td>720.8</td>
<td>2995</td>
<td></td>
</tr>
<tr>
<td>ffnn13</td>
<td>34.8</td>
<td>473.5</td>
<td>604.5</td>
<td>4594</td>
<td>38</td>
<td>478.7</td>
<td>824.3</td>
<td>4657</td>
<td>5.7</td>
<td>15.8</td>
<td>1594</td>
<td>6786</td>
<td>28.6</td>
<td>884.6</td>
<td>3281</td>
<td></td>
</tr>
<tr>
<td>ffnn14</td>
<td>1464</td>
<td>745.2</td>
<td>837.5</td>
<td>288.6</td>
<td>1450</td>
<td>746.5</td>
<td>652.9</td>
<td>294.2</td>
<td>1884</td>
<td>1787</td>
<td>41</td>
<td>2237</td>
<td>1668</td>
<td>1713</td>
<td>1337</td>
<td></td>
</tr>
<tr>
<td>ffnn15</td>
<td>6873</td>
<td>5669</td>
<td>5701</td>
<td>2276</td>
<td>6853</td>
<td>5670</td>
<td>5242</td>
<td>2264</td>
<td>7277</td>
<td>7403</td>
<td>2920</td>
<td>1025</td>
<td>7005</td>
<td>7292</td>
<td>2828</td>
<td></td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections report $\chi^2$-statistics corresponding to pairwise comparisons with absolute and squared error loss accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.23: Pairwise Predictive Accuracy Tests within FFNN family of models with respect to Energy Time-Shift Revenues given 12-month rolling estimation window

<table>
<thead>
<tr>
<th>ffnn#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>ffnn1</td>
<td>0.1</td>
<td>30.4</td>
<td>0.3</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>19.2</td>
<td>20.5</td>
<td>78.8</td>
<td>30.6</td>
<td>21.7</td>
<td>104.4</td>
<td>268.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ffnn2</td>
<td>0.4</td>
<td>31.8</td>
<td>0.1</td>
<td>0.8</td>
<td>0.4</td>
<td>19.9</td>
<td>21.1</td>
<td>80.4</td>
<td>227.3</td>
<td>31.6</td>
<td>23</td>
<td>107.5</td>
<td>276.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ffnn3</td>
<td>9.2</td>
<td>8.6</td>
<td>33.8</td>
<td>30.4</td>
<td>34.5</td>
<td>30.3</td>
<td>31</td>
<td>3.7</td>
<td>1.5</td>
<td>53.3</td>
<td>181.5</td>
<td>9.3</td>
<td>1.7</td>
<td>73.9</td>
<td>209.6</td>
<td></td>
</tr>
<tr>
<td>ffnn4</td>
<td>0.2</td>
<td>9.2</td>
<td>0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.7</td>
<td>20.7</td>
<td>22.7</td>
<td>81.2</td>
<td>233.1</td>
<td>33.1</td>
<td>24.9</td>
<td>108.6</td>
<td>281.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ffnn5</td>
<td>1.3</td>
<td>9.1</td>
<td>0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>19.2</td>
<td>20.5</td>
<td>78.8</td>
<td>222.9</td>
<td>30.6</td>
<td>21.7</td>
<td>104.4</td>
<td>268.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ffnn6</td>
<td>0.7</td>
<td>1.2</td>
<td>0.7</td>
<td>0.7</td>
<td>0.2</td>
<td>1</td>
<td>22</td>
<td>21.9</td>
<td>82.2</td>
<td>235.6</td>
<td>34.6</td>
<td>25.7</td>
<td>111.4</td>
<td>288.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ffnn7</td>
<td>1.7</td>
<td>3.2</td>
<td>2.6</td>
<td>2.6</td>
<td>3</td>
<td>4.7</td>
<td>1.2</td>
<td>19.5</td>
<td>20.7</td>
<td>79.1</td>
<td>228.2</td>
<td>31.2</td>
<td>23</td>
<td>105.8</td>
<td>276.2</td>
<td></td>
</tr>
<tr>
<td>ffnn8</td>
<td>61.7</td>
<td>60.9</td>
<td>41.4</td>
<td>61.5</td>
<td>61.6</td>
<td>78.2</td>
<td>58.1</td>
<td>49</td>
<td>1</td>
<td>43.4</td>
<td>162.5</td>
<td>5.2</td>
<td>1</td>
<td>68</td>
<td>192.8</td>
<td></td>
</tr>
<tr>
<td>ffnn9</td>
<td>65.2</td>
<td>64.2</td>
<td>43.1</td>
<td>65.3</td>
<td>65.2</td>
<td>69.1</td>
<td>61</td>
<td>48.5</td>
<td>0.5</td>
<td>52.4</td>
<td>192.2</td>
<td>5.3</td>
<td>0</td>
<td>75.2</td>
<td>224.3</td>
<td></td>
</tr>
<tr>
<td>ffnn10</td>
<td>141.1</td>
<td>140.4</td>
<td>120.9</td>
<td>140.6</td>
<td>141</td>
<td>141.3</td>
<td>141.5</td>
<td>128.2</td>
<td>34.4</td>
<td>53</td>
<td>109</td>
<td>64.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ffnn11</td>
<td>308.3</td>
<td>307.4</td>
<td>303.5</td>
<td>317.1</td>
<td>308.3</td>
<td>279.1</td>
<td>310.2</td>
<td>267.6</td>
<td>127</td>
<td>136.5</td>
<td>32.8</td>
<td>143</td>
<td>197.2</td>
<td>34.4</td>
<td>8.6</td>
<td></td>
</tr>
<tr>
<td>ffnn12</td>
<td>93</td>
<td>92.1</td>
<td>68.5</td>
<td>93.4</td>
<td>92.9</td>
<td>96.1</td>
<td>88.7</td>
<td>67.8</td>
<td>7.6</td>
<td>7.4</td>
<td>13.9</td>
<td>93.4</td>
<td>5.1</td>
<td>53.4</td>
<td>181.2</td>
<td></td>
</tr>
<tr>
<td>ffnn13</td>
<td>94.4</td>
<td>92.6</td>
<td>69.7</td>
<td>94</td>
<td>94.3</td>
<td>102.7</td>
<td>89.2</td>
<td>74.1</td>
<td>2.3</td>
<td>7.7</td>
<td>17.5</td>
<td>100.3</td>
<td>0.7</td>
<td>74.5</td>
<td>234.3</td>
<td></td>
</tr>
<tr>
<td>ffnn14</td>
<td>191.4</td>
<td>189.7</td>
<td>174.2</td>
<td>191.3</td>
<td>191.3</td>
<td>200.2</td>
<td>192.2</td>
<td>170.8</td>
<td>61.7</td>
<td>61.4</td>
<td>3.5</td>
<td>19.9</td>
<td>27</td>
<td>36.3</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>ffnn15</td>
<td>360.5</td>
<td>359</td>
<td>370.9</td>
<td>367.5</td>
<td>360.4</td>
<td>371.4</td>
<td>360.2</td>
<td>325.2</td>
<td>163.2</td>
<td>167.6</td>
<td>60.7</td>
<td>8.4</td>
<td>133.7</td>
<td>134.7</td>
<td>38.5</td>
<td></td>
</tr>
<tr>
<td>ffnn16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections report \(\chi^2\)-statistics corresponding to pairwise comparisons with energy time shift revenues for batteries with energy to power ratio equal to 1 and 6 accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.24: Pairwise Predictive Accuracy Tests within FFNN family of models with respect to AE and SE loss given 9-month rolling estimation window

<table>
<thead>
<tr>
<th>ffnn#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>ffnn1</td>
<td>360</td>
<td>435.2</td>
<td>737.9</td>
<td>311.3</td>
<td>459.3</td>
<td>1027.6</td>
<td>723.6</td>
<td>33.9</td>
<td>33.6</td>
<td>769.2</td>
<td>155</td>
<td>95.4</td>
<td>43</td>
<td>85.7</td>
<td>234.4</td>
<td></td>
</tr>
<tr>
<td>ffnn2</td>
<td>510.6</td>
<td>214.3</td>
<td>980.8</td>
<td>95</td>
<td>54.2</td>
<td>418</td>
<td>919.3</td>
<td>56.1</td>
<td>89.0</td>
<td>566.5</td>
<td>0.4</td>
<td>3.6</td>
<td>75</td>
<td>11.2</td>
<td>22.9</td>
<td></td>
</tr>
<tr>
<td>ffnn3</td>
<td>743.1</td>
<td>749.4</td>
<td>386.6</td>
<td>245.8</td>
<td>22.6</td>
<td>365.3</td>
<td>371.9</td>
<td>102.8</td>
<td>157.2</td>
<td>538.1</td>
<td>4.6</td>
<td>19.2</td>
<td>136.7</td>
<td>41.6</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>ffnn4</td>
<td>1192.6</td>
<td>1623.1</td>
<td>906.8</td>
<td>932.8</td>
<td>1.4</td>
<td>171.3</td>
<td>4.5</td>
<td>235.2</td>
<td>346.1</td>
<td>444.1</td>
<td>67.6</td>
<td>86.3</td>
<td>320.2</td>
<td>136.6</td>
<td>10.3</td>
<td></td>
</tr>
<tr>
<td>ffnn5</td>
<td>405.1</td>
<td>395.2</td>
<td>995.5</td>
<td>1800.9</td>
<td>76.1</td>
<td>459.7</td>
<td>858.7</td>
<td>37.3</td>
<td>55.9</td>
<td>582.7</td>
<td>4.6</td>
<td>0.3</td>
<td>44.2</td>
<td>3</td>
<td>37.1</td>
<td></td>
</tr>
<tr>
<td>ffnn6</td>
<td>902.5</td>
<td>43.8</td>
<td>3.1</td>
<td>43.5</td>
<td>89.7</td>
<td>874.5</td>
<td>1.8</td>
<td>125.5</td>
<td>173.5</td>
<td>556.5</td>
<td>25.2</td>
<td>44.8</td>
<td>155.2</td>
<td>79.6</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>ffnn7</td>
<td>2388</td>
<td>836</td>
<td>640.7</td>
<td>267.7</td>
<td>984.9</td>
<td>1669</td>
<td>1606.4</td>
<td>489.7</td>
<td>592.9</td>
<td>346.9</td>
<td>273.3</td>
<td>313.7</td>
<td>552.3</td>
<td>453</td>
<td>174.1</td>
<td></td>
</tr>
<tr>
<td>ffnn8</td>
<td>1213</td>
<td>1607</td>
<td>898.2</td>
<td>13</td>
<td>1775.4</td>
<td>48.5</td>
<td>246.6</td>
<td>234.6</td>
<td>345.6</td>
<td>437.9</td>
<td>70.4</td>
<td>87.3</td>
<td>322.8</td>
<td>137.2</td>
<td>11.3</td>
<td></td>
</tr>
<tr>
<td>ffnn9</td>
<td>6.4</td>
<td>685.5</td>
<td>977.2</td>
<td>1578.7</td>
<td>544.5</td>
<td>569.6</td>
<td>1776.4</td>
<td>1560</td>
<td>1</td>
<td>686.2</td>
<td>92.7</td>
<td>138.1</td>
<td>0</td>
<td>29.6</td>
<td>188.1</td>
<td></td>
</tr>
<tr>
<td>ffnn10</td>
<td>1.8</td>
<td>662.9</td>
<td>988.7</td>
<td>1600.4</td>
<td>494.1</td>
<td>543.2</td>
<td>1750</td>
<td>1622</td>
<td>9.3</td>
<td>732.1</td>
<td>259.3</td>
<td>59.5</td>
<td>5.6</td>
<td>98</td>
<td>396.6</td>
<td></td>
</tr>
<tr>
<td>ffnn11</td>
<td>1457</td>
<td>790.9</td>
<td>666.7</td>
<td>420.9</td>
<td>873.2</td>
<td>772</td>
<td>164.4</td>
<td>408.1</td>
<td>1640.7</td>
<td>1628.8</td>
<td>568.9</td>
<td>602</td>
<td>707.2</td>
<td>672.4</td>
<td>507</td>
<td></td>
</tr>
<tr>
<td>ffnn12</td>
<td>89.9</td>
<td>99.3</td>
<td>239</td>
<td>691.5</td>
<td>45.4</td>
<td>150</td>
<td>974.7</td>
<td>715.1</td>
<td>517.7</td>
<td>552.9</td>
<td>1105.6</td>
<td>8.7</td>
<td>211.4</td>
<td>43.3</td>
<td>79.7</td>
<td></td>
</tr>
<tr>
<td>ffnn13</td>
<td>48.8</td>
<td>166.7</td>
<td>320.1</td>
<td>698</td>
<td>100.1</td>
<td>217.9</td>
<td>1130</td>
<td>715.3</td>
<td>371.9</td>
<td>245.2</td>
<td>1217</td>
<td>18.4</td>
<td>42.5</td>
<td>1.9</td>
<td>54.8</td>
<td></td>
</tr>
<tr>
<td>ffnn14</td>
<td>1</td>
<td>491.5</td>
<td>754.3</td>
<td>1317.8</td>
<td>352.3</td>
<td>445.6</td>
<td>1565.5</td>
<td>1345.8</td>
<td>60.5</td>
<td>36.7</td>
<td>1503.5</td>
<td>301</td>
<td>114.1</td>
<td>60.5</td>
<td>324.9</td>
<td></td>
</tr>
<tr>
<td>ffnn15</td>
<td>64.7</td>
<td>155.1</td>
<td>333.5</td>
<td>755.7</td>
<td>83.5</td>
<td>208.3</td>
<td>1184.9</td>
<td>773.5</td>
<td>458.1</td>
<td>485.4</td>
<td>1263</td>
<td>13</td>
<td>3.2</td>
<td>229.9</td>
<td>134.1</td>
<td></td>
</tr>
<tr>
<td>ffnn16</td>
<td>225.8</td>
<td>4.4</td>
<td>51.6</td>
<td>286.4</td>
<td>0.7</td>
<td>44</td>
<td>663.8</td>
<td>298.8</td>
<td>851.5</td>
<td>888.3</td>
<td>861.6</td>
<td>179.7</td>
<td>164.3</td>
<td>639.6</td>
<td>165.7</td>
<td></td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections report $\chi^2$-statistics corresponding to pairwise comparisons with absolute and squared error loss accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.25: Pairwise Predictive Accuracy Tests within FFNN family of models with respect to Energy Time-Shift Revenues given 9-month rolling estimation window

<table>
<thead>
<tr>
<th>ffnn#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>ffnn1</td>
<td>25.4</td>
<td>28</td>
<td>33.3</td>
<td>23</td>
<td>2.4</td>
<td>11.7</td>
<td>46.9</td>
<td>61.7</td>
<td>36.4</td>
<td>97.4</td>
<td>48.4</td>
<td>46.3</td>
<td>60.6</td>
<td>84.4</td>
<td>73.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0.12)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.01)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.01)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>ffnn2</td>
<td>7.5</td>
<td>0</td>
<td>2.1</td>
<td>1.2</td>
<td>24.1</td>
<td>4.6</td>
<td>11.1</td>
<td>21.1</td>
<td>21.1</td>
<td>72.2</td>
<td>22.1</td>
<td>16.5</td>
<td>30.4</td>
<td>52.9</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.15)</td>
<td>(0.13)</td>
<td>(0)</td>
<td>(0.02)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>ffnn3</td>
<td>6.6</td>
<td>0.7</td>
<td>3.9</td>
<td>1.3</td>
<td>27</td>
<td>4.8</td>
<td>13.9</td>
<td>21.2</td>
<td>21.1</td>
<td>69.9</td>
<td>20</td>
<td>16.2</td>
<td>29.1</td>
<td>49.6</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>ffnn4</td>
<td>10.4</td>
<td>3.4</td>
<td>9</td>
<td>32.5</td>
<td>7.3</td>
<td>10</td>
<td>18.5</td>
<td>18.4</td>
<td>67.8</td>
<td>17.4</td>
<td>13.5</td>
<td>26.4</td>
<td>44.6</td>
<td>33.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.16)</td>
<td>(0.07)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.01)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>ffnn5</td>
<td>8.5</td>
<td>0.5</td>
<td>1.2</td>
<td>1.2</td>
<td>21.4</td>
<td>3.2</td>
<td>18.9</td>
<td>23.1</td>
<td>23.1</td>
<td>72.1</td>
<td>21.1</td>
<td>17.3</td>
<td>31.1</td>
<td>51</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0.07)</td>
<td>(0.07)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>ffnn6</td>
<td>2.3</td>
<td>4.2</td>
<td>3.6</td>
<td>6.9</td>
<td>5</td>
<td>9.4</td>
<td>43</td>
<td>57.1</td>
<td>54.3</td>
<td>93.3</td>
<td>46.5</td>
<td>44.2</td>
<td>57.1</td>
<td>84.2</td>
<td>72.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.06)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>ffnn7</td>
<td>12.2</td>
<td>1</td>
<td>1.3</td>
<td>0.2</td>
<td>0.8</td>
<td>9.6</td>
<td>13.5</td>
<td>32.4</td>
<td>35.7</td>
<td>78.4</td>
<td>29.5</td>
<td>27.3</td>
<td>39.8</td>
<td>54.2</td>
<td>53.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0.15)</td>
<td>(0.20)</td>
<td>(0.07)</td>
<td>(0.03)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>ffnn8</td>
<td>23.1</td>
<td>16.6</td>
<td>18</td>
<td>13.5</td>
<td>15</td>
<td>20.5</td>
<td>2</td>
<td>132</td>
<td>123</td>
<td>63.5</td>
<td>124</td>
<td>8.7</td>
<td>21</td>
<td>34.2</td>
<td>26.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>ffnn9</td>
<td>90.5</td>
<td>62.6</td>
<td>64.7</td>
<td>52.4</td>
<td>59.4</td>
<td>86</td>
<td>45.8</td>
<td>32.4</td>
<td>0</td>
<td>45.4</td>
<td>0.5</td>
<td>0.4</td>
<td>3.8</td>
<td>8.1</td>
<td>4.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0.03)</td>
<td>(0)</td>
<td>(0.78)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>ffnn10</td>
<td>71.3</td>
<td>54</td>
<td>55.8</td>
<td>44.8</td>
<td>51.2</td>
<td>77.3</td>
<td>39.2</td>
<td>27.5</td>
<td>0.1</td>
<td>45.7</td>
<td>0.7</td>
<td>0.1</td>
<td>4.5</td>
<td>9</td>
<td>5.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>ffnn11</td>
<td>149.2</td>
<td>122.9</td>
<td>124.3</td>
<td>114.5</td>
<td>124.7</td>
<td>140</td>
<td>117.7</td>
<td>95</td>
<td>39.4</td>
<td>35.4</td>
<td>45.8</td>
<td>47.9</td>
<td>36.9</td>
<td>32.3</td>
<td>32.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>ffnn12</td>
<td>88</td>
<td>68.2</td>
<td>70.3</td>
<td>58.7</td>
<td>66.9</td>
<td>89.1</td>
<td>55.8</td>
<td>40.2</td>
<td>3</td>
<td>3.3</td>
<td>26.8</td>
<td>1.7</td>
<td>1.1</td>
<td>5.5</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>ffnn13</td>
<td>130.4</td>
<td>128.6</td>
<td>131.5</td>
<td>111.2</td>
<td>125.1</td>
<td>132.5</td>
<td>91.1</td>
<td>85.1</td>
<td>19.6</td>
<td>20.8</td>
<td>7.3</td>
<td>7.9</td>
<td>7.8</td>
<td>13.1</td>
<td>8.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>ffnn14</td>
<td>175.6</td>
<td>185</td>
<td>185.1</td>
<td>161.3</td>
<td>179.8</td>
<td>170.3</td>
<td>119.6</td>
<td>120.9</td>
<td>40.1</td>
<td>44.5</td>
<td>1.6</td>
<td>24.4</td>
<td>4.9</td>
<td>1.3</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.21)</td>
<td>(0.01)</td>
<td>(0.33)</td>
<td>(0.26)</td>
<td>(0.06)</td>
<td>(0.03)</td>
<td>(0.04)</td>
<td>(0)</td>
<td>(0.08)</td>
<td>(0.03)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>ffnn15</td>
<td>124.9</td>
<td>107.7</td>
<td>108.4</td>
<td>98.6</td>
<td>108.2</td>
<td>129.2</td>
<td>83.4</td>
<td>70.9</td>
<td>11.1</td>
<td>13.2</td>
<td>11.3</td>
<td>5.3</td>
<td>0.6</td>
<td>9.5</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>ffnn16</td>
<td>202.7</td>
<td>187.9</td>
<td>188.6</td>
<td>174.3</td>
<td>186.9</td>
<td>190.8</td>
<td>148.1</td>
<td>123.7</td>
<td>41.1</td>
<td>43.4</td>
<td>0.1</td>
<td>25.8</td>
<td>10.3</td>
<td>3.7</td>
<td>15.8</td>
<td></td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections report \chi^2-statistics corresponding to pairwise comparisons with energy time shift revenues for batteries with energy to power ratio equal to 1 and 6 accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.26: Pairwise Predictive Accuracy Tests within FFNN family of models with respect to AE and SE loss given 6-month rolling estimation window

<table>
<thead>
<tr>
<th>ffnn#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>300.0</td>
<td>435.2</td>
<td>737.9</td>
<td>311.3</td>
<td>459.3</td>
<td>1028</td>
<td>723.6</td>
<td>33.9</td>
<td>33.6</td>
<td>769.2</td>
<td>155</td>
<td>95.4</td>
<td>43</td>
<td>85.7</td>
<td>234.4</td>
<td></td>
</tr>
<tr>
<td>ffnn1</td>
<td>510.6</td>
<td>749.4</td>
<td>906.8</td>
<td>932.8</td>
<td>1473</td>
<td>1801</td>
<td>76.1</td>
<td>459.7</td>
<td>858.7</td>
<td>55.9</td>
<td>582.7</td>
<td>4.6</td>
<td>0.3</td>
<td>44.2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>ffnn2</td>
<td>902.5</td>
<td>43.8</td>
<td>3.1</td>
<td>43.5</td>
<td>89.7</td>
<td>(0)</td>
<td>874.5</td>
<td>1.8</td>
<td>125.5</td>
<td>173.5</td>
<td>556.5</td>
<td>25.2</td>
<td>44.8</td>
<td>155.2</td>
<td>79.6</td>
<td></td>
</tr>
<tr>
<td>ffnn3</td>
<td>2388</td>
<td>836</td>
<td>640.7</td>
<td>267.7</td>
<td>984.9</td>
<td>1669</td>
<td>160.6</td>
<td>489.7</td>
<td>592.9</td>
<td>346.9</td>
<td>273.3</td>
<td>313.7</td>
<td>552.3</td>
<td>453</td>
<td>174.1</td>
<td></td>
</tr>
<tr>
<td>ffnn4</td>
<td>1213</td>
<td>1607</td>
<td>898.2</td>
<td>13</td>
<td>1775</td>
<td>48.5</td>
<td>246.6</td>
<td>234.6</td>
<td>345.6</td>
<td>437.9</td>
<td>70.4</td>
<td>87.3</td>
<td>322.8</td>
<td>137.2</td>
<td>11.3</td>
<td></td>
</tr>
<tr>
<td>ffnn5</td>
<td>6.4</td>
<td>685.5</td>
<td>977.2</td>
<td>1579</td>
<td>544.5</td>
<td>569.6</td>
<td>1776</td>
<td>1600</td>
<td>1</td>
<td>686.2</td>
<td>92.7</td>
<td>138.1</td>
<td>0</td>
<td>29.6</td>
<td>188.1</td>
<td></td>
</tr>
<tr>
<td>ffnn6</td>
<td>1.8</td>
<td>662.9</td>
<td>968.7</td>
<td>1600</td>
<td>494.1</td>
<td>543.2</td>
<td>1750</td>
<td>1622</td>
<td>9.3</td>
<td>732.1</td>
<td>259.3</td>
<td>59.5</td>
<td>5.6</td>
<td>98</td>
<td>396.6</td>
<td></td>
</tr>
<tr>
<td>ffnn7</td>
<td>1457</td>
<td>790.9</td>
<td>666.7</td>
<td>420.9</td>
<td>873.2</td>
<td>772</td>
<td>164.4</td>
<td>408.1</td>
<td>1641</td>
<td>1628.8</td>
<td>568.9</td>
<td>602</td>
<td>707.2</td>
<td>672.4</td>
<td>507</td>
<td></td>
</tr>
<tr>
<td>ffnn8</td>
<td>89.9</td>
<td>99.3</td>
<td>239</td>
<td>691.5</td>
<td>45.4</td>
<td>150</td>
<td>974.7</td>
<td>715.1</td>
<td>517.7</td>
<td>552.9</td>
<td>1106</td>
<td>8.7</td>
<td>211.4</td>
<td>43.3</td>
<td>79.7</td>
<td></td>
</tr>
<tr>
<td>ffnn9</td>
<td>48.8</td>
<td>166.7</td>
<td>320.1</td>
<td>698</td>
<td>100.1</td>
<td>217.9</td>
<td>1130</td>
<td>715.3</td>
<td>371.9</td>
<td>245.2</td>
<td>1217</td>
<td>18.4</td>
<td>42.5</td>
<td>1.9</td>
<td>54.8</td>
<td></td>
</tr>
<tr>
<td>ffnn10</td>
<td>1</td>
<td>491.5</td>
<td>754.3</td>
<td>1318</td>
<td>352.3</td>
<td>445.6</td>
<td>1566</td>
<td>1346</td>
<td>60.5</td>
<td>36.7</td>
<td>1504</td>
<td>301</td>
<td>114.1</td>
<td>60.5</td>
<td>324.9</td>
<td></td>
</tr>
<tr>
<td>ffnn11</td>
<td>64.7</td>
<td>155.1</td>
<td>333.5</td>
<td>755.7</td>
<td>83.5</td>
<td>208.3</td>
<td>1185</td>
<td>773.5</td>
<td>483.8</td>
<td>485.4</td>
<td>1263</td>
<td>13</td>
<td>3.2</td>
<td>229.9</td>
<td>134.1</td>
<td></td>
</tr>
<tr>
<td>ffnn12</td>
<td>225.8</td>
<td>4.4</td>
<td>51.6</td>
<td>286.4</td>
<td>0.7</td>
<td>44</td>
<td>663.8</td>
<td>298.8</td>
<td>851.5</td>
<td>888.3</td>
<td>861.6</td>
<td>179.7</td>
<td>164.3</td>
<td>639.6</td>
<td>165.7</td>
<td></td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections report $\chi^2$-statistics corresponding to pairwise comparisons with absolute and squared error loss accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.27: Pairwise Predictive Accuracy Tests within FFNN family of models with respect to Energy Time-Shift Revenues given 6-month rolling estimation window

<table>
<thead>
<tr>
<th>ffnn#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>ffnn1</td>
<td>25.4</td>
<td>28</td>
<td>33.3</td>
<td>23</td>
<td>2.4</td>
<td>11.7</td>
<td>46.9</td>
<td>61.7</td>
<td>36.4</td>
<td>97.4</td>
<td>48.4</td>
<td>46.8</td>
<td>60.6</td>
<td>84.4</td>
<td>73.9</td>
<td></td>
</tr>
<tr>
<td>ffnn2</td>
<td>7.5</td>
<td>0</td>
<td>2.1</td>
<td>1.2</td>
<td>24.1</td>
<td>46</td>
<td>11.1</td>
<td>21.1</td>
<td>21.1</td>
<td>72.2</td>
<td>22.1</td>
<td>16.5</td>
<td>30.4</td>
<td>52.9</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>ffnn3</td>
<td>6.6</td>
<td>0.7</td>
<td>3.9</td>
<td>1.3</td>
<td>27</td>
<td>48</td>
<td>13.9</td>
<td>21.2</td>
<td>21.1</td>
<td>69.9</td>
<td>20</td>
<td>16.2</td>
<td>29.1</td>
<td>49.6</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>ffnn4</td>
<td>10.4</td>
<td>2</td>
<td>3.4</td>
<td>9</td>
<td>32.5</td>
<td>7.3</td>
<td>10</td>
<td>18.5</td>
<td>18.4</td>
<td>67.8</td>
<td>17.4</td>
<td>13.5</td>
<td>26.4</td>
<td>44.6</td>
<td>33.9</td>
<td></td>
</tr>
<tr>
<td>ffnn5</td>
<td>8.5</td>
<td>0.5</td>
<td>1.2</td>
<td>1.2</td>
<td>21.4</td>
<td>3.2</td>
<td>18.9</td>
<td>23.1</td>
<td>23.1</td>
<td>72.1</td>
<td>21.1</td>
<td>17.3</td>
<td>31.1</td>
<td>51</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>ffnn6</td>
<td>2.3</td>
<td>4.2</td>
<td>3.6</td>
<td>6.9</td>
<td>5</td>
<td>9.4</td>
<td>43</td>
<td>57.1</td>
<td>54.3</td>
<td>93.3</td>
<td>46.5</td>
<td>44.2</td>
<td>57.1</td>
<td>84.2</td>
<td>72.3</td>
<td></td>
</tr>
<tr>
<td>ffnn7</td>
<td>12.2</td>
<td>1</td>
<td>1.3</td>
<td>0.2</td>
<td>0.8</td>
<td>9.6</td>
<td>13.5</td>
<td>32.4</td>
<td>35.7</td>
<td>78.4</td>
<td>29.5</td>
<td>27.3</td>
<td>39.8</td>
<td>54.2</td>
<td>53.8</td>
<td></td>
</tr>
<tr>
<td>ffnn8</td>
<td>23.1</td>
<td>16.6</td>
<td>18</td>
<td>13.5</td>
<td>15</td>
<td>20.5</td>
<td>2</td>
<td>13.2</td>
<td>12.3</td>
<td>63.5</td>
<td>12.4</td>
<td>8.7</td>
<td>21</td>
<td>34.2</td>
<td>26.2</td>
<td></td>
</tr>
<tr>
<td>ffnn9</td>
<td>90.5</td>
<td>62.6</td>
<td>64.7</td>
<td>52.4</td>
<td>59.4</td>
<td>86</td>
<td>45.8</td>
<td>32.4</td>
<td>0</td>
<td>45.4</td>
<td>0.5</td>
<td>0.4</td>
<td>3.8</td>
<td>8.1</td>
<td>4.7</td>
<td></td>
</tr>
<tr>
<td>ffnn10</td>
<td>71.3</td>
<td>54</td>
<td>55.8</td>
<td>44.8</td>
<td>51.2</td>
<td>77.3</td>
<td>39.2</td>
<td>27.5</td>
<td>0.1</td>
<td>45.7</td>
<td>0.7</td>
<td>0.1</td>
<td>4.5</td>
<td>9</td>
<td>5.9</td>
<td></td>
</tr>
<tr>
<td>ffnn11</td>
<td>149.2</td>
<td>122.9</td>
<td>124.3</td>
<td>114.5</td>
<td>124.7</td>
<td>140</td>
<td>117.7</td>
<td>95</td>
<td>39.4</td>
<td>35.4</td>
<td>45.8</td>
<td>47.9</td>
<td>36.9</td>
<td>32.3</td>
<td>32.6</td>
<td></td>
</tr>
<tr>
<td>ffnn12</td>
<td>88</td>
<td>68.2</td>
<td>70.3</td>
<td>58.7</td>
<td>66.9</td>
<td>89.1</td>
<td>55.8</td>
<td>40.2</td>
<td>3</td>
<td>3.3</td>
<td>26.8</td>
<td>1.7</td>
<td>1.1</td>
<td>5.5</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>ffnn13</td>
<td>130.4</td>
<td>128.6</td>
<td>131.5</td>
<td>111.2</td>
<td>125.1</td>
<td>132.5</td>
<td>91.1</td>
<td>85.1</td>
<td>19.6</td>
<td>20.8</td>
<td>7.3</td>
<td>7.9</td>
<td>7.8</td>
<td>13.1</td>
<td>8.5</td>
<td></td>
</tr>
<tr>
<td>ffnn14</td>
<td>175.6</td>
<td>185</td>
<td>185.1</td>
<td>161.3</td>
<td>179.8</td>
<td>170.3</td>
<td>119.6</td>
<td>120.9</td>
<td>40.1</td>
<td>44.5</td>
<td>1.6</td>
<td>24.4</td>
<td>4.9</td>
<td>1.3</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>ffnn15</td>
<td>124.9</td>
<td>107.7</td>
<td>108.4</td>
<td>98.6</td>
<td>108.2</td>
<td>129.2</td>
<td>83.4</td>
<td>70.9</td>
<td>11.1</td>
<td>13.2</td>
<td>11.3</td>
<td>5.3</td>
<td>0.6</td>
<td>9.5</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>ffnn16</td>
<td>202.7</td>
<td>187.9</td>
<td>188.6</td>
<td>174.3</td>
<td>186.9</td>
<td>190.8</td>
<td>148.1</td>
<td>123.7</td>
<td>41.1</td>
<td>43.4</td>
<td>0.1</td>
<td>25.8</td>
<td>10.3</td>
<td>3.7</td>
<td>15.8</td>
<td></td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections report $\chi^2$-statistics corresponding to pairwise comparisons with energy time shift revenues for batteries with energy to power ratio equal to 1 and 6 accordingly. P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
### 2.5.5 Locally Weighted ARX (LARX)

Table 2.28: Specification of Locally Weighted ARX (LARX) Models for day-ahead LMP forecasts

<table>
<thead>
<tr>
<th>Name</th>
<th>s/g</th>
<th>AR Lags</th>
<th>Load</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>larx1</td>
<td>g</td>
<td>1</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>larx2</td>
<td>g</td>
<td>24, 48, 144, 168</td>
<td>1</td>
<td>0.15</td>
</tr>
<tr>
<td>larx3</td>
<td>g</td>
<td>24, 168</td>
<td>1</td>
<td>0.15</td>
</tr>
<tr>
<td>larx4</td>
<td>s</td>
<td>1</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>larx5</td>
<td>s</td>
<td>24, 48, 144, 168</td>
<td>1</td>
<td>0.15</td>
</tr>
<tr>
<td>larx6</td>
<td>s</td>
<td>24, 168</td>
<td>1</td>
<td>0.15</td>
</tr>
<tr>
<td>larx7</td>
<td>g</td>
<td>1</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>larx8</td>
<td>g</td>
<td>24, 48, 144, 168</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>larx9</td>
<td>g</td>
<td>24, 168</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>larx10</td>
<td>s</td>
<td>1</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>larx11</td>
<td>s</td>
<td>24, 48, 144, 168</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>larx12</td>
<td>s</td>
<td>24, 168</td>
<td>1</td>
<td>0.3</td>
</tr>
</tbody>
</table>
Table 2.29: RMSE and MAE forecast performance of Locally Weighted ARX (LARX) models

<table>
<thead>
<tr>
<th>Name</th>
<th>Expanding Window</th>
<th>Rolling Window</th>
<th>9 months</th>
<th>6 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>MAE</td>
<td>sIF%</td>
<td>RMSE</td>
</tr>
<tr>
<td>laru1</td>
<td>14.35</td>
<td>9.69</td>
<td>3.81</td>
<td>13.2</td>
</tr>
<tr>
<td>laru2</td>
<td>12.49</td>
<td>6.49</td>
<td>2.63</td>
<td>13.26</td>
</tr>
<tr>
<td>laru3</td>
<td>11.09</td>
<td>5.64</td>
<td>0.94</td>
<td>11.75</td>
</tr>
<tr>
<td>laru5</td>
<td>16.84</td>
<td>9.35</td>
<td>20.23</td>
<td>18.25</td>
</tr>
<tr>
<td>laru7</td>
<td>14.35</td>
<td>9.68</td>
<td>6.48</td>
<td>13.16</td>
</tr>
<tr>
<td>laru8</td>
<td>11.49</td>
<td>5.9</td>
<td>1.50</td>
<td>12.09</td>
</tr>
<tr>
<td>laru9</td>
<td>10.72</td>
<td>5.34</td>
<td>0.56</td>
<td>11.14</td>
</tr>
<tr>
<td>laru10</td>
<td>14.5</td>
<td>10.25</td>
<td>9.54</td>
<td>13.69</td>
</tr>
<tr>
<td>laru11</td>
<td>15.77</td>
<td>8.75</td>
<td>12.17</td>
<td>17.05</td>
</tr>
<tr>
<td>laru12</td>
<td>13.42</td>
<td>7.25</td>
<td>5.51</td>
<td>14.91</td>
</tr>
<tr>
<td>Model</td>
<td>Expanding Window</td>
<td>Rolling Window</td>
<td>Rolling Window</td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>------------------</td>
<td>----------------</td>
<td>----------------</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E/P=1</td>
<td>E/P=6</td>
<td>12 month</td>
<td>E/P=1</td>
</tr>
<tr>
<td></td>
<td>AR NAR AR NAR</td>
<td>AR NAR AR NAR</td>
<td>E/P=1</td>
<td>AR NAR AR NAR</td>
</tr>
<tr>
<td>larx1</td>
<td>24.245 (0.588)</td>
<td>132.806 (0.792)</td>
<td>20.088 (0.009)</td>
<td>127.897 (0.77)</td>
</tr>
<tr>
<td></td>
<td>26.154 (0.576)</td>
<td>135.619 (0.817)</td>
<td>23.912 (0.008)</td>
<td>133.162 (0.8)</td>
</tr>
<tr>
<td></td>
<td>30.379 (0.674)</td>
<td>141.109 (0.852)</td>
<td>27.912 (0.008)</td>
<td>137.65 (0.831)</td>
</tr>
<tr>
<td>larx2</td>
<td>19.922 (0.56)</td>
<td>126.447 (0.759)</td>
<td>18.509 (0.008)</td>
<td>125.641 (0.756)</td>
</tr>
<tr>
<td></td>
<td>23.008 (0.584)</td>
<td>128.195 (0.768)</td>
<td>21.804 (0.008)</td>
<td>126.975 (0.758)</td>
</tr>
<tr>
<td></td>
<td>25.7 (0.577)</td>
<td>134.352 (0.8)</td>
<td>21.036 (0.008)</td>
<td>128.816 (0.775)</td>
</tr>
<tr>
<td>larx7</td>
<td>29.178 (0.577)</td>
<td>138.662 (0.842)</td>
<td>27.164 (0.008)</td>
<td>136.505 (0.825)</td>
</tr>
<tr>
<td></td>
<td>32.494 (0.64)</td>
<td>143.757 (0.868)</td>
<td>30.45 (0.008)</td>
<td>141.024 (0.852)</td>
</tr>
<tr>
<td>larx9</td>
<td>22.149 (0.576)</td>
<td>129.835 (0.778)</td>
<td>20.286 (0.008)</td>
<td>128.435 (0.774)</td>
</tr>
<tr>
<td></td>
<td>21.124 (0.57)</td>
<td>125.692 (0.754)</td>
<td>18.992 (0.007)</td>
<td>123.632 (0.738)</td>
</tr>
<tr>
<td></td>
<td>24.412 (0.587)</td>
<td>131.804 (0.791)</td>
<td>22.349 (0.008)</td>
<td>128.513 (0.77)</td>
</tr>
</tbody>
</table>

Table 2.30: Normalized Total and Average Daily Energy Time-Shift Revenues for LARX LMP forecasts
Table 2.31: Pairwise Predictive Accuracy Tests within LARX family of models given expanding estimation window

<table>
<thead>
<tr>
<th>larp#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AE/SE, Expanding Estimation Window</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>larp1</td>
<td>-8.4</td>
<td>-16.1</td>
<td>3.6</td>
<td>9</td>
<td>-0.2</td>
<td>0</td>
<td>-14.3</td>
<td>-17.3</td>
<td>2.1</td>
<td>5.8</td>
<td>-4.5</td>
<td></td>
</tr>
<tr>
<td>larp2</td>
<td>-43.4</td>
<td>-5.5</td>
<td>9.6</td>
<td>13.6</td>
<td>6.2</td>
<td>8.5</td>
<td>-4.9</td>
<td>-6.7</td>
<td>9.2</td>
<td>11.8</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>larp3</td>
<td>-61.9</td>
<td>-14.3</td>
<td>17.2</td>
<td>18</td>
<td>11.1</td>
<td>16.1</td>
<td>1.6</td>
<td>-2.5</td>
<td>16.7</td>
<td>17.2</td>
<td>9.4</td>
<td></td>
</tr>
<tr>
<td>larp4</td>
<td>15.1</td>
<td>51</td>
<td>71</td>
<td>7.9</td>
<td>-1.4</td>
<td>-3.6</td>
<td>-15.3</td>
<td>-19.1</td>
<td>-2.5</td>
<td>4.5</td>
<td>-5.8</td>
<td></td>
</tr>
<tr>
<td>larp5</td>
<td>-3.4</td>
<td>29.7</td>
<td>40.8</td>
<td>-9.8</td>
<td>-0.8</td>
<td>-9</td>
<td>-16.7</td>
<td>-18.4</td>
<td>-8.5</td>
<td>-4.3</td>
<td>-11.8</td>
<td></td>
</tr>
<tr>
<td>larp6</td>
<td>-21.3</td>
<td>17.4</td>
<td>30.6</td>
<td>-28.6</td>
<td>-15.4</td>
<td>0.2</td>
<td>-10</td>
<td>-11.8</td>
<td>0.8</td>
<td>5.1</td>
<td>-4.4</td>
<td></td>
</tr>
<tr>
<td>larp7</td>
<td>-1.7</td>
<td>43.2</td>
<td>61.9</td>
<td>-15.3</td>
<td>3.3</td>
<td>21.2</td>
<td>-14.3</td>
<td>-17.3</td>
<td>2.1</td>
<td>5.7</td>
<td>-4.5</td>
<td></td>
</tr>
<tr>
<td>larp8</td>
<td>-56.1</td>
<td>-14.6</td>
<td>6</td>
<td>64.2</td>
<td>-3.7</td>
<td>26</td>
<td>-55.9</td>
<td>2.9</td>
<td>15</td>
<td>15</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>larp9</td>
<td>-68.3</td>
<td>-19.5</td>
<td>-11.4</td>
<td>-78.8</td>
<td>-44.1</td>
<td>-34.7</td>
<td>-68.2</td>
<td>-10.8</td>
<td>18.8</td>
<td>18</td>
<td>10.3</td>
<td></td>
</tr>
<tr>
<td>larp10</td>
<td>13.9</td>
<td>50.5</td>
<td>70.4</td>
<td>-4.4</td>
<td>9</td>
<td>27.8</td>
<td>14.2</td>
<td>63.8</td>
<td>78.3</td>
<td>5.2</td>
<td>-5.2</td>
<td></td>
</tr>
<tr>
<td>larp11</td>
<td>-10</td>
<td>26.4</td>
<td>37.8</td>
<td>-16.8</td>
<td>-7.5</td>
<td>10</td>
<td>-9.9</td>
<td>34.2</td>
<td>41.6</td>
<td>16</td>
<td>-8.9</td>
<td></td>
</tr>
<tr>
<td>larp12</td>
<td>-30.9</td>
<td>10.2</td>
<td>24.4</td>
<td>-38.9</td>
<td>-22.6</td>
<td>-12.1</td>
<td>-30.7</td>
<td>19.5</td>
<td>29</td>
<td>-38.2</td>
<td>-17.7</td>
<td></td>
</tr>
</tbody>
</table>

Revenue for E/P=1/E/P=6, Expanding Estimation Window

<table>
<thead>
<tr>
<th>larp#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>larp1</td>
<td>1.8</td>
<td>5.4</td>
<td>-5.7</td>
<td>-4.9</td>
<td>-3</td>
<td>4.6</td>
<td>3.8</td>
<td>7.5</td>
<td>-2.8</td>
<td>-4.4</td>
<td>-0.7</td>
<td></td>
</tr>
<tr>
<td>larp2</td>
<td>8</td>
<td>6.7</td>
<td>-9.7</td>
<td>-13.1</td>
<td>-11.4</td>
<td>-4.3</td>
<td>-2.5</td>
<td>4.8</td>
<td>-7.7</td>
<td>-15.2</td>
<td>-8.6</td>
<td></td>
</tr>
<tr>
<td>larp3</td>
<td>-7.5</td>
<td>-9.3</td>
<td>-13.6</td>
<td>-9.8</td>
<td>1.2</td>
<td>6.9</td>
<td>8.1</td>
<td>11.8</td>
<td>3.5</td>
<td>-6.7</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>larp4</td>
<td>-6.6</td>
<td>-9.8</td>
<td>-15.2</td>
<td>0</td>
<td>2.5</td>
<td>5.7</td>
<td>10.8</td>
<td>14.7</td>
<td>3</td>
<td>0.6</td>
<td>5.6</td>
<td></td>
</tr>
<tr>
<td>larp5</td>
<td>-5.2</td>
<td>-13.1</td>
<td>4.8</td>
<td>5.3</td>
<td>4</td>
<td>8.7</td>
<td>13.9</td>
<td>1.2</td>
<td>-2.3</td>
<td>4.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>larp6</td>
<td>5.4</td>
<td>-0.7</td>
<td>-6.5</td>
<td>9.4</td>
<td>8.8</td>
<td>4.2</td>
<td>2.7</td>
<td>6.1</td>
<td>-4</td>
<td>-5.3</td>
<td>-1.7</td>
<td></td>
</tr>
<tr>
<td>larp7</td>
<td>8.3</td>
<td>8.3</td>
<td>-2.1</td>
<td>14.9</td>
<td>14.6</td>
<td>11.3</td>
<td>5.5</td>
<td>5.2</td>
<td>6.7</td>
<td>11.5</td>
<td>-6.3</td>
<td></td>
</tr>
<tr>
<td>larp8</td>
<td>12.5</td>
<td>10.7</td>
<td>7.7</td>
<td>16.7</td>
<td>18.4</td>
<td>16.9</td>
<td>10.6</td>
<td>10</td>
<td>-16.5</td>
<td>-11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>larp9</td>
<td>-3.6</td>
<td>-6.3</td>
<td>-10.8</td>
<td>7.1</td>
<td>3.3</td>
<td>-1.4</td>
<td>-5.8</td>
<td>-11.3</td>
<td>-13.9</td>
<td>-2.7</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>larp10</td>
<td>-5</td>
<td>-8.9</td>
<td>-15.9</td>
<td>2.8</td>
<td>-3.6</td>
<td>-7</td>
<td>-14.2</td>
<td>19.6</td>
<td>-1.6</td>
<td>1.8</td>
<td>5.9</td>
<td></td>
</tr>
<tr>
<td>larp11</td>
<td>0.2</td>
<td>-3</td>
<td>-10.3</td>
<td>7</td>
<td>7.3</td>
<td>3.7</td>
<td>-1.9</td>
<td>-8.6</td>
<td>-13.8</td>
<td>3.7</td>
<td>6.1</td>
<td></td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections for each block of results report t-statistics corresponding to pairwise comparisons with absolute versus squared error loss (top section) and revenues under energy to power ratio 1 versus 6 (bottom section). P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.32: Pairwise Predictive Accuracy Tests within LARX family of models given 12-month rolling estimation window

<table>
<thead>
<tr>
<th>larx#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>14.3</td>
<td>45.2</td>
<td>3.4</td>
<td>9.8</td>
<td>0.4</td>
<td>17.1</td>
<td>32.1</td>
<td>90.6</td>
<td>0.2</td>
<td>8.4</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>larx1</td>
<td>105.9</td>
<td>60.8</td>
<td>1.5</td>
<td>162.8</td>
<td>143</td>
<td>78</td>
<td>78.3</td>
<td>17</td>
<td>37.4</td>
<td>115.4</td>
<td>40.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>108.3</td>
<td>73.8</td>
<td>2.7</td>
<td>108.1</td>
<td>27.7</td>
<td>11.1</td>
<td>1.5</td>
<td>61.8</td>
<td>164.5</td>
<td>1.5</td>
<td>7.9</td>
<td>4.5</td>
</tr>
<tr>
<td>larx2</td>
<td>129.2</td>
<td>48.5</td>
<td>92.3</td>
<td>139.3</td>
<td>88.9</td>
<td>36.3</td>
<td>1</td>
<td>38.5</td>
<td>51.3</td>
<td>177</td>
<td>66.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.07)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td></td>
</tr>
<tr>
<td>larx3</td>
<td>7.4</td>
<td>64.5</td>
<td>178.6</td>
<td>3.7</td>
<td>1.3</td>
<td>6.5</td>
<td>72.8</td>
<td>148.9</td>
<td>23.2</td>
<td>2.4</td>
<td>4.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.07)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td></td>
</tr>
<tr>
<td>larx4</td>
<td>0.1</td>
<td>43.3</td>
<td>163.6</td>
<td>4.9</td>
<td>10.4</td>
<td>13.9</td>
<td>106.5</td>
<td>213.6</td>
<td>15.3</td>
<td>0.3</td>
<td>16.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.79)</td>
<td>(0.07)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td></td>
</tr>
<tr>
<td>larx5</td>
<td>6.6</td>
<td>12.1</td>
<td>18.6</td>
<td>3.3</td>
<td>1.3</td>
<td>1.5</td>
<td>61.8</td>
<td>164.5</td>
<td>15.3</td>
<td>1.5</td>
<td>7.9</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td></td>
</tr>
<tr>
<td>larx6</td>
<td>19.2</td>
<td>17.2</td>
<td>101.1</td>
<td>18.6</td>
<td>3.3</td>
<td>1.3</td>
<td>1.5</td>
<td>61.8</td>
<td>164.5</td>
<td>15.3</td>
<td>1.5</td>
<td>7.9</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td></td>
</tr>
<tr>
<td>larx7</td>
<td>105.9</td>
<td>60.8</td>
<td>1.5</td>
<td>162.8</td>
<td>143</td>
<td>78</td>
<td>78.3</td>
<td>17</td>
<td>37.4</td>
<td>115.4</td>
<td>40.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td></td>
</tr>
<tr>
<td>larx8</td>
<td>223.2</td>
<td>111.7</td>
<td>72.5</td>
<td>299.8</td>
<td>266.3</td>
<td>223.9</td>
<td>196.3</td>
<td>28.8</td>
<td>100.9</td>
<td>265.1</td>
<td>131.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td></td>
</tr>
<tr>
<td>larx9</td>
<td>0.1</td>
<td>32.3</td>
<td>111.9</td>
<td>42.4</td>
<td>0.3</td>
<td>5.7</td>
<td>1.5</td>
<td>108.8</td>
<td>194.4</td>
<td>14</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td></td>
</tr>
<tr>
<td>larx10</td>
<td>2.9</td>
<td>62.6</td>
<td>244.1</td>
<td>0.6</td>
<td>3.8</td>
<td>26.4</td>
<td>10.3</td>
<td>175.9</td>
<td>38.3</td>
<td>4.2</td>
<td>13.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.09)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td></td>
</tr>
<tr>
<td>larx11</td>
<td>11.3</td>
<td>7.8</td>
<td>106.3</td>
<td>37.5</td>
<td>16.8</td>
<td>1.9</td>
<td>3.7</td>
<td>75</td>
<td>205.2</td>
<td>11</td>
<td>36.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td></td>
</tr>
</tbody>
</table>

**Note:** Lower - and upper-triangular sections for each block of results report $\chi^2$-statistics corresponding to pairwise comparisons with absolute versus squared error loss (top section) and revenues under energy to power ratio 1 versus 6 (bottom section). P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.33: Pairwise Predictive Accuracy Tests within LARX family of models given 9-month rolling estimation window

<table>
<thead>
<tr>
<th>larp#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>larp1</td>
<td>0.4</td>
<td>29.8</td>
<td>39.2</td>
<td>272.7</td>
<td>176.2</td>
<td>17.6</td>
<td>8.1</td>
<td>68.9</td>
<td>17.7</td>
<td>264</td>
<td>110.9</td>
<td></td>
</tr>
<tr>
<td>larp2</td>
<td>484.3</td>
<td>53.2</td>
<td>2.9</td>
<td>203.7</td>
<td>105.5</td>
<td>8.9</td>
<td>34.4</td>
<td>80.9</td>
<td>0.2</td>
<td>180.7</td>
<td>57</td>
<td></td>
</tr>
<tr>
<td>larp3</td>
<td>1787</td>
<td>232</td>
<td></td>
<td>89.3</td>
<td>362.8</td>
<td>278.5</td>
<td>26.4</td>
<td>4.6</td>
<td>16.1</td>
<td>58.6</td>
<td>397.2</td>
<td>199.5</td>
</tr>
<tr>
<td>larp4</td>
<td>4.1</td>
<td>336</td>
<td>1207</td>
<td>176.5</td>
<td>81.9</td>
<td>44.3</td>
<td>48.7</td>
<td>139.2</td>
<td>6.5</td>
<td>142.9</td>
<td>36.7</td>
<td></td>
</tr>
<tr>
<td>larp5</td>
<td>121.5</td>
<td>682.7</td>
<td>1374</td>
<td>136.9</td>
<td>33.9</td>
<td>278.6</td>
<td>323.9</td>
<td>410</td>
<td>196.1</td>
<td>15.5</td>
<td>74.3</td>
<td></td>
</tr>
<tr>
<td>larp6</td>
<td>3.9</td>
<td>369.7</td>
<td>1022</td>
<td>9.7</td>
<td>73.4</td>
<td>182.4</td>
<td>212.8</td>
<td>331</td>
<td>98.7</td>
<td>6.4</td>
<td>16.4</td>
<td></td>
</tr>
<tr>
<td>larp7</td>
<td>12.6</td>
<td>472.8</td>
<td>1771</td>
<td>2.5</td>
<td>127.8</td>
<td>5.1</td>
<td>6.4</td>
<td>64</td>
<td>20.8</td>
<td>271.8</td>
<td>116.4</td>
<td></td>
</tr>
<tr>
<td>larp8</td>
<td>1236</td>
<td>192.9</td>
<td>31.8</td>
<td>817.4</td>
<td>1111</td>
<td>730.4</td>
<td>1218</td>
<td>22.6</td>
<td>29.7</td>
<td>312</td>
<td>147.6</td>
<td></td>
</tr>
<tr>
<td>larp9</td>
<td>35.3</td>
<td>253.1</td>
<td>1038</td>
<td>42.7</td>
<td>189</td>
<td>29.1</td>
<td>30.2</td>
<td>693.5</td>
<td>1533</td>
<td>160.7</td>
<td>49.9</td>
<td></td>
</tr>
<tr>
<td>larp10</td>
<td>75.9</td>
<td>647.2</td>
<td>1413</td>
<td>91.8</td>
<td>10.1</td>
<td>38.1</td>
<td>81.2</td>
<td>1110</td>
<td>1770</td>
<td>138</td>
<td>35.6</td>
<td></td>
</tr>
<tr>
<td>larp11</td>
<td>17.2</td>
<td>207.2</td>
<td>763.8</td>
<td>7.1</td>
<td>184.6</td>
<td>54.9</td>
<td>14.9</td>
<td>517.8</td>
<td>1081</td>
<td>0.1</td>
<td>141.2</td>
<td></td>
</tr>
<tr>
<td>larp12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**AESE, 9-month Rolling Estimation Window**

<table>
<thead>
<tr>
<th>larp#</th>
<th>6</th>
<th>32.7</th>
<th>12.4</th>
<th>3.6</th>
<th>0</th>
<th>25.2</th>
<th>25.2</th>
<th>68.3</th>
<th>3.1</th>
<th>5.2</th>
<th>0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>larp1</td>
<td>15</td>
<td>163</td>
<td>37.8</td>
<td>26</td>
<td>11.2</td>
<td>2.4</td>
<td>2.4</td>
<td>55.9</td>
<td>21.4</td>
<td>39.5</td>
<td>14.5</td>
</tr>
<tr>
<td>larp2</td>
<td>97.8</td>
<td>58.8</td>
<td>112.9</td>
<td>87.8</td>
<td>59.2</td>
<td>22.3</td>
<td>0.7</td>
<td>31.2</td>
<td>75.9</td>
<td>102</td>
<td>57</td>
</tr>
<tr>
<td>larp3</td>
<td>10.5</td>
<td>51.7</td>
<td>186.4</td>
<td>1.1</td>
<td>11.3</td>
<td>22.1</td>
<td>83.4</td>
<td>186.1</td>
<td>13.6</td>
<td>0.4</td>
<td>9.8</td>
</tr>
<tr>
<td>larp4</td>
<td>0.1</td>
<td>22.9</td>
<td>125.8</td>
<td>7.1</td>
<td>5</td>
<td>8.2</td>
<td>63.6</td>
<td>164.8</td>
<td>0.5</td>
<td>0.3</td>
<td>3.6</td>
</tr>
<tr>
<td>larp5</td>
<td>0.7</td>
<td>11.2</td>
<td>96</td>
<td>15.9</td>
<td>1.8</td>
<td>1.5</td>
<td>39.4</td>
<td>116.6</td>
<td>2.4</td>
<td>8.3</td>
<td>0.1</td>
</tr>
<tr>
<td>larp6</td>
<td>20.3</td>
<td>4.6</td>
<td>63.5</td>
<td>25.8</td>
<td>4.1</td>
<td>0.8</td>
<td>16.7</td>
<td>50.7</td>
<td>8.8</td>
<td>10.9</td>
<td>1.9</td>
</tr>
<tr>
<td>larp7</td>
<td>66.8</td>
<td>53.7</td>
<td>3.1</td>
<td>136.7</td>
<td>73.1</td>
<td>62.1</td>
<td>45.3</td>
<td>18.2</td>
<td>59.6</td>
<td>91</td>
<td>48.9</td>
</tr>
<tr>
<td>larp8</td>
<td>188.1</td>
<td>160</td>
<td>65.7</td>
<td>305.8</td>
<td>245.1</td>
<td>194.2</td>
<td>136.8</td>
<td>36.9</td>
<td>137.3</td>
<td>199.1</td>
<td>121.1</td>
</tr>
<tr>
<td>larp9</td>
<td>0.7</td>
<td>26.4</td>
<td>136.1</td>
<td>23.8</td>
<td>0.2</td>
<td>3</td>
<td>7.7</td>
<td>100.1</td>
<td>244.4</td>
<td>1.2</td>
<td>1.8</td>
</tr>
<tr>
<td>larp10</td>
<td>2.4</td>
<td>33.7</td>
<td>138.9</td>
<td>22.4</td>
<td>2.4</td>
<td>6.7</td>
<td>11.9</td>
<td>119.2</td>
<td>240.5</td>
<td>0.8</td>
<td>7.1</td>
</tr>
<tr>
<td>larp11</td>
<td>0.8</td>
<td>13.8</td>
<td>116.4</td>
<td>17.3</td>
<td>1.7</td>
<td>0</td>
<td>0.9</td>
<td>67.5</td>
<td>244.9</td>
<td>3.1</td>
<td>6.9</td>
</tr>
<tr>
<td>larp12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Revenue for E/P=1/E/P=6, 9-month Rolling Estimation Window**

<table>
<thead>
<tr>
<th>larp#</th>
<th>6</th>
<th>32.7</th>
<th>12.4</th>
<th>3.6</th>
<th>0</th>
<th>25.2</th>
<th>25.2</th>
<th>68.3</th>
<th>3.1</th>
<th>5.2</th>
<th>0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>larp1</td>
<td>0.4</td>
<td>29.8</td>
<td>39.2</td>
<td>272.7</td>
<td>176.2</td>
<td>17.6</td>
<td>8.1</td>
<td>68.9</td>
<td>17.7</td>
<td>264</td>
<td>110.9</td>
</tr>
<tr>
<td>larp2</td>
<td>484.3</td>
<td>53.2</td>
<td>2.9</td>
<td>203.7</td>
<td>105.5</td>
<td>8.9</td>
<td>34.4</td>
<td>80.9</td>
<td>0.2</td>
<td>180.7</td>
<td>57</td>
</tr>
<tr>
<td>larp3</td>
<td>1787</td>
<td>232</td>
<td></td>
<td>89.3</td>
<td>362.8</td>
<td>278.5</td>
<td>26.4</td>
<td>4.6</td>
<td>16.1</td>
<td>58.6</td>
<td>397.2</td>
</tr>
<tr>
<td>larp4</td>
<td>4.1</td>
<td>336</td>
<td>1207</td>
<td>176.5</td>
<td>81.9</td>
<td>44.3</td>
<td>48.7</td>
<td>139.2</td>
<td>6.5</td>
<td>142.9</td>
<td>36.7</td>
</tr>
<tr>
<td>larp5</td>
<td>121.5</td>
<td>682.7</td>
<td>1374</td>
<td>136.9</td>
<td>33.9</td>
<td>278.6</td>
<td>323.9</td>
<td>410</td>
<td>196.1</td>
<td>15.5</td>
<td>74.3</td>
</tr>
<tr>
<td>larp6</td>
<td>3.9</td>
<td>369.7</td>
<td>1022</td>
<td>9.7</td>
<td>73.4</td>
<td>182.4</td>
<td>212.8</td>
<td>331</td>
<td>98.7</td>
<td>6.4</td>
<td>16.4</td>
</tr>
<tr>
<td>larp7</td>
<td>12.6</td>
<td>472.8</td>
<td>1771</td>
<td>2.5</td>
<td>127.8</td>
<td>5.1</td>
<td>6.4</td>
<td>64</td>
<td>20.8</td>
<td>271.8</td>
<td>116.4</td>
</tr>
<tr>
<td>larp8</td>
<td>1236</td>
<td>192.9</td>
<td>31.8</td>
<td>817.4</td>
<td>1111</td>
<td>730.4</td>
<td>1218</td>
<td>22.6</td>
<td>29.7</td>
<td>312</td>
<td>147.6</td>
</tr>
<tr>
<td>larp9</td>
<td>35.3</td>
<td>253.1</td>
<td>1038</td>
<td>42.7</td>
<td>189</td>
<td>29.1</td>
<td>30.2</td>
<td>693.5</td>
<td>1533</td>
<td>160.7</td>
<td>49.9</td>
</tr>
<tr>
<td>larp10</td>
<td>75.9</td>
<td>647.2</td>
<td>1413</td>
<td>91.8</td>
<td>10.1</td>
<td>38.1</td>
<td>81.2</td>
<td>1110</td>
<td>1770</td>
<td>138</td>
<td>35.6</td>
</tr>
<tr>
<td>larp11</td>
<td>17.2</td>
<td>207.2</td>
<td>763.8</td>
<td>7.1</td>
<td>184.6</td>
<td>54.9</td>
<td>14.9</td>
<td>517.8</td>
<td>1081</td>
<td>0.1</td>
<td>141.2</td>
</tr>
<tr>
<td>larp12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:** Lower - and upper-triangular sections for each block of results report $\chi^2$-statistics corresponding to pairwise comparisons with absolute versus squared error loss (top section) and revenues under energy to power ratio 1 versus 6 (bottom section). P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.
Table 2.34: Pairwise Predictive Accuracy Tests within LARX family of models given 6-month rolling estimation window

<table>
<thead>
<tr>
<th>larx#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AE</td>
<td>SE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>larx1</td>
<td>34.9</td>
<td>0.1</td>
<td>108.5</td>
<td>344.5</td>
<td>240</td>
<td>2.1</td>
<td>10.8</td>
<td>9.7</td>
<td>62.1</td>
<td>362.3</td>
<td>189.2</td>
<td></td>
</tr>
<tr>
<td>larx2</td>
<td>127.5</td>
<td>57.4</td>
<td>0.2</td>
<td>168.9</td>
<td>86.7</td>
<td>58.4</td>
<td>25.2</td>
<td>87.4</td>
<td>3.3</td>
<td>168.3</td>
<td>55.0</td>
<td></td>
</tr>
<tr>
<td>larx3</td>
<td>972.7</td>
<td>265.8</td>
<td>0.2</td>
<td>328.7</td>
<td>228.1</td>
<td>0</td>
<td>10.5</td>
<td>13.1</td>
<td>36.7</td>
<td>345.7</td>
<td>184.6</td>
<td></td>
</tr>
<tr>
<td>larx4</td>
<td>11.1</td>
<td>154.2</td>
<td>8207</td>
<td>1694</td>
<td>85.3</td>
<td>112.3</td>
<td>21.3</td>
<td>107.6</td>
<td>3.49</td>
<td>165.9</td>
<td>53.8</td>
<td></td>
</tr>
<tr>
<td>larx5</td>
<td>195.5</td>
<td>446</td>
<td>1067.3</td>
<td>129.6</td>
<td>19</td>
<td>349.1</td>
<td>251</td>
<td>371.9</td>
<td>218.5</td>
<td>1.3</td>
<td>39.3</td>
<td></td>
</tr>
<tr>
<td>larx6</td>
<td>73</td>
<td>275.8</td>
<td>878.3</td>
<td>36.1</td>
<td>32.6</td>
<td>244.5</td>
<td>155.5</td>
<td>270.1</td>
<td>124.8</td>
<td>12.2</td>
<td>4.9</td>
<td></td>
</tr>
<tr>
<td>larx7</td>
<td>7.8</td>
<td>118.6</td>
<td>9445</td>
<td>14.8</td>
<td>204.7</td>
<td>79.3</td>
<td>12.8</td>
<td>7.9</td>
<td>66</td>
<td>367</td>
<td>193.5</td>
<td></td>
</tr>
<tr>
<td>larx8</td>
<td>482.8</td>
<td>170</td>
<td>47.1</td>
<td>453.2</td>
<td>759.4</td>
<td>567.7</td>
<td>464</td>
<td>28.9</td>
<td>5.7</td>
<td>262.8</td>
<td>115.8</td>
<td></td>
</tr>
<tr>
<td>larx9</td>
<td>1534.6</td>
<td>4839</td>
<td>120.1</td>
<td>1206</td>
<td>1345</td>
<td>1164</td>
<td>1526</td>
<td>177.6</td>
<td>69.4</td>
<td>391.1</td>
<td>227.3</td>
<td></td>
</tr>
<tr>
<td>larx10</td>
<td>0.8</td>
<td>91.8</td>
<td>696.6</td>
<td>63.4</td>
<td>195.6</td>
<td>77.4</td>
<td>0.1</td>
<td>354.2</td>
<td>1077</td>
<td>217.9</td>
<td>89.0</td>
<td></td>
</tr>
<tr>
<td>larx11</td>
<td>220.9</td>
<td>504.8</td>
<td>1191</td>
<td>1505</td>
<td>0.1</td>
<td>38.9</td>
<td>231.1</td>
<td>864.8</td>
<td>1492</td>
<td>223.6</td>
<td>31.6</td>
<td></td>
</tr>
<tr>
<td>larx12</td>
<td>26.2</td>
<td>189.3</td>
<td>766</td>
<td>6.9</td>
<td>79.9</td>
<td>17.2</td>
<td>30.2</td>
<td>460.1</td>
<td>1049</td>
<td>30.9</td>
<td>94.2</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Revenue for E/P=1/V=P=6, 6-month Rolling Estimation Window</th>
</tr>
</thead>
<tbody>
<tr>
<td>larx1</td>
<td>32338</td>
</tr>
<tr>
<td>larx2</td>
<td>0.7</td>
</tr>
<tr>
<td>larx3</td>
<td>27.3</td>
</tr>
<tr>
<td>larx4</td>
<td>27.6</td>
</tr>
<tr>
<td>larx5</td>
<td>0</td>
</tr>
<tr>
<td>larx6</td>
<td>2.8</td>
</tr>
<tr>
<td>larx7</td>
<td>19.1</td>
</tr>
<tr>
<td>larx8</td>
<td>18.7</td>
</tr>
<tr>
<td>larx9</td>
<td>77.7</td>
</tr>
<tr>
<td>larx10</td>
<td>9.5</td>
</tr>
<tr>
<td>larx11</td>
<td>9.3</td>
</tr>
<tr>
<td>larx12</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Note: Lower - and upper-triangular sections for each block of results report $\chi^2$-statistics corresponding to pairwise comparisons with absolute versus squared error loss (top section) and revenues under energy to power ratio 1 versus 6 (bottom section). P-values are reported in parentheses below. P-values greater than 5% are indicated with bold font.

2.5.6 Cubic Splines (CS)

In Table 2.35 below TVI = 1 indicates inclusion of time-varying intercept compatible with segmentation level and size of rolling estimation window. Segmented specifications with time-varying intercept, load levels and logs, and varying number of knots were considered but not reported due to very poor RMSE and MAE performance.
Table 2.35: Specification of Cubic Splines (CS) Models for day-ahead LMP forecasts

<table>
<thead>
<tr>
<th>Name</th>
<th>s/g</th>
<th>TVI AR Lags</th>
<th>knots (%)</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>cs1</td>
<td>g</td>
<td>1, 24, 48, 168</td>
<td>1, 20, 40, 60, 80, 90, 99</td>
<td>level</td>
</tr>
<tr>
<td>cs2</td>
<td>g</td>
<td>1</td>
<td>1, 24, 48, 168</td>
<td>1, 20, 40, 60, 80, 90, 99</td>
</tr>
<tr>
<td>cs3</td>
<td>g</td>
<td>1</td>
<td>1, 24, 48, 168</td>
<td>1, 10, 20, …, 80, 90, 99</td>
</tr>
<tr>
<td>cs4</td>
<td>g</td>
<td>1</td>
<td>1, 24, 48, 168</td>
<td>1, 20, 40, 60, 80, 90, 99</td>
</tr>
<tr>
<td>cs5</td>
<td>s</td>
<td>24, 168</td>
<td>1, 20, 40, 60, 80, 90, 99</td>
<td>level</td>
</tr>
</tbody>
</table>

In Table 2.36 simple global insanity filter (gIF) was applied by replacing forecast values smaller/greater than minimum/maximum price observed in a rolling 12-month window with yesterday’s price. gIF is global in a sense that a single maximum-minimum pair is used to perform an insanity check regardless of hour of the day, i.e. not segmented insanity filter sIF. Column ’gIF%’ indicates a percentage of forecasts affected by filter. Use of filtering is motivated by unreliable forecasts formed for forecasted load levels that are smaller greater then percentiles associated with first last knot.

Table 2.36: RMSE and MAE forecast performance of Cubic Splines (CS) models

<table>
<thead>
<tr>
<th>Name</th>
<th>Expanding Window</th>
<th></th>
<th></th>
<th>Rolling Window</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>MAE</td>
<td>gIF%</td>
<td></td>
<td>RMSE</td>
<td>MAE</td>
<td>gIF%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(9 months)</td>
<td>(9 months)</td>
<td>(9 months)</td>
<td></td>
<td>(6 months)</td>
<td>(6 months)</td>
<td>(6 months)</td>
<td></td>
</tr>
<tr>
<td>cs1</td>
<td>11.62 (0.109)</td>
<td>6.78 (0.090)</td>
<td>0.35 (0.000)</td>
<td></td>
<td>12.81 (0.32 )</td>
<td>7.22 (0.074)</td>
<td>2.32 (0.07)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>18.53 (0.117)</td>
<td>9.83 (0.11 )</td>
<td>0.35 (0.000)</td>
<td></td>
<td>18.57 (0.206)</td>
<td>9.77 (0.087)</td>
<td>1.94 (0.087)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12.17 (0.178)</td>
<td>6.8 (0.071)</td>
<td>0.33 (0.003)</td>
<td></td>
<td>17.19 (0.20)</td>
<td>9.16 (0.071)</td>
<td>1.56 (0.07)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.87 (0.175)</td>
<td>6.13 (0.065)</td>
<td>0.27 (0.005)</td>
<td></td>
<td>10.08 (0.20)</td>
<td>5.88 (0.071)</td>
<td>0.16 (0.054)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9.74 (0.175)</td>
<td>5.03 (0.054)</td>
<td>0.16 (0.004)</td>
<td></td>
<td>9.74 (0.20)</td>
<td>6.03 (0.061)</td>
<td>0.16 (0.06)</td>
<td></td>
</tr>
<tr>
<td>cs2</td>
<td>9.79 (0.157)</td>
<td>5.82 (0.097)</td>
<td>0.27 (0.017)</td>
<td></td>
<td>11.45 (0.20)</td>
<td>6.38 (0.071)</td>
<td>0.16 (0.054)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>18.57 (0.111)</td>
<td>9.77 (0.087)</td>
<td>1.94 (0.071)</td>
<td></td>
<td>17.19 (0.20)</td>
<td>9.16 (0.071)</td>
<td>1.56 (0.07)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.87 (0.178)</td>
<td>6.13 (0.071)</td>
<td>0.27 (0.017)</td>
<td></td>
<td>12.17 (0.20)</td>
<td>6.8 (0.071)</td>
<td>1.56 (0.071)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9.74 (0.175)</td>
<td>5.03 (0.054)</td>
<td>0.16 (0.004)</td>
<td></td>
<td>10.08 (0.20)</td>
<td>5.88 (0.071)</td>
<td>0.16 (0.054)</td>
<td></td>
</tr>
<tr>
<td>cs3</td>
<td>10.87 (0.175)</td>
<td>6.13 (0.065)</td>
<td>0.33 (0.003)</td>
<td></td>
<td>12.17 (0.20)</td>
<td>6.8 (0.071)</td>
<td>1.56 (0.07)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9.74 (0.175)</td>
<td>5.03 (0.054)</td>
<td>0.16 (0.004)</td>
<td></td>
<td>10.08 (0.20)</td>
<td>5.88 (0.071)</td>
<td>0.16 (0.054)</td>
<td></td>
</tr>
<tr>
<td>cs4</td>
<td>9.22 (0.144)</td>
<td>5.56 (0.095)</td>
<td>0.10 (0.017)</td>
<td></td>
<td>10.08 (0.20)</td>
<td>5.88 (0.071)</td>
<td>0.16 (0.054)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9.74 (0.175)</td>
<td>5.03 (0.054)</td>
<td>0.16 (0.004)</td>
<td></td>
<td>9.74 (0.20)</td>
<td>6.03 (0.061)</td>
<td>0.16 (0.06)</td>
<td></td>
</tr>
<tr>
<td>cs5</td>
<td>11.99 (0.166)</td>
<td>6.68 (0.072)</td>
<td>0.10 (0.007)</td>
<td></td>
<td>22.93 (0.29)</td>
<td>16.34 (0.113)</td>
<td>0 (0.13)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>22.93 (0.29)</td>
<td>16.34 (0.113)</td>
<td>0 (0.13)</td>
<td></td>
<td>22.93 (0.29)</td>
<td>16.34 (0.113)</td>
<td>0 (0.13)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>22.93 (0.29)</td>
<td>16.34 (0.113)</td>
<td>0 (0.13)</td>
<td></td>
<td>22.93 (0.29)</td>
<td>16.34 (0.113)</td>
<td>0 (0.13)</td>
<td></td>
</tr>
</tbody>
</table>
Table 2.37: Normalized Total and Average Daily Energy Time-Shift Revenues for energy storage with CS day-ahead LMP forecasts and different energy to power ratios

| Model | Expanding Window | | | | Rolling Window | | | | | 12 month | 9 months | 6 months |
|-------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
|       | E/P=1 AR NAR AR NAR | E/P=6 AR NAR AR NAR | E/P=1 AR NAR AR NAR | E/P=6 AR NAR AR NAR | E/P=1 AR NAR AR NAR | E/P=6 AR NAR AR NAR | E/P=1 AR NAR AR NAR | E/P=6 AR NAR AR NAR | E/P=1 AR NAR AR NAR | E/P=6 AR NAR AR NAR | E/P=1 AR NAR AR NAR | E/P=6 AR NAR AR NAR |
| cs1   | 30.632 (0.497) | 0.679 (0.006) | 133.524 (2.152) | 0.805 (0.007) | 29.06 (0.151) | 129.019 (2.187) | 0.805 (0.007) | 29.06 (0.151) | 129.019 (2.187) | 0.805 (0.007) | 29.06 (0.151) | 129.019 (2.187) |
| cs2   | 34.084 (0.54 ) | 0.746 (0.006) | 144.514 (2.599) | 0.856 (0.007) | 32.711 (0.556) | 141.288 (2.407) | 0.837 (0.006) | 32.711 (0.556) | 141.288 (2.407) | 0.837 (0.006) | 32.711 (0.556) | 141.288 (2.407) |
| cs3   | 33.784 (0.549) | 0.74 (0.006)  | 143.977 (2.406) | 0.853 (0.007) | 32.691 (0.556) | 140.76 (2.407)  | 0.841 (0.006)  | 32.691 (0.556) | 140.76 (2.407)  | 0.841 (0.006)  | 32.691 (0.556) | 140.76 (2.407)  |
| cs4   | 34.035 (0.535) | 0.748 (0.006) | 144.372 (2.406) | 0.857 (0.007) | 33.204 (0.556) | 142.882 (2.407) | 0.853 (0.006) | 33.204 (0.556) | 142.882 (2.407) | 0.853 (0.006) | 33.204 (0.556) | 142.882 (2.407) |
| cs5   | 29.193 (0.609 )| 0.63 (0.012)  | 127.329 (2.726) | 0.76 (0.011)  | 1.148 (0.849)  | 35.273 (1.789)  | 0.213 (0.009)  | 1.148 (0.849)  | 35.273 (1.789)  | 0.213 (0.009)  | 1.148 (0.849)  | 35.273 (1.789)  |
Table 2.38: Pairwise Predictive Accuracy Tests within CS family of models

<table>
<thead>
<tr>
<th></th>
<th>AE&lt;SE</th>
<th>Revenues for (E/P=1)</th>
<th>Revenues for (E/P=6)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>cs#</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td><strong>Expanding Estimation Window</strong></td>
<td></td>
<td></td>
<td></td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>cs1</td>
<td>-12.5</td>
<td>-4.5</td>
<td>-12.8</td>
<td>1.7</td>
<td>12.7</td>
<td>11.8</td>
<td>12.7</td>
<td>-3.1</td>
<td>(0)</td>
</tr>
<tr>
<td>cs2</td>
<td>-27.3</td>
<td>8.2</td>
<td>-6.6</td>
<td>12.5</td>
<td>11.2</td>
<td>-1.5</td>
<td>0.7</td>
<td>-8.8</td>
<td>(0)</td>
</tr>
<tr>
<td>cs3</td>
<td>-16.5</td>
<td>10.2</td>
<td>-10.3</td>
<td>5.4</td>
<td>9.7</td>
<td>0.7</td>
<td>-2</td>
<td>1.1</td>
<td>-8.4</td>
</tr>
<tr>
<td>cs4</td>
<td>-26.8</td>
<td>-10.9</td>
<td>-14.5</td>
<td>17</td>
<td>10.6</td>
<td>-0.3</td>
<td>1.9</td>
<td>-8.8</td>
<td>(0)</td>
</tr>
<tr>
<td>cs5</td>
<td>-1.4</td>
<td>14.8</td>
<td>8.4</td>
<td>20.8</td>
<td>-2.1</td>
<td>-7.9</td>
<td>-7.4</td>
<td>-8</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td><strong>12-month Rolling Estimation Window</strong></td>
<td></td>
<td></td>
<td></td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>cs1</td>
<td>17.8</td>
<td>4.3</td>
<td>89.3</td>
<td>809</td>
<td>126.7</td>
<td>109.5</td>
<td>148.5</td>
<td>1471.1</td>
<td>(0)</td>
</tr>
<tr>
<td>cs2</td>
<td>161.9</td>
<td>5.9</td>
<td>23.7</td>
<td>1003.3</td>
<td>88.7</td>
<td>0.5</td>
<td>5.5</td>
<td>1681.5</td>
<td>(0)</td>
</tr>
<tr>
<td>cs3</td>
<td>34.3</td>
<td>51.2</td>
<td>62.5</td>
<td>929.8</td>
<td>80.7</td>
<td>0</td>
<td>11.5</td>
<td>1739.4</td>
<td>(0)</td>
</tr>
<tr>
<td>cs4</td>
<td>434.2</td>
<td>88.7</td>
<td>248.9</td>
<td>0</td>
<td>1328.5</td>
<td>115.7</td>
<td>7.4</td>
<td>6.5</td>
<td>1851.3</td>
</tr>
<tr>
<td>cs5</td>
<td>6084</td>
<td>7688.5</td>
<td>6783.6</td>
<td>9243</td>
<td>1538</td>
<td>1876.3</td>
<td>1880.9</td>
<td>2064.9</td>
<td>(0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td><strong>9-month Rolling Estimation Window</strong></td>
<td></td>
<td></td>
<td></td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>cs1</td>
<td>0</td>
<td>7.5</td>
<td>319</td>
<td>103.1</td>
<td>0</td>
<td>10.8</td>
<td>7.8</td>
<td>1303.7</td>
<td>(0)</td>
</tr>
<tr>
<td>cs2</td>
<td>0.3</td>
<td>8.6</td>
<td>325.8</td>
<td>102.3</td>
<td>3.1</td>
<td>16</td>
<td>67.6</td>
<td>1185.1</td>
<td>(0)</td>
</tr>
<tr>
<td>cs3</td>
<td>30.4</td>
<td>26.7</td>
<td>319.6</td>
<td>211.6</td>
<td>0.1</td>
<td>2.9</td>
<td>103.7</td>
<td>943.4</td>
<td>(0)</td>
</tr>
<tr>
<td>cs4</td>
<td>1421.2</td>
<td>1387.6</td>
<td>1223.2</td>
<td>1464.2</td>
<td>53</td>
<td>51.2</td>
<td>64.6</td>
<td>1685.2</td>
<td>(0)</td>
</tr>
<tr>
<td>cs5</td>
<td>2066</td>
<td>2057.5</td>
<td>2783</td>
<td>9609.6</td>
<td>1460.6</td>
<td>1494.9</td>
<td>1311.2</td>
<td>1905.9</td>
<td>(0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td><strong>6-month Rolling Estimation Window</strong></td>
<td></td>
<td></td>
<td></td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>cs1</td>
<td>11.5</td>
<td>212.8</td>
<td>585.1</td>
<td>34.8</td>
<td>13.6</td>
<td>18.2</td>
<td>108.2</td>
<td>872.5</td>
<td>(0)</td>
</tr>
<tr>
<td>cs2</td>
<td>46.5</td>
<td>142</td>
<td>480.2</td>
<td>6.6</td>
<td>11.4</td>
<td>1.1</td>
<td>79.5</td>
<td>1077.4</td>
<td>(0)</td>
</tr>
<tr>
<td>cs3</td>
<td>466.8</td>
<td>262.4</td>
<td>243.6</td>
<td>193.6</td>
<td>13.2</td>
<td>0.6</td>
<td>82.3</td>
<td>1070.6</td>
<td>(0)</td>
</tr>
<tr>
<td>cs4</td>
<td>1680.6</td>
<td>1349.2</td>
<td>896.5</td>
<td>1434.8</td>
<td>63.3</td>
<td>51</td>
<td>55.9</td>
<td>1730.8</td>
<td>(0)</td>
</tr>
<tr>
<td>cs5</td>
<td>451.5</td>
<td>814</td>
<td>2980.3</td>
<td>9528.2</td>
<td>1122.5</td>
<td>1282.7</td>
<td>1309.8</td>
<td>1728.2</td>
<td>(0)</td>
</tr>
</tbody>
</table>

**Note:** Table above reports t-statics in case of expanding estimation window and $\chi^2$ in case of rolling estimation window with corresponding p-values reported in parentheses below. P-values greater than 5% are indicated with bold font.
### 2.5.7 Predictive Accuracy Comparisons across families of methods

Table 2.39: Pairwise Predictive Accuracy Tests across top performers (in RMSE sense) from each family of methods given expanding estimation window

<table>
<thead>
<tr>
<th></th>
<th>AE/SE Revenues for (E/P=1)/(E/P=6)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>esm7</td>
</tr>
<tr>
<td><strong>Expanding Estimation Window</strong></td>
<td></td>
</tr>
<tr>
<td>esm7</td>
<td>-46.6</td>
</tr>
<tr>
<td>ffnn9</td>
<td>-91.6</td>
</tr>
<tr>
<td>armax15</td>
<td>-98.4</td>
</tr>
<tr>
<td>cs4</td>
<td>381.6</td>
</tr>
<tr>
<td>larx9</td>
<td>-19</td>
</tr>
<tr>
<td><strong>12-month Rolling Estimation Window</strong></td>
<td></td>
</tr>
<tr>
<td>esm7</td>
<td>2061.1</td>
</tr>
<tr>
<td>ffnn9</td>
<td>8204</td>
</tr>
<tr>
<td>armax15</td>
<td>9309</td>
</tr>
<tr>
<td>cs4</td>
<td>6451</td>
</tr>
<tr>
<td>larx9</td>
<td>98.9</td>
</tr>
<tr>
<td><strong>9-month Rolling Estimation Window</strong></td>
<td></td>
</tr>
<tr>
<td>esm7</td>
<td>2256</td>
</tr>
<tr>
<td>ffnn9</td>
<td>8627</td>
</tr>
<tr>
<td>armax15</td>
<td>9025</td>
</tr>
<tr>
<td>cs4</td>
<td>6790</td>
</tr>
<tr>
<td>larx9</td>
<td>81.7</td>
</tr>
<tr>
<td><strong>6-month Rolling Estimation Window</strong></td>
<td></td>
</tr>
<tr>
<td>esm7</td>
<td>2265</td>
</tr>
<tr>
<td>ffnn9</td>
<td>8720</td>
</tr>
<tr>
<td>armax15</td>
<td>9866</td>
</tr>
<tr>
<td>cs4</td>
<td>6834</td>
</tr>
<tr>
<td>larx9</td>
<td>111.8</td>
</tr>
</tbody>
</table>
of models were shown to do statistically better in terms of revenues relative to their segmented form. We
demonstrate statistical significance. Global formulations of these two top performing families of models dominate other methods with respect to both energy time-shift revenues and RMSE/MAE losses. Both global and segmented formulations were examined. We show that ARMAX and FFNN estimation and evaluation sample. Predictive accuracy comparisons were performed within and across families of models. Theoretical (MAE/RMSE) and application-specific (energy time-shift revenues) loss functions using common

<table>
<thead>
<tr>
<th></th>
<th>AESE</th>
<th>Revenues for (E/P=1)/(E/P=6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>esm7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fnn6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>armax6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>cs4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>larx9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expanding Estimation Window</td>
<td></td>
<td></td>
</tr>
<tr>
<td>esm7</td>
<td>-48.6</td>
<td>207.3</td>
</tr>
<tr>
<td>fnn6</td>
<td>-94.4</td>
<td>191.2</td>
</tr>
<tr>
<td>armax6</td>
<td>-92.7</td>
<td>187.5</td>
</tr>
<tr>
<td>cs4</td>
<td>381.6</td>
<td>427.4</td>
</tr>
<tr>
<td>larx9</td>
<td>-19</td>
<td>48.7</td>
</tr>
<tr>
<td>12-month Rolling Estimation Window</td>
<td></td>
<td></td>
</tr>
<tr>
<td>esm7</td>
<td>2117</td>
<td>1176</td>
</tr>
<tr>
<td>fnn6</td>
<td>6551.4</td>
<td>37.3</td>
</tr>
<tr>
<td>armax6</td>
<td>8341.5</td>
<td>56</td>
</tr>
<tr>
<td>cs4</td>
<td>6451</td>
<td>363.6</td>
</tr>
<tr>
<td>larx9</td>
<td>98.9</td>
<td>2741.2</td>
</tr>
<tr>
<td>9-month Rolling Estimation Window</td>
<td></td>
<td></td>
</tr>
<tr>
<td>esm7</td>
<td>1997.2</td>
<td>228.9</td>
</tr>
<tr>
<td>fnn6</td>
<td>6291.9</td>
<td>153.1</td>
</tr>
<tr>
<td>armax6</td>
<td>8814.6</td>
<td>125.6</td>
</tr>
<tr>
<td>cs4</td>
<td>6790</td>
<td>747.2</td>
</tr>
<tr>
<td>larx9</td>
<td>81.7</td>
<td>2714.2</td>
</tr>
<tr>
<td>6-month Rolling Estimation Window</td>
<td></td>
<td></td>
</tr>
<tr>
<td>esm7</td>
<td>2011</td>
<td>2191.2</td>
</tr>
<tr>
<td>fnn6</td>
<td>6407.9</td>
<td>90.2</td>
</tr>
<tr>
<td>armax6</td>
<td>8834.3</td>
<td>582.4</td>
</tr>
<tr>
<td>cs4</td>
<td>6834.2</td>
<td>7.9</td>
</tr>
<tr>
<td>larx9</td>
<td>111.8</td>
<td>1650.5</td>
</tr>
</tbody>
</table>

Table 2.40: Pairwise Predictive Accuracy Tests across top performers (in Revenue sense) from each family of methods given expanding estimation window

2.6 Conclusion

We have compared performance of a wide a set energy price forecasting methods with respect to theoretical (MAE/RMSE) and application-specific (energy time-shift revenues) loss functions using common estimation and evaluation sample. Predictive accuracy comparisons were performed within and across families of models. Both global and segmented formulations were examined. We show that ARMAX and FFNN families of models dominate other methods with respect to both energy time-shift revenues and RMSE/MAE performance in a statistically significant manner. Global formulations of these two top performing families of models were shown to do statistically better in terms of revenues relative to their segmented form. We
have conveyed strong intuition for the features of forecasts that are important for energy time shift application, i.e. ability to capture locations and not necessarily levels of intra-day minima and maxima. Further, in Chapter 3 one of top performing ARMAX specifications, armax6, will be used to produce 24-hour-ahead DAM and 1-hour ahead real-time market energy price forecasts to support valuation and dispatch of “stacked” applications for energy storage.

Chapter 2, in part, is currently being prepared for submission for publication of the material under the working title, Predictive Accuracy Comparison of Electricity Price Forecasting methods for Energy Storage valuation and dispatch, 2015. Chapter 1 was co-authored with Professor Graham Elliott.
Appendix to Chapter 2

![Graphs showing autocorrelation and partial autocorrelation of hourly DAM LMPs](image)

Figure 2.4: Global autocorrelation and partial autocorrelation of hourly DAM LMPs

**Note:** Above figure is based on initial estimation sample, 1/1/2012 - 12/31/2012 and it suggests that the following AR and MA lags should be used in global ARMAX model specification: 1, 2, 22, 23, 24, 25, 48, 72, 96, 120, 144, 168. Table (2.6) reports only best performing specifications for each subclass of models within ARMAX class.
Table 2.41: Iterative AR lag removal and out-of-sample performance evaluation for armax1 model specification

<table>
<thead>
<tr>
<th>AR Lags removed</th>
<th>RMSE</th>
<th>MAE</th>
<th>NAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>none</td>
<td>9.21 (21.59)</td>
<td>5.12 (7.66)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>1</td>
<td>9.56 (21.72)</td>
<td>5.63 (7.72)</td>
<td>0.68 (0.19)</td>
</tr>
<tr>
<td>2</td>
<td>9.28 (21.50)</td>
<td>5.28 (7.63)</td>
<td>0.83 (0.17)</td>
</tr>
<tr>
<td>22</td>
<td>9.21 (21.61)</td>
<td>5.11 (7.66)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>23</td>
<td>9.21 (21.53)</td>
<td>5.15 (7.64)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>24</td>
<td>9.30 (21.48)</td>
<td>5.32 (7.63)</td>
<td>0.80 (0.17)</td>
</tr>
<tr>
<td>25</td>
<td>9.51 (21.65)</td>
<td>5.52 (7.74)</td>
<td>0.76 (0.18)</td>
</tr>
<tr>
<td>*48</td>
<td>9.18 (21.51)</td>
<td>5.10 (7.63)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>72</td>
<td>9.20 (21.57)</td>
<td>5.12 (7.65)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>96</td>
<td>9.21 (21.56)</td>
<td>5.11 (7.66)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>120</td>
<td>9.21 (21.58)</td>
<td>5.12 (7.66)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>144</td>
<td>9.23 (21.64)</td>
<td>5.13 (7.68)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>168</td>
<td>9.28 (21.53)</td>
<td>5.17 (7.71)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>22</td>
<td>9.18 (21.53)</td>
<td>5.10 (7.63)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>23</td>
<td>9.19 (21.46)</td>
<td>5.14 (7.61)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>72</td>
<td>9.19 (21.52)</td>
<td>5.10 (7.64)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>96*</td>
<td>9.17 (21.49)</td>
<td>5.09 (7.63)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>120</td>
<td>9.18 (21.50)</td>
<td>5.10 (7.63)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>22</td>
<td>9.17 (21.52)</td>
<td>5.09 (7.63)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>23</td>
<td>9.17 (21.44)</td>
<td>5.13 (7.61)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>72</td>
<td>9.18 (21.53)</td>
<td>5.09 (7.64)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>120*</td>
<td>9.16 (21.49)</td>
<td>5.08 (7.62)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>22*</td>
<td>9.16 (21.51)</td>
<td>5.08 (7.62)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>23</td>
<td>9.17 (21.44)</td>
<td>5.12 (7.61)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>72</td>
<td>9.17 (21.53)</td>
<td>5.07 (7.64)</td>
<td>0.83 (0.16)</td>
</tr>
<tr>
<td>72*</td>
<td>9.16 (21.56)</td>
<td>5.06 (7.64)</td>
<td>0.83 (0.16)</td>
</tr>
</tbody>
</table>

Note: The initial AR(12) model for day-ahead prices \( p_t(L) = \alpha_0 + \epsilon_t \) was reduced to AR(7) such that \( p_t(L) = \alpha_0 + \epsilon_t \).
Figure 2.5: Global correlation of hourly DAM LMPs with lags of actual and forecasted load

Note: Above figure is based on initial aggregate CAISO load sample, 1/1/2012-12/31/2012. Indicates that DAM LMPs correlation slightly stronger with forecasted rather than actual load levels, and the following lags of load should be included in ARMAX model specifications: 1, 24, 48, 72, 96, 120, 144, 168. Recall that electric load itself exhibits very strong correlation as indicated in Figure 2.4. Therefore, including only contemporaneous load may suffice.

Figure 2.6: Global autocorrelation and partial autocorrelation of actual and forecasted load

Note: Above figure is based on initial sample of aggregate CAISO load, 1/1/2012 - 12/31/2012.

From visual inspection of panels (a) and (d) in Figure 2.7 it follows that for off-peak hour models AR lags 1, 2, 3, 4, 5, 7 should be considered. Magnitude of autocorrelation for morning ramp hours, e.g. HE7 in Figure 2.7 (b) and (e), decreases more sharply relative to off-peak hours while strong weekly seasonality at lags 6, 7 and 8 is preserved. Hence, lags 1, 3, 6, 7 and 8 should be considered for morning ramp hours. On-peak hours as represented by HE15 in Figure 2.7 (c) and (f), exhibit strong autocorrelation at lags 1, 2 and 3 with relatively weaker weekly seasonality. Therefore, the following AR with a constant model specifications...
Figure 2.7: Autocorrelation and partial autocorrelation of DAM LMPs segmented by hour

Note: Hours ending 2, 7 and 15 are representative of autocorrelation exhibited by off-peak, morning ramp and on-peak hours accordingly.

Figure 2.8: BIC and AIC values for ARMA lags specifications from Table (2.43)

will be tested for each individual hour:

M1 AR lags: 1, 2, 3, 4, 5, 7;
M2 AR lags: 1, 6, 7, 8;
M3 AR lags: 1, 2, 3;
M4 AR lags: 1, 7;
M5 AR lags: 1, 2.
Table 2.42: Segmented-by-hour out-of-sample performance of various specifications of AR with a constant model

<table>
<thead>
<tr>
<th>HE</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
<th>argmin</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
</tr>
<tr>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>1</td>
<td>3.86</td>
<td>2.27</td>
<td>3.86</td>
<td>2.27</td>
<td>3.9</td>
<td>2.34</td>
</tr>
<tr>
<td>2</td>
<td>3.27</td>
<td>2.07</td>
<td>3.29</td>
<td>2.05</td>
<td>3.3</td>
<td>2.13</td>
</tr>
<tr>
<td>3</td>
<td>3.4</td>
<td>2.22</td>
<td>3.43</td>
<td>2.22</td>
<td>3.43</td>
<td>2.29</td>
</tr>
<tr>
<td>4</td>
<td>3.58</td>
<td>2.35</td>
<td>3.63</td>
<td>2.39</td>
<td>3.62</td>
<td>2.42</td>
</tr>
<tr>
<td>5</td>
<td>3.44</td>
<td>2.12</td>
<td>3.44</td>
<td>2.15</td>
<td>3.44</td>
<td>2.15</td>
</tr>
<tr>
<td>6</td>
<td>4.02</td>
<td>2.57</td>
<td>4.03</td>
<td>2.57</td>
<td>4.04</td>
<td>2.59</td>
</tr>
<tr>
<td>7</td>
<td>9.39</td>
<td>5.17</td>
<td>9.36</td>
<td>5.2</td>
<td>9.36</td>
<td>5.2</td>
</tr>
<tr>
<td>8</td>
<td>9.81</td>
<td>5.18</td>
<td>7.69</td>
<td>5.01</td>
<td>8.5</td>
<td>5.86</td>
</tr>
<tr>
<td>9</td>
<td>11.88</td>
<td>7.42</td>
<td>11.87</td>
<td>7.42</td>
<td>12.33</td>
<td>7.8</td>
</tr>
<tr>
<td>10</td>
<td>12.84</td>
<td>7.99</td>
<td>12.86</td>
<td>7.91</td>
<td>13.27</td>
<td>8.36</td>
</tr>
<tr>
<td>11</td>
<td>13.71</td>
<td>8.12</td>
<td>13.72</td>
<td>8.1</td>
<td>14.08</td>
<td>8.46</td>
</tr>
<tr>
<td>12</td>
<td>14.73</td>
<td>8.68</td>
<td>14.66</td>
<td>8.62</td>
<td>15.13</td>
<td>9.05</td>
</tr>
<tr>
<td>13</td>
<td>14.98</td>
<td>8.77</td>
<td>14.57</td>
<td>8.56</td>
<td>15.33</td>
<td>9.1</td>
</tr>
<tr>
<td>15</td>
<td>12.78</td>
<td>7.62</td>
<td>12.13</td>
<td>7.26</td>
<td>12.95</td>
<td>7.79</td>
</tr>
<tr>
<td>17</td>
<td>8.54</td>
<td>5.31</td>
<td>8.5</td>
<td>5.27</td>
<td>8.68</td>
<td>5.46</td>
</tr>
<tr>
<td>18</td>
<td>6.84</td>
<td>4.12</td>
<td>6.79</td>
<td>4.1</td>
<td>7.02</td>
<td>4.3</td>
</tr>
<tr>
<td>19</td>
<td>6.06</td>
<td>3.67</td>
<td>6.06</td>
<td>3.68</td>
<td>6.25</td>
<td>3.83</td>
</tr>
<tr>
<td>21</td>
<td>3.76</td>
<td>2.35</td>
<td>3.73</td>
<td>2.33</td>
<td>3.77</td>
<td>2.34</td>
</tr>
<tr>
<td>22</td>
<td>3.21</td>
<td>1.85</td>
<td>3.19</td>
<td>1.86</td>
<td>3.22</td>
<td>1.87</td>
</tr>
<tr>
<td>24</td>
<td>(9.78)</td>
<td>(5.85)</td>
<td>(9.78)</td>
<td>(5.85)</td>
<td>(9.78)</td>
<td>(5.85)</td>
</tr>
</tbody>
</table>

Note: One can choose single specification of AR lags across all hours or tailor choice of AR lags to each hour. Retaining divisible by 24 AR lags from global time-series specification in Table() results in $p_h^h (1 - \alpha_1^h L - \alpha_2^h L^6 - \alpha_3^h L^9) = \alpha_0^h + \varepsilon^h$ for hours $h = 1, \ldots, 24$. Revenues are not reported when evaluating model performance on hour-by-hour basis since battery dispatch is optimized in 24-hour windows and not on an hourly basis.
Table 2.43: Iterative removal of ARMA lags to increasing Bayesian and Akaike information criteria

<table>
<thead>
<tr>
<th>name</th>
<th>AR Lags</th>
<th>MA Lags</th>
</tr>
</thead>
<tbody>
<tr>
<td>arma1</td>
<td>1, 2, 3, 24, 25, 144, 168</td>
<td>1, 2, 3, 24, 25, 48, 72, 96, 144, 168</td>
</tr>
<tr>
<td>arma2</td>
<td>1, 2, 24, 25, 144, 168</td>
<td>1, 2, 23, 24, 25, 48, 72, 96, 144, 168</td>
</tr>
<tr>
<td>arma3</td>
<td>1, 2, 24, 25, 144, 168</td>
<td>1, 2, 23, 24, 25, 48, 72, 96, 144</td>
</tr>
<tr>
<td>arma4</td>
<td>1, 2, 24, 25, 168</td>
<td>1, 2, 23, 24, 25, 48, 72, 96, 144</td>
</tr>
<tr>
<td>arma5</td>
<td>1, 2, 24, 25, 168</td>
<td>1, 2, 23, 24, 25, 48, 72, 96, 144</td>
</tr>
<tr>
<td>arma6</td>
<td>1, 2, 24, 25, 168</td>
<td>1, 2, 23, 24, 25, 48, 96, 144</td>
</tr>
<tr>
<td>arma7</td>
<td>1, 2, 24, 25, 168</td>
<td>1, 2, 23, 24, 25, 48, 96, 144</td>
</tr>
<tr>
<td>arma8</td>
<td>1, 2, 24, 25, 168</td>
<td>1, 2, 23, 24, 48</td>
</tr>
<tr>
<td>arma9</td>
<td>1, 2, 25</td>
<td>1, 2, 23, 24, 48</td>
</tr>
<tr>
<td>arma10</td>
<td>1, 2, 25</td>
<td>1, 23, 24, 48</td>
</tr>
<tr>
<td>arma11</td>
<td>1, 2, 25</td>
<td>1, 23, 24, 48</td>
</tr>
<tr>
<td>arma12</td>
<td>1, 2, 25</td>
<td>1, 24, 48</td>
</tr>
<tr>
<td>arma13*</td>
<td>1, 2, 25</td>
<td>1, 24</td>
</tr>
<tr>
<td>arma14</td>
<td>1, 2, 25</td>
<td>1</td>
</tr>
<tr>
<td>arma15</td>
<td>1, 2, 25</td>
<td>1</td>
</tr>
<tr>
<td>arma16</td>
<td>1, 24</td>
<td>1</td>
</tr>
</tbody>
</table>
References for Chapter 2


Chapter 3

Valuation of Energy Storage for Stacked Applications

3.1 Introduction

In this chapter we perform technology-neutral valuation exercise of energy storage devices used for individual and “stacked” applications by participating in wholesale energy and regulation markets administered by California Independent System Operator. We contribute to existing literature on energy storage modeling, dispatch and valuation by forecasting all price inputs, enforcing market specific dispatch and commitment rules, using more realistic assumptions on regulation dispatch and outlining procedures for efficiency parameter measurements. Valuation is performed across four different nodes exhibiting distinct behavior of the congestion component of locational marginal price. Choice of forecasting model for day-ahead price inputs is based on findings presented in Chapter 2, where day-ahead energy time-shift, i.e. one individual application, revenues were used as a loss function to perform predictive accuracy comparisons.

3.2 Energy Storage Applications

There exists an extensive range of studies outlining various applications for energy storage. Eyer and Corey (2010). These applications can be divided into two groups (1) wholesale grid connected, (2) islanded and behind-the-meter. In this chapter we focus on wholesale grid connected applications, where energy
storage is participating in markets for energy and regulation administered by independent system operator (ISO). In this chapter energy storage application refers to combination of markets that energy storage device is participating in. When battery is co-optimized across many different markets we refer to such application as “stacked.” This term has been widely used in the industry even though once “stacked” operational behavior exhibited by the battery, i.e. typical duty cycle, for any individual application may disappear due to co-optimization, hence undermining the visual intuition of “stacking” stand-alone application that preserve their operational features. This intuition may hold for the case where revenues are optimized in a discrete manner where a single application is chosen for a day based on pairwise comparison of expected revenues across many different applications. Such discrete strategy to application stacking is not considered in this chapter.

The analytical framework for constrained optimization of energy storage over a finite horizon has been outlined in Mokrian and Stephen (2006). Further, Byrne and Silva-Monroy (2012) consider co-optimization across day-ahead energy and regulation markets but valuation is performed under perfect foresight scenario, i.e. known future prices, and assumption of fixed intra-day real-time regulation dispatch likelihoods. Haley et al. (2014) consider more extensive stack of applications but with a goal of making a policy argument that new flexible capacity metrics are needed to make energy storage more competitive during annual capacity procurement process. To the best of our knowledge, none of the existing literature performs co-optimization across real-time and day-ahead markets and uses only forecasted price inputs for energy storage dispatch and valuation. However, we retain assumptions of sufficiently small market participant not affecting market clearing prices. We further assume that use of linear programming approach for deterministic dispatch problem conditional on accurately forecasted price inputs is sufficient to perform a valuation exercise. We do not consider alternative dynamic and stochastic programming approaches discussed in Mokrian and Stephen (2006).

3.2.1 Markets for Energy and Capacity

California Independent System Operator administers day-ahead and real-time markets to procure energy and ancillary services. The scheduling coordinators submit supply and demand bids into both markets on behalf of load and generation that they represent. An energy award in MWh for a given trading hour obliges a storage operator to inject or withdraw an awarded quantity of energy during TH by following ISO’s dispatch signal. There are five types of Ancillary Services procured in the market: Regulation Up, Regulation Down, Regulation Mileage Up, Regulation Mileage Down, Spinning Reserve and Non-Spinning Reserve. The regulation up/down award for a given trading hour requires an energy storage resource to be
capable of increasing/decreasing its power output as instructed by 4-second Automatic Generation Control (AGC) signal. The energy storage device can also provide spinning/non-spinning reserves since it is always synchronized (except outage events) and can be ramped to any power output within its operating range in less than 10 minutes. However, the use of energy storage device for a lower quality regulation, i.e. spinning and non-spinning reserves, is outside of application “stack” considered in this chapter. The resource providing Regulation Up/Down must meet the minimum continuous energy requirement, i.e. ability to maintain an awarded power level for 60 minutes in a day-ahead and 30 minutes in real-time market.

The payments for energy are settled at Locational Marginal Price (LMP) in $/MWh associated with a resource’s pricing node (PNode). Energy payments may be associated with either energy directly scheduled in day-ahead and real-time markets or regulation up/down dispatch requiring battery to sell/purchase energy at real-time LMPs. The revenues for awarded Up/Down Regulation capacity are settled at the Ancillary Service Marginal Prices (ASMPs) in $/MW specific to resource’s ancillary service region or sub-region, which are not mutually exclusive subsets of PNodes defined in a full network model.

In this chapter we consider energy storage participating in the following three combinations of markets:

1. Day-ahead energy market only,
2. Day-ahead and real-time energy markets,
3. Day-Ahead energy and day-ahead regulation markets.

Application 1 above in the industry is commonly referred to as energy time-shift, which describes the intuition for the optimal dispatch solution, “charge when price is low, retain energy and discharge when price is high.” The naming convention based on the operational profile is motivated by importance of application-specific duty cycle, i.e. sequence of charges/discharges and idle periods, used for battery testing. However, for valuation purposes we identify each application by source of revenue, i.e. markets entered. Design of representative duty cycles is outside of scope of this chapter. We include demand charge management into analytical formulation of application stack but we limit empirical evaluation to only wholesale applications.

### 3.3 Energy Storage Model

Figure (3.1) below illustrates an energy storage model where for any $t$ amount of recoverable stored energy $S_t$ in MWh is constrained between $\underline{S}$ and $\bar{S}$. Amount of energy charged and discharged in an hour is constrained by charge/discharge power ratings such that $Q_C^f \leq Q_C^e \leq \bar{Q}_C$ and $Q_D^f \leq Q_D^e \leq \bar{Q}_D$. Upper and lower
bounds on \( S_t \) are not necessarily an absolute 0 and chemistry-specific theoretical maximum since constraints may arise from reliability requirements established in a marketplace or need to control depth of discharge for purposes of extending number of available charge/discharge cycles. Even though any \([S, S]\) interval can be normalized to \([0, \bar{S}/S]\), the actual maximum energy capacity of the battery \( \bar{S} \) is used for market potential per MWh of energy capacity calculation typically compared to per MWh cost of manufacturing such battery.

Figure 3.1: Energy Storage Model

The change in stored energy \( S_t \) is governed by Eq.(3.3.1), where \( \gamma_S \in (0, 1) \) is a time-based efficiency capturing loss of energy due to self-discharge and \( \gamma_c \in (0, 1) \) is a charge efficiency, where only \( \gamma_c \) of each 1 MWh stored is recoverable.

\[
S_t = \gamma_S S_{t-1} + \gamma_c Q_c^t - Q_d^t
\]  

Figure (3.2) illustrates components of charge efficiency \( \gamma_c \) and provides a measurement procedure. In Figure (3.2) only \((1 - \gamma_a)\) of one unit of energy charged by a battery as recorded by meter “A” directly goes to a storage medium while \( \gamma_a \in (0, 1) \) is consumed by auxiliary components such as pumps and heaters especially relevant in the case of scaled flow batteries and chemistries requiring extreme thermal conditions for operation. Even though meter “B” recorded \((1 - \gamma_a)\) of energy flowing to storage medium only \( \delta(1 - \gamma_a) \) of energy is recoverable, where \( \delta \) is technology/chemistry-specific parameter. Further, share of discharged energy is consumed by auxiliary components resulting in \( \delta(1 - \gamma_a)^2 \) of recoverable energy.

It is important to note that a stylized measurement procedure assumes losses to auxiliary components are the same across charge and discharge. Further, we don not model dependence on charge/discharge power and time, i.e. capturing deterioration of storage medium. In addition to charge/discharge power ratings and energy capacity each battery has a distinct ramp rate measured in MW/min, typically assumed to be symmetric for charge/discharge modes. High ramp rate is one of the main advantages of electricity storage over conventional generators. Further, FERC order 755 resulted in the institutional improvements in "pay for
performance” such as CAISO’s flexible ramping product compensating resources offering flexible ramping capability. However, due to novelty of the market instruments commoditizing ramp rates and our primary focus on energy and regulation markets with sufficient historical data to perform optimal operation exercises, we use a simplifying assumption that storage device can instantaneously switch between different power levels.

3.4 Data and Approach

The California ISO provides public market results data via OASIS web-portal OASIS (2015). The acquired data spans period from 1/1/2012 to 12/31/2014 and four pricing nodes (PNodes): LAJOLLA_6_N001, RIOHONDO_6_N001, KIFER_6_N001 and VACADIX_1_N085. The primary node of interest is LAJOLLA_6_N001 at which energy imports/exports between University of California, San Diego (UCSD) and CAISO are settled. Specific contractual arrangements between energy serving entity and UCSD will not be discussed, and the choice of location is motivated by a possibility of future wholesale grid connected energy storage projects that may utilize results presented in Chapters 2 and 3. Further, LAJOLLA_6_N001 pnode is an element of SDGE demand load aggregation point with an average load share of 0.28% during on- and off-peak hours. The choice of other three nodes was motivated by congestion patterns in CAISO and location of existing energy storage pilot projects. It is known that congestion on high voltage transmission lines in Southern California often increases prices within Southern California Edison (SCE) and San Diego Gas & Electric (SDG&E) service areas, but decreases prices in the Pacific Gas and Electric (PGE) area. Congestion in Northern California often has the opposite effect. Hence, it was decided to select two nodes from PGE and one from SCE. The PNodes RIOHONDO_6_N001 and KIFER_6_N001 are relatively large load contributors in SCE and PGE areas. In a generating resource list as a part of CAISO’s full network
model one can find that Vaca Dixon sodium-sulfur battery with a 2-hour net-dependable capacity of 1.85MW is mapped to VACADIX_1_N085, and is a participating market resource as noted in Generating Capabilities List published 1/13/2015.

For each pricing node locational marginal prices, LMPs, were downloaded along with ASMPs (Ancillary Service Marginal Prices) for regulation up and down at AS_CAISO_EXP regulation region. AS_CAISO_EXP regulation region includes all resources internal to CAISO. Note that energy storage participating in regulation markets may also receive some additional payments from their local AS region. For example, resources located at LAJOLLA_6_N001 may receive capacity payments from AS_SP15_EXP region. In this chapter we focus on AS_CAISO_EXP as the only source of capacity payments, while variation in total regulation revenues across PNodes is driven by differences in DAM and RTM LMPs. Data on actual aggregate CAISO load and its day-ahead forecasts was downloaded to support LMP forecasts. Tables (3.1) and (3.2) provide summary of day-ahead and real-time locational marginal prices and its components across four nodes. Further, Table (3.3) performs comparison between DAM and RTM LMPs for each node which is important for forming intuition about successful operating strategies when co-optimizing storage across day-ahead and real-time energy markets or participating in DAM energy and regulation markets where battery is exposed to RTM LMPs via real-time regulation dispatch.

In addition to price and load data obtained from CAISO OASIS, we also rely on sample automatic generation control signal (AGC) for 7/11/2010 - 7/17/2010 that was released as a part of regulation energy management for non-generator resources stakeholder process. One-week sample of actual AGC signal allowed us to form better understanding of real-time regulation dispatch. Figure (3.3) depicts aggregate CAISO AGC signal for 7/11/2010 where instantaneous dispatched power in MW is indicated by black line.
### Table 3.2: RTM LMPs Summary

<table>
<thead>
<tr>
<th></th>
<th>LAJOLLA_6_N001</th>
<th>VACADIX_1_N085</th>
<th>RIOHONDO_6_N001</th>
<th>KIFER_6_N001</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>µ</td>
<td>σ</td>
<td>µ</td>
<td>σ</td>
</tr>
<tr>
<td>LMP off</td>
<td>36.12 (12.71)</td>
<td>34.88 (11.2)</td>
<td>37.14 (17.09)</td>
<td>36.1 (11.54)</td>
</tr>
<tr>
<td>LMP on</td>
<td>49.24 (20.65)</td>
<td>43.64 (15.3)</td>
<td>48.25 (20.57)</td>
<td>47.22 (18.39)</td>
</tr>
<tr>
<td>ΔLMP&lt;sub&gt;RTM&lt;/sub&gt;</td>
<td><strong>13.11</strong> (20.98)</td>
<td><strong>8.76</strong> (14.24)</td>
<td><strong>11.11</strong> (22.16)</td>
<td><strong>11.12</strong> (17.75)</td>
</tr>
<tr>
<td>MCE off</td>
<td>-0.61 (7.06)</td>
<td>-0.8 (5.78)</td>
<td>0.7 (6.95)</td>
<td>-0.89 (6.21)</td>
</tr>
<tr>
<td>MCE on</td>
<td>1.46 (10.41)</td>
<td>-1.27 (8.1)</td>
<td>1.32 (8.61)</td>
<td>-0.42 (11.56)</td>
</tr>
<tr>
<td>ΔMCE&lt;sub&gt;RTM&lt;/sub&gt;</td>
<td><strong>2.07</strong> (11.42)</td>
<td><strong>-0.47</strong> (8.69)</td>
<td><strong>0.62</strong> (9.47)</td>
<td><strong>0.47</strong> (12.04)</td>
</tr>
<tr>
<td>MCC off</td>
<td>0.17 (0.69)</td>
<td>-0.69 (0.43)</td>
<td>-0.08 (0.34)</td>
<td>0.42 (0.47)</td>
</tr>
<tr>
<td>MCC on</td>
<td>0.78 (1.07)</td>
<td>-1.24 (0.92)</td>
<td>0.02 (0.6)</td>
<td>0.65 (0.81)</td>
</tr>
<tr>
<td>ΔMCC&lt;sub&gt;RTM&lt;/sub&gt;</td>
<td><strong>0.61</strong> (0.8)</td>
<td><strong>-0.55</strong> (0.74)</td>
<td><strong>0.1</strong> (0.44)</td>
<td><strong>0.23</strong> (0.6)</td>
</tr>
<tr>
<td>MCL off</td>
<td>0.11 (0.65)</td>
<td>-0.002 (0.38)</td>
<td>-0.08 (0.24)</td>
<td>0.04 (0.36)</td>
</tr>
<tr>
<td>MCL on</td>
<td>0.53 (1.05)</td>
<td>-0.21 (0.74)</td>
<td>-0.04 (0.47)</td>
<td>-0.17 (0.66)</td>
</tr>
</tbody>
</table>

### Table 3.3: LMP differences across DAM and RTM

<table>
<thead>
<tr>
<th></th>
<th>LAJOLLA_6_N001</th>
<th>VACADIX_1_N085</th>
<th>RIOHONDO_6_N001</th>
<th>KIFER_6_N001</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>µ</td>
<td>σ</td>
<td>µ</td>
<td>σ</td>
</tr>
<tr>
<td>ΔLMP&lt;sub&gt;DAM-RTM&lt;/sub&gt;</td>
<td>2.02 (11.19)</td>
<td>2.21 (9.38)</td>
<td>1.33 (16.14)</td>
<td>2.31 (9.83)</td>
</tr>
<tr>
<td>ΔLMP&lt;sub&gt;DAM-RTM&lt;/sub&gt;</td>
<td><strong>3.09</strong> (18.25)</td>
<td><strong>2.81</strong> (12.8)</td>
<td><strong>2.56</strong> (19.06)</td>
<td><strong>1.07</strong> (16.07)</td>
</tr>
<tr>
<td>ΔMCE&lt;sub&gt;DAM-RTM&lt;/sub&gt;</td>
<td>0.15 (7.08)</td>
<td>0.25 (5.82)</td>
<td>-0.39 (6.85)</td>
<td>0.41 (6.18)</td>
</tr>
<tr>
<td>ΔMCE&lt;sub&gt;DAM-RTM&lt;/sub&gt;</td>
<td>0.12 (10.99)</td>
<td>-0.26 (8.03)</td>
<td>0.08 (8.39)</td>
<td>-0.85 (11.54)</td>
</tr>
<tr>
<td>ΔMCC&lt;sub&gt;DAM-RTM&lt;/sub&gt;</td>
<td>0.11 (0.65)</td>
<td>-0.002 (0.38)</td>
<td>-0.08 (0.24)</td>
<td>0.04 (0.36)</td>
</tr>
<tr>
<td>ΔMCC&lt;sub&gt;DAM-RTM&lt;/sub&gt;</td>
<td>0.53 (1.05)</td>
<td>-0.21 (0.74)</td>
<td>-0.04 (0.47)</td>
<td>-0.17 (0.66)</td>
</tr>
</tbody>
</table>
and shaded blue and red areas between line and horizontal axis correspond to dispatched regulation down and up energy in MWh accordingly. The bounding regions above and below and horizontal axis correspond to total procured regulation up and down capacity. Hence, likelihood of regulation dispatch depends on whether AGC signal is below or above horizontal axis and the share of dispatched energy to total procured capacity for a particular hour.

![Dispatched versus Procured Aggregate CAISO Regulation, 7/11/2010](image)

Figure 3.3: Dispatched versus Procured Regulation for 7/11/2010

Figure (3.4) illustrates components of final regulation down (RD) dispatch likelihood, where for each hour we at first compute share of 4-sec intervals for which AGC signal is below zero (stem with a box) followed by a calculation of the ratio of mean dispatched energy to the height of the bounding box (stem with a cross), i.e. not all recipients of capacity payments will be called upon to regulate. Product of these two probabilities yields the final likelihood of dispatch (stem with a solid circle). The same procedure is followed in Figure (3.5) to compute regulation up dispatch likelihoods.

![Decomposition of Regulation Down (RD) dispatch likelihood for 7/11/2010](image)

Figure 3.4: Decomposition of Regulation Down (RD) dispatch likelihood for 7/11/2010
Figures (3.6)-(3.8) illustrate observed regulation dispatch likelihoods used in optimal operation exercises presented in Section 3.6. Use of actual observed dispatch likelihoods that vary within day instead of constant across day hypothetical values is an important contribution to understanding the variation in revenues associated with regulation markets and understanding of whether regulation dispatch settled at real-time prices amplifies or undermines revenues based on capacity payments alone.
3.5 Day-Ahead and Real-Time (DART) co-optimization

Assumption of known future prices is relaxed by forecasting clearing prices for day-ahead and real-time energy markets that are further used as inputs to our optimal commitment algorithm. However, we do retain an assumption that an electricity storage device under the consideration is sufficiently small not to affect clearing prices. Hence, under this price-taking assumption known and forecasted energy prices are independent of the quantities supplied/demanded by a given battery. In case of day-ahead regulation we contribute to existing literature by using actual real-time prices for regulation dispatch settlement, forecasted ASMPs, i.e. prices for regulation up/down capacity, and more realistic regulation dispatch likelihoods varying within day.

Existing literature has primarily focused on optimizing battery operation across day-ahead energy and ancillary services markets, where regulation up and down capacities are submitted jointly with energy commitments on the day-ahead basis. Optimizing charge/discharge schedules jointly over day-ahead and real-time markets requires one to account for differences in the commitment horizons and timelines for submission of energy bids and publication of clearing prices. Therefore, we at first discuss in detail CAISO’s energy market timelines and operational rules in Subsection (3.5.1) followed by formal exposition of the optimization approach in Subsection (3.5.3). We follow Byrne and Silva-Monroy (2012) for exposition of linear program formulation.

3.5.1 CAISO operational rules for electricity storage

The CAISO has two resource models that allow storage technologies to participate in the ancillary services and energy markets: pump storage and non-generator resource. Non-Generator Resource (NGR) can serve as both generation and load and can be dispatched to any operating level within their capacity range. Pump Storage resources consume energy when pumping water to higher elevation reservoirs, and...
then operate as generators when water is released back to lower reservoirs. The category of non-generator resources includes demand response (DR) and limited energy storage resources (LESRs). The assumptions on a hypothetical electricity storage device made in this paper fit well with LESR model that accommodates small electrochemical batteries. Consideration of pump storage would require more careful treatment of ramp rates since an assumption of instantaneous change in power output/input is not appropriate for such facilities. Further, examination of the spatial variation in the operational pattern and the value of the electricity storage across different pricing nodes is less relevant for pumped-hydro technology relying on unique geographic conditions.

The electricity storage participating in the CAISO’s markets as a NGR must satisfy participating load and generator agreements. A participating generator is able to sell and provide energy or ancillary services given a minimum power rating of 1 MW, i.e. $\bar{Q}_D, \bar{Q}_C \geq 0$. The NGRs have a continuous operating range, no startup, shutdown, minimum load or transition costs, which makes our simplified electricity storage model presented in Section 3.3 a good representation of actual operating environment. CAISO offers NGRs an option to participate in the Regulation Energy Management (REM), which awards resources four times the regulation capacity they can provide in 15 minutes with an option of purchasing offset energy in the real-time market. However, under REM option the electricity storage can participate only in the regulation market and discharge/charge decisions are subject to full CAISO control. Hence, we focus on an electricity storage device operating as a NGR without REM option in day-ahead and real-time energy markets.

### 3.5.2 CAISO day-ahead and real-time market timelines

In the DA market hourly energy supply (discharge) or demand (charge) quantities for 24 hours of the following trading day (TD+1) must be committed by 10:00 of the current trading day (TD) as shown in Figure 3.9. The DA prices for every hour of (TD+1) are published at 13:00 of TD. Real-time market occurs on the hourly basis requiring the electricity storage operator to commit discharge quantities at least 75 minutes prior to the start of the trading hour (TH) when physical delivery is due. The RT energy price for TH is published 45 min prior to the start of TH.

To operationalize enforcement of RT and DA market timelines within linear program presented in Subsection 3.5.3 let index $j = 1, \ldots, T$ indicate an hour within timeframe of our forecasting/evaluation exercise. For example, as described in Section 3.6 we optimize electricity storage operation and forecast DA and RT prices for 17520 hours in 2013 and 2014. Hence, $j = 1$ corresponds to 00:00-01:00 on Jan 1st 2013 and $j = 730 \cdot 24$ corresponds to 23:00-24:00 on Dec 31st 2014. At 10:00 on each trading day the
Figure 3.9: Market timelines

Note: Above market timelines are consistent with CAISO’s market design as presented in BPM (2015).

storage operator extends device’s commitment in the DA market by 24 hours. Therefore, by the end of hour $j$ commitment horizon in the DA market extends to $H_{da}^c(j)$ as indicated in Eq.(3.5.1). The DA market prices for every hour of the following day are posted at 13:00 of the current day. Hence, by the end of hour $j$ day-ahead information horizon extends to $H_{da}^i(j)$, as presented in Eq. (3.5.2). As demonstrated in Figure 3.10 day-ahead information horizon lags behind day-ahead commitment horizon during 10th, 11th, 12th and 13th hours of the day.

$$H_{da}^c(j) = \begin{cases} 
\lfloor \frac{j}{24} \rfloor & \text{if } (j \mod 24) \leq 9 \\
\lfloor \frac{j}{24} \rfloor + 1 & \text{if } (j \mod 24) \geq 10 \\
\lfloor \frac{j}{24} \rfloor + \lfloor \frac{j}{24} \rfloor + 1 & \text{if } (j \mod 24) = 0 \\
\lfloor \frac{j}{24} \rfloor + 24 & \text{if } (j \mod 24) = 24 
\end{cases}$$ (3.5.1)

$$H_{da}^i(j) = \begin{cases} 
\lfloor \frac{j}{24} \rfloor & \text{if } (j \mod 24) \leq 13 \\
\lfloor \frac{j}{24} \rfloor + 1 & \text{if } (j \mod 24) \geq 14 \\
\lfloor \frac{j}{24} \rfloor + 24 & \text{if } (j \mod 24) = 0 \\
\lfloor \frac{j}{24} \rfloor + 24 & \text{if } (j \mod 24) = 24 
\end{cases}$$ (3.5.2)

Also, by the end of hour $j$ the electricity storage operator must commit RT energy for hour $(j + 2)$ and the CAISO publishes RT price for $(j + 1)$. Therefore, RT information and commitment horizons are $H_{rt}^i(j) = j + 1$ and $H_{rt}^c(j) = j + 2$ correspondingly.

### 3.5.3 A Linear Program

The problem of maximizing profits from an energy storage device participating in day-ahead and real-time energy markets, day-ahead regulation market and demand charge management application over the course of $T$ time periods can be formulated as a series of linear constrained optimization problems indexed by $j$ as shown in Eq.(3.5.3) along with energy and capacity commitment mechanism enforcing specific market timelines discussed in subsection (3.5.2). In a trivial case where a battery is optimized on an hourly basis and $T = 24$ only one day-ahead commitment problem is considered. However, in the case of multi-year optimal
operation studies a series of finite overlapping horizon problems are considered where the maximum length of optimization window is constrained by price forecast horizon.

For every hour \( j = 1, \ldots, T \) a linear function \(-f_j x_j\) is minimized subject to inequality constraint \( A_j x_j \leq b_j \), equality constraint, \( A_j^{eq} x_j = b_j^{eq} \), and the range for the choice variable, \( lb_j \leq x_j \leq ub_j \). At first, we describe elements of the linear programs for \( j = 10, 11, 33 \) prior to generalizing the notation for an arbitrary \( j \).

\[
\begin{align*}
\min_{x_j} \{-f_j x_j\} & \quad \text{s.t.} \\
A_j x_j & \leq b_j \\
A_j^{eq} x_j & = b_j^{eq} \\
lb_j & \leq x_j \leq ub_j
\end{align*}
\]

(3.5.3)

Recall from subsection (3.5.2) that by 10:00 of each trading day, i.e., any \( j \) such that \( \text{mod}(j, 24) = 10 \), the energy storage operator must commit energy and regulation capacity to each hour of the following day in DA market, energy to 12\(^{th}\) hour, i.e., \( j = 12 \), in the RT market and discharge quantities for the following trading day to mitigate demand charges for associated load/customer. Therefore, linear program at \( j = 10 \) must yield optimal energy and capacity quantities for \( j = 11, 12, \ldots, 48 \), subject to already committed energy. Hence, the relevant optimization interval spans 38 hours. By utilizing timing function in Eq.(3.5.1), length of the optimization interval associated with \( j \th \) linear program is equal \( K_j = H_{da}'(j) - j \). Figure (3.11) illustrates the 38-hour optimization interval associated with \( j = 10 \), where expected net energy quantities committed to DA and RT energy markets are denoted by \( Q_j^{da} \) and \( Q_j^{rt} \) accordingly. Note that energy commitment associated with real-time regulation dispatch is accounted for as well based on expected likelihoods of dispatch. Recognize
that within the relevant optimization interval, \( Q_{11}^{da}, Q_{12}^{da}, \ldots, Q_{24}^{da} \), are already committed to DA market and \( Q_{11}^{rt} \) is committed to RT market. In Figure (3.11) committed net energy quantities are boxed.

**Note:** Boxed \( \hat{Q}^{da}_j \) and \( \hat{Q}_{j}^{rt} \) indicate already committed net energy quantities. Quantities \( Q_{j}^{da} \) and \( Q_{j}^{rt} \) will be reoptimized in the subsequent DART iterations prior to commitment.

Eq. (3.3.1) provides a general model for the path of energy stored given net energy charged/discharged in period \( t \). Eq.(3.5.4) decomposes energy charge/discharge by corresponding market or application, where \( q_{t}^{da}, q_{t}^{rt} \) and \( \gamma_{t}^{rd} \) indicate energy charged via day-ahead and real-time energy markets, and by providing regulation down service. When energy storage operator commits day-ahead \( q_{t}^{rd} \) MWh of battery capacity available for charge during hour \( t \) only \( \gamma_{t}^{rd} \) is actually charged in real-time. The components of net energy discharged are energy sales in day-ahead and real-time markets, \( \hat{q}_{t}^{da} \) and \( \hat{q}_{t}^{rt} \), share of committed regulation up capacity actually dispatched by ISO in real-time, i.e. \( \gamma_{t}^{da} \hat{q}_{t}^{da} \), and energy committed to demand charge management, \( \hat{q}_{t}^{dcm} \). Restricting demand charge management to discharges only forces energy charge needed to support peak-shaving to come from DAM energy market. Note that this is different from load shaping where customer’s load is increased during off-peak hours not affecting total monthly energy charge but reducing the demand charge. We force day-ahead commitment onto demand charge management discharges. Time subscripts on parameters \( \gamma_{t}^{da} \) and \( \gamma_{t}^{rd} \) allow one to accommodate different likelihoods of regulation dispatch depending on the hour of the day, e.g. regulation need and hence real-time dispatch is significantly lower during off-peak hours.

\[
S_t = \gamma_{t} S_{t-1} + \gamma_{t} \left( \hat{q}_{t}^{da} + \hat{q}_{t}^{rt} + \gamma_{t}^{rd} \hat{q}_{t}^{rd} \right) - \left( q_{t}^{da} + q_{t}^{rt} + \gamma_{t}^{da} q_{t}^{da} + q_{t}^{dcm} \right) \quad (3.5.4)
\]

Application/market-specific quantities in Eq.(3.5.4) are mapped to aggregate expected day-ahead and real-time energy, i.e. \( Q_{j}^{da} \) and \( Q_{j}^{rt} \), in Figure (3.11) as follows, \( Q_{j}^{da} = \hat{q}_{j}^{da} + q_{j}^{da} + \gamma_{j}^{rd} q_{j}^{rd} + \gamma_{j}^{da} q_{j}^{da} + q_{j}^{dcm} \) and \( Q_{j}^{rt} = \hat{q}_{j}^{rt} + q_{j}^{rt} \). We proceed to describe elements of the linear program associated with \( j = 10 \). The choice variable, \( x_{10} \), is a column vector in Eq. (3.5.5) consisting of \( 3 \cdot 38 \times 1 \) block of charge and \( 4 \cdot 38 \times 1 \)
One can recognize a pattern in Eqs. (3.5.7) such that of Eq. (3.5.4) given initial state of charge. To express state of charge constraint in a convenient matrix multiplication form at first consider two iterations constrained between 0 and 1 MW.

For every hour $t$ constraints on the state of charge and net energy charged/discharged must hold, i.e. $S \leq S_t \leq \hat{S}, \ C^C \leq q^d_t + \gamma^r q^r_t \leq \hat{C}$ and $Q^D \leq q^d_t + q^r_t + \gamma^u q^u_t \leq \hat{Q}^D$, where constraint boundaries were defined in Section (3.3). We can further define upper and lower bounds on elements of vector $x_{10}$, such that $lb_{10} \leq x_{10} \leq ub_{10}$. Restriction on the values of choice variables, i.e. elements of $x_{10}$, ensures that resource is not dispatched beyond its power rating, which is possible when only net energy charge/discharge constrains are enforced. For example, energy operator participating only in day-ahead regulation market with expectation of 0.1 real-time regulation down dispatch may bid 10MW into the market which would produce expected charge of 1 MWh. However, regulation market is a capacity market where procured service is the ability to provide committed power rating. Therefore, expected charge of 1MWh of energy must be performed at 10MW power level for only 6 minutes, which is not feasible if battery’s charge/discharge power rating is constrained between 0 and 1 MW.

$$lb_{10} = \begin{bmatrix} C_{1 \times 38}^C & D_{1 \times 38}^D \end{bmatrix}^T, \quad ub_{10} = \begin{bmatrix} C_{1 \times 38}^C & D_{1 \times 38}^D \end{bmatrix}^T$$

(3.5.6)

To express state of charge constraint in a convenient matrix multiplication form at first consider two iterations of Eq.(3.5.4) given initial state of charge $S_{10}$.

$$S_{11} = S_{10} + \gamma (q^d_1 + q^r_1 + \gamma^u q^u_1) - (q^{dA}_1 + q^{RA}_1 + \gamma^u q^{RA}_1 + q^{Rdcm}_1)$$

$$S_{12} = S_{10} + \gamma (q^d_1 + q^r_1 + \gamma^u q^u_1) - (q^{dA}_1 + q^{RA}_1 + \gamma^u q^{RA}_1 + q^{Rdcm}_1) + \ldots$$

(3.5.7)

One can recognize a pattern in Eqs.(3.5.7) such that $\begin{bmatrix} S_{11}, \ S_{12}, \ldots, S_{48} \end{bmatrix}^T = A'_{10} x_{10} + S_{10} \hat{B}$ where $A'_{10} = \begin{bmatrix} \gamma \hat{A}, \ \gamma \hat{A}, \ \gamma \hat{A} R^d, \ -\hat{A}, \ -\hat{A}, \ -\hat{A} R^u, \ -\hat{A} \end{bmatrix}$.
Eqs. (3.5.8) to (3.5.10).

\[
\hat{A} = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
\gamma_s & 1 & 0 & \cdots & 0 \\
\gamma_s^2 & \gamma_s & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\gamma_s^{37} & \gamma_s^{36} & \gamma_s^{35} & \cdots & 1
\end{bmatrix} \in \mathbb{R}^{38 \times 38} \tag{3.5.8}
\]

\[
\hat{B} = \begin{bmatrix}
\gamma_s & \gamma_s^2 & \cdots & \gamma_s^{37} & \gamma_s^{38}
\end{bmatrix}
\tag{3.5.9}
\]

\[
R^d = \begin{bmatrix}
\gamma_{11}^d, & \cdots, & \gamma_{48}^d
\end{bmatrix} I_{38 \times 38} \quad R^u = \begin{bmatrix}
\gamma_{11}^u, & \cdots, & \gamma_{48}^u
\end{bmatrix} I_{38 \times 38} \tag{3.5.10}
\]

Inequality constraint \(A_{10} \leq b_{10}\) is formed by combining state of charge and net energy charge/discharge constraints as indicated in Eqs. (3.5.11) below,

\[
\begin{align*}
S_t \leq \bar{S}, \\
-S_t \leq -\bar{S}, \\
\left(\hat{q}_{\alpha t}^d + \hat{q}_{\alpha t}^r + \gamma_s^{\hat{q}^{\alpha d}} \hat{q}_{\alpha t}^d\right) & \leq \bar{Q}^C, \\
-\left(\hat{q}_{\alpha t}^d + \hat{q}_{\alpha t}^r + \gamma_s^{\hat{q}^{\alpha d}} \hat{q}_{\alpha t}^d\right) & \leq -\bar{Q}^C, \\
\left(\hat{q}_{\alpha t}^d + \hat{q}_{\alpha t}^r + \gamma_s^{\hat{q}^{\alpha u}} \hat{q}_{\alpha t}^u\right) & \leq \bar{Q}^D, \\
-\left(\hat{q}_{\alpha t}^d + \hat{q}_{\alpha t}^r + \gamma_s^{\hat{q}^{\alpha u}} \hat{q}_{\alpha t}^u\right) & \leq -\bar{Q}^D.
\end{align*} \tag{3.5.11}
\]

Expressions for \(A_{10}\) and \(b_{10}\) are provided in Eqs. (3.5.12) and (3.5.13) below, where identity and zero matrices are such that \(I, 0 \in \mathbb{R}^{38 \times 38}\).

\[
A_{10} = \begin{bmatrix}
\gamma_s \hat{A} & \gamma_s \hat{A} & \gamma_s \hat{A} R^d & -\hat{A} & -\hat{A} & -\hat{A} R^u & -\hat{A} \\
-\gamma_s \hat{A} & -\gamma_s \hat{A} & -\gamma_s \hat{A} R^d & \hat{A} & \hat{A} & R^u & \hat{A} \\
I & I & I & 0 & 0 & 0 & 0 \\
-I & -I & -I & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & I & I & I & I \\
0 & 0 & 0 & -I & -I & -I & -I
\end{bmatrix} \tag{3.5.12}
\]

\[
b_{10} = \begin{bmatrix}
\gamma_s \hat{b}_{\alpha t}^d & \gamma_s \hat{b}_{\alpha t}^r & \gamma_s \hat{b}_{\alpha t}^{\hat{q}^{\alpha d}} & -\hat{b}_{\alpha t} & -\hat{b}_{\alpha t} & -\hat{b}_{\alpha t}^{\hat{q}^{\alpha u}} & -\hat{b}_{\alpha t}
\end{bmatrix} \tag{3.5.13}
\]
Equality constraint $A_{10}^{eq} = b_{10}^{eq}$ is associated with enforcement of already existing commitments and any binding institutional requirements. Hence, at $j = 10$ energy/capacity quantities are committed in the day-ahead market up to $j = 24$ and in the RT market up to $j = 11$. More generally, linear program at $j$ will observe DA commitments up to $H^{24}_{e}(j - 1)$ and RT commitments up to $j + 1$, which will result in $H^{24}_{e}(j - 1) - j$ equality constrains in DA and one equality constraint in the RT market. Further, CAISO operational rules do not allow purchases of energy in the RT market, hence forcing $q_{rt}^j = 0$ for $j = 11, \ldots, 48$. 

\[
A_{10}^{eq} = \begin{bmatrix}
I_{14 \times 14} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} \\
0_{14 \times 14} & 1_{14 \times 14} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} \\
0_{14 \times 38} & 0_{14 \times 38} & 1_{14 \times 14} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} \\
0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 1_{14 \times 14} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} \\
0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 1_{14 \times 14} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} \\
0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 1_{14 \times 14} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} \\
0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 1_{14 \times 14} & 0_{14 \times 38} & 0_{14 \times 38} \\
0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 1_{14 \times 14} & 0_{14 \times 38} \\
0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 0_{14 \times 38} & 1_{14 \times 14}
\end{bmatrix} \begin{bmatrix}
(\bar{q}_{11}^{da} + \bar{q}_{11}^{ct})^- & \cdots & (\bar{q}_{24}^{da} + \bar{q}_{24}^{ct})^-
\end{bmatrix}^T \quad (3.5.13)
\]

\[
B_{10}^{eq} = \begin{bmatrix}
(\bar{q}_{11}^{da} + \bar{q}_{11}^{ct})^+ & \cdots & (\bar{q}_{24}^{da} + \bar{q}_{24}^{ct})^+
\end{bmatrix}^T
\]

\[
\begin{bmatrix}
0_{38 \times 1} \\
\bar{q}_{11}^{ct}, \ldots, \bar{q}_{24}^{ct} \\
\bar{q}_{11}^{da}, \ldots, \bar{q}_{24}^{da} \\
(\bar{q}_{11}^{ct} + \bar{q}_{11}^{ct})^+ \\
\bar{q}_{11}^{ct}, \ldots, \bar{q}_{24}^{ct} \\
\bar{q}_{11}^{da}, \ldots, \bar{q}_{24}^{da}
\end{bmatrix} \quad (3.5.15)
\]

We proceed with formulation of objective function in Eq.(3.5.16), where $P^{da}$ and $P^{rt}$ are day-ahead
and real-time energy prices in $/MWh, \( P_{t}^{rd} \) and \( P_{t}^{ru} \) are day-ahead regulation capacity payments in $/MW and \( P_{t}^{dcm} \) equal to savings from mitigating demand charge per MWh of energy committed. It is important to note one notational convention that simplifies presentation of above linear program, where units of \( \tilde{q}_{j}^{rd} \) and \( \tilde{q}_{j}^{ru} \) are MWh not MW, meaning that in an hourly settlement capacity market bidding total energy of \( \tilde{q} \) (MWh) that will be delivered at constant power for an hour is equivalent to a capacity bid \( \frac{\tilde{q}}{t \text{ hour}} \). Hence, definition of \( \tilde{q}_{j}^{rd} \) and \( \tilde{q}_{j}^{ru} \) as maximum quantities of energy that can be dispatched at a constant power still allows one to compute capacity payments from \( P_{t}^{rd} \tilde{q}_{j}^{rd} \) and \( P_{t}^{ru} \tilde{q}_{j}^{ru} \) without need for unit conversion. Further, \( \hat{C} \) and \( \check{C} \) are non-energy costs of discharging and charging in $/MWh, e.g. cost of labor and maintenance. Recall, that all energy related costs of performing charge and discharge by construction are internalized in value of charge efficiency \( \gamma \) as presented in Figure (3.2).

\[
\Pi_{0} = \sum_{t=1}^{T} \left[ -(P_{11}^{da} + \hat{C})q_{11}^{da} - (P_{t}^{rt} + \check{C})\tilde{q}_{t}^{rt} + (P_{t}^{rd} - \tilde{q}_{t}^{rd})(P_{t}^{rt} + \check{C})\tilde{q}_{t}^{rd} + \left( P_{t}^{da} - \hat{C} \right) \tilde{q}_{t}^{da} + (P_{t}^{rt} - \hat{C})\tilde{q}_{t}^{rt} + (P_{t}^{ru} + \check{C})(P_{t}^{rt} + \check{C})\tilde{q}_{t}^{ru} + \left( P_{t}^{dcm} + \check{C} \right) \tilde{q}_{t}^{dcm} \right] \tag{3.5.16}
\]

The linear function \( f_{10} \) such that \(-\Pi_{10} = -f_{10}x_{10}\) is presented in Eq.(3.5.17) below. Note that negative signs appear in front of prices used for settlement of charged quantities because in Eq.(3.5.6) all elements of \( x_{10} \) are constrained to a positive range independent of either charge or discharge.

\[
f_{10} = \begin{bmatrix}
-P_{11}^{da} + \check{C} & \ldots & -P_{48}^{da} + \check{C} \\
-P_{11}^{rt} + \hat{C} & \ldots & -P_{48}^{rt} + \hat{C} \\
-P_{11}^{rd} + \gamma_{11}^{d}(P_{11}^{rt} + \hat{C}) & \ldots & -P_{11}^{rd} + \gamma_{48}^{d}(P_{48}^{rt} + \hat{C}) \\
-P_{11}^{da} + \check{C} & \ldots & -P_{48}^{da} + \check{C} \\
-P_{11}^{rt} + \hat{C} & \ldots & -P_{48}^{rt} + \hat{C} \\
-P_{11}^{ru} + \check{C} & \ldots & -P_{48}^{ru} + \gamma_{48}^{u}(P_{48}^{rt} + \hat{C}) \\
-P_{11}^{dcm} + \check{C} & \ldots & -P_{48}^{dcm} + \check{C}
\end{bmatrix} \tag{3.5.17}
\]

Once optimal charge/discharge vector \( x_{10}^{*} \) is obtained,

\[
Q_{12}^{r} = \tilde{q}_{12}^{r} + \check{q}_{12}^{r} \quad \text{and} \quad \left\{ Q_{j}^{da} = \tilde{q}_{j}^{da} + \check{q}_{j}^{da} + \gamma_{j}^{d} q_{j}^{rd} + \gamma_{j}^{u} q_{j}^{ru} + \check{q}_{j}^{dcm} \mid j = 25, \ldots, 48 \right\}
\]

are committed to RT and DA energy markets, and \( \tilde{q}_{j}^{rd} \) and \( \check{q}_{j}^{ru} \) for \( j = 25, \ldots, 48 \) are committed capacities to regulation down and up markets. Figure (3.12) associated with linear program at \( j = 11 \) incorporates energy commitments produced at \( j = 10 \) as indicated by boxed net quantities.

For \( j = 11, 12, \ldots, 33 \) day-ahead commitment horizon remains constant at 48. Hence, the length of
the optimization window shrinks from the maximum of 38 hours for \( j \) such that \( (j \mod 24) = 10 \) to 14 for \( j \) such that \( (j \mod 24) = 9 \), as shown in Figures (3.11) and (3.13). Figure (3.10) provides good visual intuition of the real-time market commitment horizon “catching up” with a stepwise day-ahead commitment horizon.

This section provides analytical framework for a “stacked” set of applications including participation in day-ahead and real-time energy markets, day-ahead capacity market and demand charge management application. However, one can apply the same framework to subsets of these applications by reducing the size of the choice variable vector \( x \) and reformulating constraints appropriately. Commitment mechanism is simplified significantly if energy storage participates in day-ahead markets only since commitments are performed in 24-hour blocks without rolling real-time horizon. For an arbitrary hour \( j \) the length of the optimization window is \( K_j = H_{c}^{da}(j) - j \) and energy storage operator has already committed DA energy up to \( H_{c}^{da}(j - 1) \) resulting in \( n_{da} = H_{c}^{da}(j - 1) - j \) equality constraints. Therefore, one can use \( K_j \) and \( n_{da} \) to appropriately adjust dimensions of elements of the linear program presented above.

### 3.5.4 Forecasts to support valuation via DART

To operationalize DART co-optimization we need to forecast prices within relevant optimization horizon for \( j \)th linear program. Figure 3.14 illustrates key forecasting environments at \( j \) such that \( (j \mod 24) = 10 \), \( (j \mod 24) = 13 \) and \( (j \mod 24) = 9 \). At 10:00 of every trading day storage operator commits
charge/discharge schedule to DA market. For example, if storage operator expects on-peak RT prices to be higher than on-peak DA price, then the discharge of the energy purchased during off-peak hours of DA is postponed till RT market.

The middle panel in Figure 3.14 illustrates publication of DA prices for the following trading day by the end of 13th hour of the current day. Therefore, a good forecast of real-time prices would use this information to refine location of the discharge hour in the RT market, given that the storage operator committed to selling energy in RT market. The updates of the real-time prices are unnecessary if the battery is committed to discharging in the DA market.

The bottom panel of Figure 3.14 indicates the shortest possible forecast horizon for real-time prices during hour \( j \) such that \( (j \mod 24) = 9 \), i.e. hour before DA energy commitments are due. However, short forecast horizon would be beneficial only if energy storage is committed to discharge in the RT market. Therefore, top panel of Figure 3.14 represents most critical forecast environment where forecasted reduced-form event (DA peak price is greater or lower than a RT peak), determines relevance of any further RT forecast refinements until the next DA market commitment deadline.
3.6 Results

In the subsections below we present revenues resulting from optimal operation exercises for individual and stacked applications resulting from participation in day-ahead and real-time energy and day-ahead regulation markets. We further examine variation in revenues with respect to battery parameters such as energy to power ratio (E/P) and charge efficiency ($\gamma_c$).

3.6.1 Energy Time-Shift via DAM

We observe the highest profits on per-MWh basis at LAJOLLA_6_N001 node with total revenues decreasing with respect to energy to power ratio (E/P) and increasing with charge efficiency, $\gamma_c$. Further, E/P normalized mileage indicated in column ‘M’ of Table (3.4) is decreasing with higher E/P ratios naturally indicating shallower discharges. Drop in normalized mileage from 4.1 to 2.3 between E/P=1 batteries operated at LAJOLLA_6_N001 as we decrease charge efficiency from $\gamma_c = 1$ to $\gamma_c = 0.8$ is due to rescaling effect that lower $\gamma_c$ values have on discharge price such that discharge during morning ramp, i.e. first intra-day local maximum, becomes sub-optimal and discharge is instead postponed till evening on-peak hours. This suggests that successful battery chemistries with high charge efficiencies (round-trip efficiency in engineering literature) will also exhibit high resistance to material deterioration associated with frequent cycling, i.e. high values of M.

Ordering of PNodes with respect to magnitude of $\Delta LMP_{DAM}$ spread between on-peak and off-peak DAM prices from Table (3.1) is preserved for DAM energy time-shift revenues across all E/P ratios and discharge efficiencies. Therefore, one can use simple summary statistics $\Delta LMP_{DAM}$ to compare DAM energy time-shift revenue potentials across different nodes. As we can see from Table (3.1) dominance of energy time-shift revenues at LAJOLLA_6_N001 is driven by MCC component that is typically negative during off-peak and positive during on-peak hours, hence adding node-specific $\Delta MCC_{DAM} = 2.04$ S/MWh to $\Delta MCE_{DAM} = 11.11$ S/MWh available to all pricing nodes.

3.6.2 Energy Time-Shift via DAM and RTM

Unlike participation in DAM energy market only, co-optimization across day-ahead and real-time markets allows for pure financial arbitrage opportunities. Hence, in Table 3.5 below each Total Revenue value we report percentages of financial and real revenues. Real revenues are associated with transactions
that change state of charge. Similarly to energy time-shift via DAM only, total revenues on a per-MWh basis are decreasing in E/P ratio and increasing in charge efficiency, $\gamma_c$. Recognize that share of financial relative to real revenues is decreasing as E/P ratio is increasing, which is driven by a fixed number of pure financial arbitrage opportunities identified by day-ahead and real-time LMP forecasts. Both total revenues (TR) in $/MWh of battery capacity and average revenues (AR, not-normalized by E/P) in Table (3.5) exceed those in Table (3.4). However, participation in RTM energy market in addition to DAM results in extreme variance of AR as indicated by standard errors reported in parentheses below daily averages. Mileage normalized by E/P is decreasing for larger batteries indicating shallower discharges.

Given CAISO’s operational rules restricting placement of energy demand bids in RTM, we expect charge during off-peak DAM price and discharge during on-peak RTM price to be an operating strategy added to energy time-shift via DAM only. Therefore, in addition to $\Delta \text{LMP}_{\text{DAM}}$ we should consider $\Delta \text{LMP}_{\text{DAM-RTM}}$ from Table (3.3). Differences between on-peak RTM and on-peak DAM LMPs across all PNodes on average are positive indicating that energy time-shift via DAM only strategy will dominate. Unlike total revenues in Table (3.5) preserving ordering of PNodes by $\Delta \text{LMP}_{\text{DAM}}$, energy time-shift revenues from participation in both RTM and DAM exhibit slightly different ordering such that RIOHONDO_6_N001 with the smallest $\Delta \text{MCC}_{\text{DAM-RTM}}$ is dominated by revenues from VACADIX_1_N085 and KIFER_6_N001 with -0.85 and -0.26 $\Delta \text{MCC}_{\text{DAM-RTM}}$ values indicating that RTM congestion dominates day-ahead congestion levels hence allowing additional revenues to be extracted by charging in DAM off-peak and discharging in RTM on-peak hours. However, negative $\Delta \text{MCC}_{\text{DAM-RTM}}$ for VACADIX_1_N085 and KIFER_6_N011 appear to be not sufficiently large to dominate $\Delta \text{LMP}_{\text{DAM}} = 14.18$ at LAJOLLA_6_N001.

### 3.6.3 DAM Energy and Regulation

Revenues for energy storage devices participating in both energy and capacity/regulation markets exceed those under energy time-shift via DAM only, or DAM and RTM, across all assumptions on likelihoods of real-time regulation dispatch examined in this chapter. Note that here we focus on energy versus capacity sources of revenues. However, purely financial energy transactions are not restricted and hence $T\text{R}^{\text{em}}$ is a sum of revenues associated with both physical/real and financial transactions. Unlike energy time-shift via DAM and RTM, standard errors on average daily revenues are modest and state of charge mileage (M) is significantly smaller. However, one must be very careful to always acknowledge that these observations are subject to specific assumptions on likelihood of regulation dispatch and any real-time imbalances, i.e. differences between expected and realized regulation dispatch. Tables (3.6), (3.7) and (3.8) in stated order
Intra-day state of charge mileage normalized by \( E/P \), e.g., two possible SoC paths corresponding to \( M=2 \) are assumed, Forecast model parameters were further re-estimated daily with an expanding window. No self-discharge is assumed. Data from 1/1/2012 - 12/31/2012 was used as an initial parameter estimation sample for price forecasts. With \( \text{armax6} \) forecasting method from Table (2.6) used for 24-hour-ahead forecasts of DAM energy prices. Note: Above performance is based on a two-year optimal dispatch exercise from 1/1/2012 to 12/31/2014 with \( \gamma = 1 \). Total Revenues (TR) are reported on per MWh basis. Column "M" indicates average intra-day state of charge mileage normalized by \( E/P \), e.g., two possible SoC paths corresponding to \( M=2 \) are \( \bar{S} \rightarrow \bar{S} \rightarrow \bar{S} \) and \( \frac{1}{2} (\bar{S} + \bar{S}) \rightarrow \bar{S} \rightarrow \frac{1}{2} (\bar{S} + \bar{S}) \rightarrow \bar{S} \rightarrow \frac{1}{2} (\bar{S} + \bar{S}) \). No constraints are enforced on intra-day SoC mileage.

<table>
<thead>
<tr>
<th>E/P</th>
<th>TR AR($) M</th>
<th>TR AR($) M</th>
<th>TR AR($) M</th>
<th>TR AR($) M</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \gamma = 1 )</td>
<td>( \gamma = 0.8 )</td>
<td>( \gamma = 0.6 )</td>
<td>( \gamma = 0.4 )</td>
</tr>
<tr>
<td>1</td>
<td>27,502</td>
<td>30.1</td>
<td>26,803</td>
<td>36.7</td>
</tr>
<tr>
<td>2</td>
<td>25,277</td>
<td>55.1</td>
<td>24,452</td>
<td>67.0</td>
</tr>
<tr>
<td>3</td>
<td>23,436</td>
<td>78.9</td>
<td>22,547</td>
<td>92.7</td>
</tr>
<tr>
<td>4</td>
<td>21,716</td>
<td>92.7</td>
<td>20,719</td>
<td>113.5</td>
</tr>
<tr>
<td>5</td>
<td>20,182</td>
<td>105.6</td>
<td>19,010</td>
<td>130.2</td>
</tr>
<tr>
<td>6</td>
<td>18,625</td>
<td>115</td>
<td>17,370</td>
<td>142.8</td>
</tr>
<tr>
<td>1</td>
<td>18,149</td>
<td>17.8</td>
<td>17,234</td>
<td>23.6</td>
</tr>
<tr>
<td>2</td>
<td>16,580</td>
<td>31.4</td>
<td>15,490</td>
<td>42.4</td>
</tr>
<tr>
<td>3</td>
<td>15,045</td>
<td>40.9</td>
<td>13,803</td>
<td>56.7</td>
</tr>
<tr>
<td>4</td>
<td>13,509</td>
<td>46.9</td>
<td>12,165</td>
<td>66.7</td>
</tr>
<tr>
<td>5</td>
<td>11,895</td>
<td>49.8</td>
<td>10,541</td>
<td>72.2</td>
</tr>
<tr>
<td>6</td>
<td>10,427</td>
<td>51.1</td>
<td>9,112</td>
<td>74.9</td>
</tr>
<tr>
<td>1</td>
<td>7,914</td>
<td>4.7</td>
<td>6,881</td>
<td>9.3</td>
</tr>
<tr>
<td>2</td>
<td>6,836</td>
<td>6.8</td>
<td>5,275</td>
<td>14.5</td>
</tr>
<tr>
<td>3</td>
<td>4,980</td>
<td>7.2</td>
<td>3,809</td>
<td>15.7</td>
</tr>
<tr>
<td>4</td>
<td>3,929</td>
<td>7.4</td>
<td>2,937</td>
<td>16.1</td>
</tr>
<tr>
<td>5</td>
<td>3,167</td>
<td>7.6</td>
<td>2,363</td>
<td>16.2</td>
</tr>
<tr>
<td>6</td>
<td>2,644</td>
<td>7.6</td>
<td>1,969</td>
<td>16.2</td>
</tr>
</tbody>
</table>

\[ \text{Note: Above performance is based on a two-year optimal dispatch exercise from 1/1/2012 to 12/31/2014 with armax6 forecasting method from Table (2.6) used for 24-hour-ahead forecasts of DAM energy prices. Data from 1/1/2012 - 12/31/2012 was used as an initial parameter estimation sample for price forecasts. Forecast model parameters were further re-estimated daily with an expanding window. No self-discharge is assumed, } \gamma = 1. \text{ Total Revenues (TR) are reported on per MWh basis. Column 'M' indicates average intra-day state of charge mileage normalized by } E/P, \text{ e.g., two possible SoC paths corresponding to } M=2 \text{ are } \bar{S} \rightarrow \bar{S} \rightarrow \bar{S} \text{ and } \frac{1}{2} (\bar{S} + \bar{S}) \rightarrow \bar{S} \rightarrow \frac{1}{2} (\bar{S} + \bar{S}) \rightarrow \bar{S} \rightarrow \frac{1}{2} (\bar{S} + \bar{S}). \text{ No constraints are enforced on intra-day SoC mileage.} \]
## Table 3.5: Energy Time-Shift via DAM and RTM

<table>
<thead>
<tr>
<th></th>
<th>LAJOLLA_6_NOP1</th>
<th>VACADIX_1_NOP58</th>
<th>RIOHONDO_6_NOP1</th>
<th>KIFER_6_NOP1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>E/P</strong></td>
<td>[fin,real]</td>
<td>[fin,real]</td>
<td>[fin,real]</td>
<td>[fin,real]</td>
</tr>
<tr>
<td><strong>AR($) M</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \gamma = 1 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>133,901</td>
<td>183.7</td>
<td>137,672</td>
<td>188.9</td>
</tr>
<tr>
<td></td>
<td>(93.32) 4.9</td>
<td></td>
<td>(100.65) 4.9</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>59,028</td>
<td>216.3</td>
<td>58,346</td>
<td>240.1</td>
</tr>
<tr>
<td></td>
<td>(93.52) 3.8</td>
<td></td>
<td>(100.70) 3.9</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>37,63</td>
<td>242.9</td>
<td>40,60</td>
<td>201.3</td>
</tr>
<tr>
<td></td>
<td>(93.65) 3.3</td>
<td></td>
<td>(100.79) 3.3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>48,32</td>
<td>265.2</td>
<td>47,182</td>
<td>258.9</td>
</tr>
<tr>
<td></td>
<td>(93.85) 3</td>
<td></td>
<td>(100.93) 3</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>24,76</td>
<td>287</td>
<td>26,74</td>
<td>204.7</td>
</tr>
<tr>
<td></td>
<td>(100.00) 2.7</td>
<td></td>
<td>(100.96) 2.7</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>36,159</td>
<td>297.6</td>
<td>34,823</td>
<td>286.6</td>
</tr>
<tr>
<td></td>
<td>(101.21) 2.5</td>
<td></td>
<td>(101.07) 2.5</td>
<td></td>
</tr>
<tr>
<td>( \gamma = 0.8 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>87,895</td>
<td>120.6</td>
<td>93,567</td>
<td>128.3</td>
</tr>
<tr>
<td></td>
<td>(97.93) 2.9</td>
<td></td>
<td>(91.12) 2.7</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>53,981</td>
<td>148.1</td>
<td>55,670</td>
<td>152.7</td>
</tr>
<tr>
<td></td>
<td>(83.55) 2.5</td>
<td></td>
<td>(84.66) 2.4</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>41,405</td>
<td>170.4</td>
<td>41,804</td>
<td>172</td>
</tr>
<tr>
<td></td>
<td>(83.60) 2.3</td>
<td></td>
<td>(96.47) 2.2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>34,426</td>
<td>188.9</td>
<td>33,947</td>
<td>163</td>
</tr>
<tr>
<td></td>
<td>(83.10) 2.1</td>
<td></td>
<td>(99.47) 2.2</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>24,425</td>
<td>201.8</td>
<td>28,609</td>
<td>196.2</td>
</tr>
<tr>
<td></td>
<td>(94.96) 2.2</td>
<td></td>
<td>(100.96) 1.9</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>25,628</td>
<td>210.9</td>
<td>24,682</td>
<td>203.2</td>
</tr>
<tr>
<td></td>
<td>(96.48) 1.8</td>
<td></td>
<td>(101.68) 1.7</td>
<td></td>
</tr>
<tr>
<td>( \gamma = 0.6 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>56,887</td>
<td>78</td>
<td>64,668</td>
<td>88.7</td>
</tr>
<tr>
<td></td>
<td>(81.17) 1.8</td>
<td></td>
<td>(74.49) 1.7</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>33,857</td>
<td>98.4</td>
<td>39,223</td>
<td>107.6</td>
</tr>
<tr>
<td></td>
<td>(71.77) 1.6</td>
<td></td>
<td>(92.67) 1.5</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>26,999</td>
<td>111.1</td>
<td>28,673</td>
<td>118</td>
</tr>
<tr>
<td></td>
<td>(76.00) 1.4</td>
<td></td>
<td>(95.41) 1.2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>21,733</td>
<td>119.3</td>
<td>22,395</td>
<td>122.9</td>
</tr>
<tr>
<td></td>
<td>(80.00) 1.2</td>
<td></td>
<td>(95.66) 1.2</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>18,113</td>
<td>124.2</td>
<td>18,596</td>
<td>127.5</td>
</tr>
<tr>
<td></td>
<td>(92.99) 1</td>
<td></td>
<td>(100.00) 0.9</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>15,422</td>
<td>126.9</td>
<td>15,701</td>
<td>129.2</td>
</tr>
<tr>
<td></td>
<td>(94.87) 0.9</td>
<td></td>
<td>(100.60) 0.8</td>
<td></td>
</tr>
</tbody>
</table>
| **Note:** Above results are based on a two-year optimal dispatch exercise from 1/1/2013-12/31/2014, with armax6 method from Table (2.6) used for 24-hour ahead DAM and hourly RTM price forecasts, and hour-ahead RTM forecasts, with daily parameter re-estimation and 1/1/2012-12/31/2012 used as an initial estimation sample. DAM and RTM energy prices are treated as two separate data generating processes and hence forecasted separately. Financial and physical components of total revenues are reported on per-MWh basis. Energy storage is constrained not to charge in RTM. Computation of intra-day E/P normalized mileage is the same as in Table (3.4).
examine the following assumptions on regulation dispatch probabilities:

1. Symmetric and fixed within and across days, $\gamma^u = \gamma^d$ for all hours $t$ within optimal operation exercise,

2. Asymmetric and fixed within and across days, $\gamma^u_{t_1} = \gamma^d_{t_2}$, $\gamma^u_{t_1} = \gamma^d_{t_2}$, $\gamma^u_{t_1} \neq \gamma^d_{t_2}$ $\forall t_1, t_2$,

3. Observed likelihoods for a specific day are replicated for each day within optimal operation exercise, $\gamma^u_{h_{t_1}} = \gamma^d_{h_{t_2}}$ and $\gamma^d_{h_{t_1}} = \gamma^u_{h_{t_2}}$ for any day $t_1$ and $t_2$, but $\gamma^u_{h_{t_1}} \neq \gamma^u_{h_{t_2}}$ and $\gamma^d_{h_{t_1}} \neq \gamma^d_{h_{t_2}}$ $\forall t$ and $h_{t_1}, h_{t_2} \in [1, 2, \ldots, 24]$,

where in none of the scenarios we consider real-time penalties if realized signal deviates from expected $\gamma^u$ and $\gamma^d$.

Figure (3.15) illustrates the reason for which “stacking” participation in energy and regulation markets dramatically increases expected revenues. Figure (3.15) describes battery’s optimal DAM energy and regulation bids for 5/4/2013 submitted by 10am on 5/3/2013 given forecasted DAM LMP at LAJOLLA_6_N001 pricing node and ASMPs for regulation at AS_CAISO_EXP regulation zone. Forecasted energy and capacity prices are indicated by dotted lines in panels (c) and (d) accordingly. The resulting optimal power bids are presented in panel (a) where battery symmetrically bids 1MW into both regulation up and down except for 0 MW bid at hour 19 and net regulation up bids at hours 5 and 6. Given assumption of symmetric $\gamma^u = \gamma^d = 0.1$ and no real-time imbalances the battery operator is receiving capacity payments for both regulation up (RU) and regulation down (RD) for hours 1-4, 7-18, 20-24. Forecasted capacity payments alone amount to $230.19 for a single day which exceeds an intraday DAM LMP spread of $63.79 in an ideal case of perfect foresight (forecasted difference between off-peak and on-peak LMP is $53.69). Note that battery still performs energy time-shift. At hour 5 battery is committed to charging 1 MWh in DAM and also is committed to 1 MW of upward regulation with $\gamma^u = 0.1$ resulting in net charge of 0.9 MWh. This is captured in panel (b) where SoC increases from 0 to 0.9MWh between hours of 5 and 6. Additional 0.1MWh are obtained by placing a combination of 0.112 MWh DAM energy charge bid and net regulation up bid of 0.12 MW. Again given that $\gamma^u = 0.1$, this transaction yields additional 0.112MW $h - 0.1(0.12MW h) = 0.1MW h$ of energy. Battery is discharged at hour 19, which is not forecasted intra-day maximum LMP. The reason for not discharging at hour 18 is due to combined RU and RD hour 18 capacity payment exceeding symmetric capacity payment for hour 19 by a quantity greater than a difference between energy time-shift revenues from discharging at 19th versus 19th hour. Hence, DAM energy discharge is postponed by 1 hour to the 2nd highest forecasted intra-day LMP.

In Table (3.6) revenues were computed from two-year optimal dispatch exercise 1/1/2013 - 12/31/2014, where 24-hour ahead forecasts of both node-specific DAM LMPs and DAM ASMPS for reg-
Figure 3.15: One-day energy and regulation dispatch, 5/4/2013

**Note:**
(a) hourly energy and regulation capacity bids; (b) path of state of charge in MWh consistent with bids in (a); (c) forecasted and actual day-ahead LMPs at LAJOLLA_6_N001 pricing node; (d) forecasted and actual ancillary service marginal prices (ASMPs) for upward and downward regulation reported for AS_CAISO_EXP regulation region. Assumed regulation dispatch probabilities are $\gamma^u = \gamma^d = 0.1$. 
ulation up and down at AS_CAISO_EXP were forecasted with armax6 from Table (2.6). Forecasts were produced with daily re-estimation and data from 1/1/2012-12/31/2012 used as initial estimation sample. Probabilities of regulation dispatch are symmetric and assumed to be constant across all hours within a two-year exercise. Energy charged/discharged based on regulation down/up dispatch was settled at node-specific hourly RTM LMPs. Actual probability of real-time regulation dispatch is assumed to be exactly equal to expected probabilities, $\gamma^u$ and $\gamma^d$, hence no additional real-time energy imbalance cost. In Table (3.6) revenues on per-MWh basis are increasing in $\gamma^u, \gamma^d$ subject to $\gamma^u = \gamma^d$. Figure (3.16) panel (b) provides average energy and net regulation bids by hour of the day for symmetric case of $\gamma^u = \gamma^d = 0.3$. Recognize that device performs energy time shift via energy market and by relying on regulation dispatch such that net regulation down during off-peak hours yields charge and net regulation up during on-peak hours results in discharge. Also recall from Table (3.3) that across all pricing nodes on average both on- and off-peak DAM LMPs exceed RTM LMPs, i.e. $\Delta LMP^\text{on}_{\text{DAM-RTM}}, \Delta LMP^\text{off}_{\text{DAM-RTM}} > 0$. Hence, increasing likelihoods of regulation dispatch in a symmetric manner allows battery to charge more at relatively lower RTM LMPs during off-peak hours and then discharge at either on-peak DAM LMPs that are on average higher than RTM LMPs or discharge in RTM on-peak hours exhibiting frequent price spikes despite our limited ability to forecast them.

In Table (3.7) the details of optimal operation exercise used to compute above revenues are identical to those discussed in the note to Table (3.6) except likelihoods of regulation dispatch are assumed to be asymmetric. Note that operating in environment with asymmetric values of $(\gamma^d, \gamma^u)$ is very different from choosing not to participate in either regulation up or down markets. Asymmetric likelihoods, e.g. $\gamma^d = 0$ and $\gamma^u = 0.3$, only indicate that battery will receive payments for regulation energy only when regulating up, while receiving capacity payments for both regulation up and down.

Figure (3.16) further assists us with understanding results in Table (3.7) where total revenues on per-MWh across all nodes and E/P ratios for $(\gamma^u = 0, \gamma^d > 0)$ dominate those under $(\gamma^u > 0, \gamma^d = 0)$. In panel (a) of Figure (3.16) $\gamma^d = 0.3$ and $\gamma^u = 0$ meaning that battery operator enjoys opportunities to charge at RTM LMPs during regulation down dispatch without being exposed to settlement at RTM LMPs during regulation up dispatch. Hence, scenario in panel (a) exactly exploits $\Delta LMP^\text{on}_{\text{DAM-RTM}}, \Delta LMP^\text{off}_{\text{DAM-RTM}} > 0$ documented in Table (3.3). In the opposite case presented in panel (c) of Figure (3.16) battery operator has an expected obligation to discharge at RTM LMPs during regulation up dispatch while having to always charge at DAM LMPs that are on average higher than RTM LMPs across all hours of the day.

Table (3.8) presents revenues for energy storage participating in both DAM energy and regulation markets where assumed probabilities of dispatch vary within each day but not across days in a two-year
optimal operation exercise. Three sub-blocks within Table (3.8) correspond to revenues associated with regulation dispatch probabilities observed on 7/11/2010, 7/14/2010 and 7/17/2010 and then repeated for each day of this exercise. Revenues in Table (3.8) are lower than those in Table (3.6) across all nodes at E/P, indicating that using slightly more realistic assumptions on regulation dispatch likelihoods significantly change expected revenues. The highest revenues are observed for 7/11/2010 dispatch probabilities followed by 7/14/2010 and 7/17/2010. Our discussion of effects of regulation dispatch asymmetries on observed revenues in Table (3.6) is helpful for understanding this ordering. Recall that having more hours with regulation down dispatch greater than regulation up, $\gamma^d > \gamma^u$, allows battery operator to rely on charge at on average lower RTM LMPs and then perform a simultaneous or time-shifted discharge at DAM LMPs. Simple count of hours for which $\gamma^d > \gamma^u$ across 7/11, 7/14 and 7/17/2010 yields 19, 18 and 17 accordingly. Even though these three regulation dispatch configurations differ only by 1 hour with an extra regulation down dominance it is sufficient to produce observed ordering of revenues in (3.8) since optimal operation exercise is performed over 17520 hours.
Table 3.6: DAM Energy and Regulation Revenues, symmetric regulation dispatch and $\gamma = 1$

<table>
<thead>
<tr>
<th>E/P</th>
<th>TR_{me}</th>
<th>TR_{mp}</th>
<th>AR(S)</th>
<th>M</th>
<th>TR_{me}</th>
<th>TR_{mp}</th>
<th>AR(S)</th>
<th>M</th>
<th>TR_{me}</th>
<th>TR_{mp}</th>
<th>AR(S)</th>
<th>M</th>
<th>TR_{me}</th>
<th>TR_{mp}</th>
<th>AR(S)</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21,74</td>
<td>16,748</td>
<td>15,693</td>
<td>138,084</td>
<td>210.1</td>
<td>16,748</td>
<td>15,693</td>
<td>138,084</td>
<td>210.1</td>
<td>16,748</td>
<td>15,693</td>
<td>138,084</td>
<td>210.1</td>
<td>16,748</td>
<td>15,693</td>
<td>138,084</td>
</tr>
<tr>
<td>2</td>
<td>217.4</td>
<td>16,748</td>
<td>15,693</td>
<td>138,084</td>
<td>210.1</td>
<td>16,748</td>
<td>15,693</td>
<td>138,084</td>
<td>210.1</td>
<td>16,748</td>
<td>15,693</td>
<td>138,084</td>
<td>210.1</td>
<td>16,748</td>
<td>15,693</td>
<td>138,084</td>
</tr>
<tr>
<td>3</td>
<td>19,974</td>
<td>20,071</td>
<td>18,479</td>
<td>38,371</td>
<td>233.6</td>
<td>19,974</td>
<td>20,071</td>
<td>18,479</td>
<td>38,371</td>
<td>233.6</td>
<td>19,974</td>
<td>20,071</td>
<td>18,479</td>
<td>38,371</td>
<td>233.6</td>
<td>19,974</td>
</tr>
<tr>
<td>4</td>
<td>18,171</td>
<td>226.4</td>
<td>23,220</td>
<td>63,243</td>
<td>222.5</td>
<td>18,171</td>
<td>226.4</td>
<td>23,220</td>
<td>63,243</td>
<td>222.5</td>
<td>18,171</td>
<td>226.4</td>
<td>23,220</td>
<td>63,243</td>
<td>222.5</td>
<td>18,171</td>
</tr>
<tr>
<td>5</td>
<td>16,852</td>
<td>19,942</td>
<td>15,613</td>
<td>40,904</td>
<td>227.2</td>
<td>16,852</td>
<td>19,942</td>
<td>15,613</td>
<td>40,904</td>
<td>227.2</td>
<td>16,852</td>
<td>19,942</td>
<td>15,613</td>
<td>40,904</td>
<td>227.2</td>
<td>16,852</td>
</tr>
<tr>
<td>6</td>
<td>15,521</td>
<td>15,699</td>
<td>14,056</td>
<td>15,806</td>
<td>228.2</td>
<td>15,521</td>
<td>15,699</td>
<td>14,056</td>
<td>15,806</td>
<td>228.2</td>
<td>15,521</td>
<td>15,699</td>
<td>14,056</td>
<td>15,806</td>
<td>228.2</td>
<td>15,521</td>
</tr>
</tbody>
</table>

$\gamma_h^n = \gamma_h^d = 0.1 \ h = 1, \ldots, 24$

$\gamma_h^n = \gamma_h^d = 0.2 \ h = 1, \ldots, 24$

$\gamma_h^n = \gamma_h^d = 0.3 \ h = 1, \ldots, 24$
Table 3.7: DAM Energy and Regulation Revenues, asymmetric regulation dispatch, $\chi = 1$

<table>
<thead>
<tr>
<th>E/P</th>
<th>LAJOLLA_6_N001</th>
<th>VACADIX_1_N085</th>
<th>RIOHONDO_6_N001</th>
<th>KIFER_6_N001</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TR_m</td>
<td>TR_m'</td>
<td>AR($) M</td>
<td>TR_m</td>
</tr>
<tr>
<td>1</td>
<td>26,594</td>
<td>131,833</td>
<td>240.4 (2.39)</td>
<td>3.4</td>
</tr>
<tr>
<td>3</td>
<td>21,278</td>
<td>37,221</td>
<td>257.2 (5.19)</td>
<td>2.6</td>
</tr>
<tr>
<td>5</td>
<td>18,292</td>
<td>19,257</td>
<td>16,299 (3.27)</td>
<td>2.3</td>
</tr>
</tbody>
</table>

$\gamma_m = 0, \gamma_m' = 0, h = 1, ... , 24$

<table>
<thead>
<tr>
<th>E/P</th>
<th>LAJOLLA_6_N001</th>
<th>VACADIX_1_N085</th>
<th>RIOHONDO_6_N001</th>
<th>KIFER_6_N001</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TR_m</td>
<td>TR_m'</td>
<td>AR($) M</td>
<td>TR_m</td>
</tr>
<tr>
<td>1</td>
<td>16,310</td>
<td>138,739</td>
<td>212.4 (2.37)</td>
<td>3.2</td>
</tr>
<tr>
<td>3</td>
<td>17,722</td>
<td>39,950</td>
<td>237 (2.57)</td>
<td>2.3</td>
</tr>
<tr>
<td>5</td>
<td>16,156</td>
<td>20,922</td>
<td>254 (3.04)</td>
<td>2.1</td>
</tr>
</tbody>
</table>

$\gamma_m = 0, \gamma_m' = 0, h = 1, ... , 24$

<table>
<thead>
<tr>
<th>E/P</th>
<th>LAJOLLA_6_N001</th>
<th>VACADIX_1_N085</th>
<th>RIOHONDO_6_N001</th>
<th>KIFER_6_N001</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TR_m</td>
<td>TR_m'</td>
<td>AR($) M</td>
<td>TR_m</td>
</tr>
<tr>
<td>1</td>
<td>31,166</td>
<td>125,511</td>
<td>214.6 (2.48)</td>
<td>3.9</td>
</tr>
<tr>
<td>3</td>
<td>22,305</td>
<td>35,603</td>
<td>238 (3.12)</td>
<td>2.5</td>
</tr>
<tr>
<td>5</td>
<td>18,944</td>
<td>18,138</td>
<td>254 (3.45)</td>
<td>2.1</td>
</tr>
</tbody>
</table>

$\gamma_m = 0, \gamma_m' = 0, h = 1, ... , 24$

<table>
<thead>
<tr>
<th>E/P</th>
<th>LAJOLLA_6_N001</th>
<th>VACADIX_1_N085</th>
<th>RIOHONDO_6_N001</th>
<th>KIFER_6_N001</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TR_m</td>
<td>TR_m'</td>
<td>AR($) M</td>
<td>TR_m</td>
</tr>
<tr>
<td>1</td>
<td>13,420</td>
<td>135,400</td>
<td>203.9 (3.04)</td>
<td>3.6</td>
</tr>
<tr>
<td>3</td>
<td>15,543</td>
<td>41,186</td>
<td>233.1 (3.60)</td>
<td>2.4</td>
</tr>
<tr>
<td>5</td>
<td>14,623</td>
<td>21,848</td>
<td>249.8 (3.22)</td>
<td>2.2</td>
</tr>
</tbody>
</table>

$\gamma_m = 0, \gamma_m' = 0, h = 1, ... , 24$

<table>
<thead>
<tr>
<th>E/P</th>
<th>LAJOLLA_6_N001</th>
<th>VACADIX_1_N085</th>
<th>RIOHONDO_6_N001</th>
<th>KIFER_6_N001</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TR_m</td>
<td>TR_m'</td>
<td>AR($) M</td>
<td>TR_m</td>
</tr>
<tr>
<td>1</td>
<td>36,620</td>
<td>118,723</td>
<td>212.8 (2.28)</td>
<td>4.4</td>
</tr>
<tr>
<td>3</td>
<td>23,766</td>
<td>34,297</td>
<td>238.6 (3.51)</td>
<td>2.7</td>
</tr>
<tr>
<td>5</td>
<td>19,900</td>
<td>17,331</td>
<td>255 (3.74)</td>
<td>2.2</td>
</tr>
</tbody>
</table>

$\gamma_m = 0, \gamma_m' = 0, h = 1, ... , 24$

<table>
<thead>
<tr>
<th>E/P</th>
<th>LAJOLLA_6_N001</th>
<th>VACADIX_1_N085</th>
<th>RIOHONDO_6_N001</th>
<th>KIFER_6_N001</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TR_m</td>
<td>TR_m'</td>
<td>AR($) M</td>
<td>TR_m</td>
</tr>
<tr>
<td>1</td>
<td>11,468</td>
<td>130,068</td>
<td>193.9 (3.99)</td>
<td>4.4</td>
</tr>
<tr>
<td>3</td>
<td>14,414</td>
<td>41,350</td>
<td>229.2 (3.84)</td>
<td>2.6</td>
</tr>
<tr>
<td>5</td>
<td>13,517</td>
<td>22,844</td>
<td>249 (3.77)</td>
<td>2.1</td>
</tr>
</tbody>
</table>
Table 3.8: DAM Energy and Regulation Revenues with intra-day varying regulation dispatch, $\chi = 1$

| E/P | TR\textsuperscript{ena} | TR\textsuperscript{enp} | AR($) M | TR\textsuperscript{ena} | TR\textsuperscript{enp} | AR($) M | TR\textsuperscript{ena} | TR\textsuperscript{enp} | AR($) M | TR\textsuperscript{ena} | TR\textsuperscript{enp} | AR($) M | TR\textsuperscript{ena} | TR\textsuperscript{enp} | AR($) M |
|-----|----------------|-----------------|---------|----------------|-----------------|---------|----------------|-----------------|---------|----------------|-----------------|---------|----------------|-----------------|---------|---------|
| 1   | 51,407         | 29,464          | 110.8   | 41,316         | 31,000          | 99.1    | 51,526         | 29,516          | 111     | 46,482         | 30,582          | 105.6   | 10.2          |
| 2   | 35,294         | 15,609          | 99.1    | 27,218         | 17,103          | 97.3    | 34,611         | 15,735          | 99.9    | 30,448         | 16,671          | 129.1   | 6.6           |
| 3   | 29,496         | 10,428          | 99.1    | 22,087         | 11,780          | 99.9    | 28,519         | 10,547          | 99.9    | 24,715         | 11,328          | 148.1   | 5.3           |
| 4   | 25,907         | 7,852           | 99.1    | 19,091         | 8,933           | 99.9    | 21,329         | 8,573           | 99.9    | 16,633         | 7,852           | 175.6   | 4.3           |
| 5   | 23,169         | 6,210           | 99.1    | 16,943         | 6,384           | 99.9    | 19,271         | 5,373           | 99.9    | 18,900         | 6,740           | 183.1   | 3.8           |
| 6   | 20,599         | 5,228           | 99.1    | 15,007         | 5,859           | 99.9    | 19,271         | 5,373           | 99.9    | 16,633         | 5,649           | 183.1   | 3.3           |

Note: Revenues above are from optimal operation exercise where forecasts of day-ahead LMPs and AS_CAISO_EXP ASMPs for regulation up and down were produced in a manner identical to Tables (3.6) and (3.7). However, instead of fixed symmetric or asymmetric likelihoods of dispatch we assume here that every day of two-year exercise exhibits regulation dispatch observed on 7/11, 7/14 and 7/17/2010 as illustrated in Figures (3.4) - (3.8). While likelihoods of regulation dispatch are still constant across days they vary within each day.
3.7 Conclusion

In this Chapter we have performed valuation of energy storage for three different applications where methods identified in Chapter 2 were used to produce day-ahead and hour-ahead forecasts of energy and regulation capacity payments. We found that co-optimization across day-ahead and real-time energy markets increases expected revenues relative to day-ahead market case alone, but at the cost of extreme variance of average daily revenues. Participation in day-ahead energy and regulation markets increases expected revenues dramatically on per-MWh basis due to capacity payments collected by battery from symmetrically bidding its capacity. We have further illustrated sensitivity of the revenues under DAM energy and regulation application to assumptions on likelihoods of real-time regulation dispatch. Use of more realistic assumptions on regulation dispatch did not deteriorate dominance of energy plus regulation application over pure energy applications with respect to revenues.

Chapter 3, in part is currently being prepared for submission for publication of the material under the working title, Valuation of Energy Storage for Stacked Applications, 2015. Chapter 3 was co-authored with Professor Graham Elliott.
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