What distributional information is useful and usable for language acquisition?
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Abstract
Numerous theories of language acquisition have indicated that distributional information is extremely valuable for assisting the child to learn syntactic categories, yet these theories differ over the type of information that is proposed as useful in acquisition. Mintz (2003) has proposed that children utilize the previous word and the following word (AxB frames) for acquiring categories, whereas Monaghan, Chater, and Christiansen (submitted) have suggested that information about the previous word alone provides a rich source of data for categorization. In three modeling experiments we found that bigrams were better than fixed AxB frames for learning syntactic categories in a corpus of child-directed speech. However, presentation of the preceding and succeeding words when these can be processed separately resulted in better learning than presenting the preceding word alone, and also improved performance over presenting the previous two words.

Introduction
What sort of information does the child use to develop an understanding of their language? The rational analysis approach answers this question by assessing what sort of information is useful for learning the language. If a particular source of information proves to be rich and reliable then a computational system (of which the child is a very special case) will exploit it. The child learns a sense of syntactic categories early in language development. In order to understand speech and relate it to the world, the child must know which part of speech refers to an action, and which to objects, and which words modify relations between objects. “Look at the cow mooing” elicits many possibilities for relations between words and the world, for example, whether the animal in question is referred to by the word “cow”, “look”, or “mooing”. Constraints within the language, restricting which words in the sentence can refer to objects, for example, greatly limit the number of possibilities for relating words to the world.

But what sort of information is useful for constructing syntactic categories? A variety of different types of information have been proposed as useful for categorization, including gestural, semantic, phonological, and distributional information. Combining more than one type of information has indicated improvements in categorization (Reali, Christiansen, & Monaghan, 2003), and it may indeed be the case that combining multiple sources is necessary for categorization to take place (Braine, 1987).

This paper focuses on distributional information as a cue for syntactic categorization, and questions what type of information is most useful and thus usable by the child. Theories of the use of distributional information in language acquisition have suggested different analyses of the context in which a word (category) occurs, but no empirical comparisons of these competing accounts have been made. We present a series of computational models that compare the extent to which accurate syntactic categorization of language directed to the child can be made on the basis of different sources of distributional information.

Sources of distributional information
Theories of distributional information in language acquisition have tended to focus on demonstrating that such information can contribute significantly toward categorization, rather than proposing that the particular implementation is psychologically realistic. Redington, Chater, and Finch (1998) produced context vectors based on the two preceding words and the two words following the target word from the CHILDES (MacWhinney, 2000) database of child-directed speech. The resulting vectors for the most frequent 1000 words in the database clustered together with a high correspondence to syntactic categories. Redington et al. (1998) also assessed vectors resulting from using different context words. They found that good results were also obtained for the one preceding and one following word, and also for the two preceding words, and for the two succeeding words (with better performance for preceding words than succeeding words). Yet, using only the immediately preceding word also resulted in good performance, though addition of richer contextual information improved performance.

An alternative approach is the proposal that particular sequences of words are useful for determining syntactic category. Fries (1952) produced a set of “frames” in which only words of a certain category could appear. For example, only a noun could appear in “The __ is/was/are good”. Similarly, Maratsos and Chalkley (1980) proposed that there were local constraints on the occurrence of particular word categories, such as that only a verb can occur before the inflection –ed.

Mintz (2003) provided an empirical test of this local source of information, by analyzing corpora of child-directed speech for the occurrence of frames of the preceding and the succeeding words. We refer to these as AxB frames, where A and B are fixed, and x indicates the intervening word. For example, for the frame “you __ to”, “go” and “have” both occur as “x” words in the frame.
Mintz selected the 45 most frequent frames involving the preceding and succeeding word, and then grouped the words that occurred within each of these frames. In the above example, “go” and “have” would be grouped together in the analysis. Accuracy was assessed by counting the number of times that words of the same category were grouped together, and dividing this by the number of pairings of all words within the groups. Completeness was determined by counting the number of pairings of words of the same category within the group, and dividing this by the number of pairings of words of the same category occurring in any of the groupings.

The 45 most frequent frames resulted in high accuracy but low completeness, indicating that these frequent AxB frames grouped together words of the same category, but that many words of the same category tended to occur in different groups. Relategly, Mintz (2002) found that people categorized words together when they occurred in AxB frames in an artificial language learning task, and consequently claimed that such AxB frames were a source of distributional information that children used to acquire syntactic categories.

An alternative proposal is that a frame involving only the preceding word – an Ax frame – is required in order to produce effective categorization (e.g., Valian & Coulson, 1988). Monaghan, Chater, and Christiansen (submitted) found that categorizations of child-directed speech based on the association between the 20 most frequent preceding words and the target word resulted in accurate classification of words of different categories, but critically, also resulted in a large proportion of words being classified. Additionally, Monaghan et al. showed that, in an artificial language learning task, participants could group words on the basis of Ax frame information alone.

Both AxB and Ax frames can therefore be exploited in learning artificial languages, but which source of information is most useful to the child learning their language? AxB frames result in high accuracy, but low completeness, whereas Ax frames produce high completeness at the expense of some accuracy. Should a learning system select accuracy over completeness, or vice versa?

A comparison of different sources of distributional information requires that alternative methods are subjected to the same analyses. In addition, an empirical test of whether accuracy or completeness is a priority in acquisition is necessary. We now present a series of modeling experiments that test the extent to which different types of distributional information lead to successful categorization of words in child-directed language. Experiment 1 replicated Mintz’s (2003) analysis of AxB frames in child-directed speech, and directly compared the resulting classification to an Ax analysis. Experiment 2 assessed whether a neural network model learned to categorise words more accurately on the basis of AxB information or Ax information alone. Finally, Experiment 3 tested a neural network model learning from AxB information when the relationship between A and x and B and x can also contribute separately towards categorization, and compared performance to a model with information about the two preceding words.

Experiment 1

Method

Corpus preparation From the CHILDES database, we selected a corpus of speech directed towards a child of age 0-2:6 years (anne01a-anne23b, Theakston, Lieven, Pine, & Rowland, 2001). This was one of the corpora used by Mintz (2003). We replaced all pauses and turn-taking with utterance boundary markers, and the resulting corpus contained 93,269 word tokens in 30,365 utterances (mean utterance length = 3.072 words). There were 2,760 word types, and the syntactic category for these words was taken from the CELEX database (Baayen, Pipenbrock, & Gulikers, 1995), according to the most frequent category usage for each word. Some interjections, alternative spellings, and proper nouns were hand-coded. There were 12 syntactic categories: noun, adjective, numeral, verb, article, pronoun, adverb, conjunction, preposition, interjection, wh-words (e.g., why, who), and proper noun.

Analysis In accordance with Mintz (2003), we selected the 45 most frequent AxB frames from the corpus, and determined the words that occurred in the x position within each frame. Each AxB frame thus resulted in a cluster of words. Accuracy and completeness were assessed in the same way as for Mintz (2003), described above. An additional method for assessing completeness was taken as the total number of word types that were classified in (at least) one frame.

For the Ax analysis, the 45 most frequent words were selected from the corpus, and co-occurrence with these frequent words formed the clusters in the bigram analysis. Accuracy and completeness were assessed in the same way as for the AxB co-occurrence analysis.

Results

As an example of the resulting classification, Table 1 shows a summary of the words that were classified into the 5 most frequent AxB and Ax frames. For these most frequent AxB frames, two frames clustered verbs together, and two clustered only pronouns. For the Ax classifications, the results are noisier, but have far higher numbers of words classified. The most frequent Ax frame – “the x” – classifies 623 nouns, and very few verbs, whereas the next most frequent Ax frame – “you x” – classifies 210 verbs, and only 26 nouns. The accuracy and completeness results are shown in Table 2, together with those from Mintz (2003)\(^1\). In parentheses are the random baseline values. We closely replicated Mintz’s (2003) results indicating the high accuracy of the AxB frames, though, as noted in the

\(^1\) Data are shown from Mintz’s analysis of the anne corpus, with standard labeling and word-type analyses.
would benefit from using information that classifies a larger analysis. But low completeness, whereas a general context will result only over a fraction of the corpus considered in the Ax completeness: a specific context will result in high accuracy, clustered—in the AxB case, completeness was assessed misleading, as this only considered words that were many words as the trigram analysis. The small differences in completeness between the two analyses is therefore low but high accuracy could also be achieved by the smaller, less specific Ax frame was supported. The Ax analysis had the small differences in completeness between the two analyses is therefore misleading, as this only considered words that were clustered—in the AxB case, completeness was assessed over only a fraction of the corpus considered in the Ax analysis.

Discussion

We successfully replicated Mintz’s (2003) demonstration that classifications of syntactic category based on occurrence within the most frequent AxB frames resulted in impressively high accuracy. However, our prediction that high accuracy could also be achieved by the smaller, less specific Ax frame was supported. The Ax analysis had the additional advantage of enabling a classification of far more words from the child’s environment than was possible using AxB frames. There is a pay-off between accuracy and completeness: a specific context will result in high accuracy, but low completeness, whereas a general context will result in lower accuracy but high completeness.

This raises the question as to whether categorization is best based on information that renders highly reliable classifications of only a few words, or whether learning would benefit from using information that classifies a larger proportion of the words in the environment, but with the possibility that such classifications may contain more errors.

One way to test this issue is to train a neural network to base predictions of the syntactic category of words based on either AxB frames, or Ax frames. After training, the neural network model’s error on the predicted classifications reflects the extent to which the given source of information is beneficial for learning the syntactic categories of the language. If the model trained on AxB frames has lower error then learning is more effective when based on high accuracy but low completeness, whereas if the model trained on the Ax frames has lower error then high completeness at the expense of high accuracy is a better source of information for learning.

We were concerned with how effective the frame is in predicting the category of the x word, so we trained the models to predict the category of x without entering the identity of the x word at the input. In addition, we did not preselect the frames that were input into the model: the entire corpus was used for training and not just the 45 most frequent frames, as we were interested in whether the model would be able to pick up which frames were useful for categorisation. From Mintz’s (2003) analysis, it is not clear whether the AxB frames are to be interpreted as non-compositional, or whether the relationship between A and x and between x and B may also contribute to categorization. Experiment 2 tests the non-compositional interpretation, whereas Experiment 3 assesses the compositional version of the AxB frames.

<table>
<thead>
<tr>
<th>CO-OCCURRENCE MODEL</th>
<th>MINTZ</th>
<th>AX</th>
<th>AXB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.94 (0.41)</td>
<td>0.57 (0.22)</td>
<td>0.88 (0.26)</td>
</tr>
<tr>
<td>Completeness</td>
<td>0.09 (0.04)</td>
<td>0.07 (0.04)</td>
<td>0.06 (0.03)</td>
</tr>
<tr>
<td>Words classified</td>
<td>405, 14.7%</td>
<td>1930, 69.9%</td>
<td>394, 14.3%</td>
</tr>
</tbody>
</table>

Introduction, there was very low completeness for this classification. The Ax analysis also resulted in high accuracy, and slightly higher completeness according to Mintz’s definition. However, a striking difference between the AxB and the Ax analyses is the overall number of words from the corpus that were categorized. Clustering based on bigrams resulted in a classification of almost 5 times as many words as the trigram analysis. The small differences in completeness between the two analyses is therefore misleading, as this only considered words that were clustered—in the AxB case, completeness was assessed over only a fraction of the corpus considered in the Ax analysis.

**Table 1.** Classifications based on the 5 most frequent Ax and AxB frames.

<table>
<thead>
<tr>
<th>Ax</th>
<th>noun</th>
<th>verb</th>
<th>pronoun</th>
<th>adjective</th>
<th>preposition</th>
<th>other</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>335</td>
<td>33</td>
<td>2</td>
<td>56</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>it</td>
<td>37</td>
<td>69</td>
<td>12</td>
<td>29</td>
<td>13</td>
<td>43</td>
</tr>
<tr>
<td>to</td>
<td>76</td>
<td>107</td>
<td>16</td>
<td>6</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>you</td>
<td>26</td>
<td>210</td>
<td>15</td>
<td>27</td>
<td>8</td>
<td>39</td>
</tr>
<tr>
<td>the</td>
<td>623</td>
<td>23</td>
<td>9</td>
<td>38</td>
<td>5</td>
<td>14</td>
</tr>
</tbody>
</table>

**Table 2.** Completeness and accuracy of classifications for the Ax and the AxB co-occurrence models.

<table>
<thead>
<tr>
<th>Ax</th>
<th>noun</th>
<th>verb</th>
<th>pronoun</th>
<th>adjective</th>
<th>preposition</th>
<th>other</th>
</tr>
</thead>
<tbody>
<tr>
<td>do_think</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>do_want</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>are_going</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>what_you</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>you_to</td>
<td>0</td>
<td>19</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AxB</th>
<th>noun</th>
<th>verb</th>
<th>pronoun</th>
<th>adjective</th>
<th>preposition</th>
<th>other</th>
</tr>
</thead>
<tbody>
<tr>
<td>do_think</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>do_want</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>are_going</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>what_you</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>you_to</td>
<td>0</td>
<td>19</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

We trained two neural network models to learn to predict the category of the x word using the same corpus of child-directed speech as in Experiment 1. We compared the learning of models that were given either Ax or AxB information. The AxB model was designed to test whether the AxB frame was useful for learning when the frame is assessed as a whole, i.e., the “A” and the “B” do not contribute separately toward classification.

**Experiment 2**

We trained two neural network models to learn to predict the category of the target (x) word using the same corpus of child-directed speech as in Experiment 1. We compared the learning of models that were given either Ax or AxB information. The AxB model was designed to test whether the AxB frame was useful for learning when the frame is assessed as a whole, i.e., the “A” and the “B” do not contribute separately toward classification.

**Architecture**

**Ax model** The model was a feed-forward network with a set of input units fully-connected to a hidden layer, which was fully-connected to an output layer. The model is shown in Figure 1. Each unit in the input layer represented one word type in the child-directed speech corpus (so there were 2,760 input units), and there was also a unit representing the utterance boundary, in accordance with other connectionist models of syntax learning (e.g., Elman, 1990) that provide this additional information to the simulated child learner. There were 10 units in the hidden layer. The output layer contained units representing the syntactic category of the next word in the corpus. The model was trained on all Ax bigrams in the corpus, with the first word in the bigram occurring in the input layer, and the category of the second word in the bigram as the target at the output layer.

<table>
<thead>
<tr>
<th>CO-OCCURRENCE MODEL</th>
<th>MINTZ</th>
<th>AX</th>
<th>AXB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.94 (0.41)</td>
<td>0.57 (0.22)</td>
<td>0.88 (0.26)</td>
</tr>
<tr>
<td>Completeness</td>
<td>0.09 (0.04)</td>
<td>0.07 (0.04)</td>
<td>0.06 (0.03)</td>
</tr>
<tr>
<td>Words classified</td>
<td>405, 14.7%</td>
<td>1930, 69.9%</td>
<td>394, 14.3%</td>
</tr>
</tbody>
</table>
Ax B model

The Ax B model was identical to that of the Ax model, except that in the input layer each unit represented one of the possible Ax B frames. There were 36,607 such Ax B frames, and so there were 36,607 input units in the model. The model was trained on all Ax B frames in the corpus, with the A B frame activating the appropriate unit in the input layer, and the syntactic category of the x word as the output layer target.

Training and testing

The models were trained using backpropagation with gradient descent with learning rate 0.01, and momentum 0.95. Before training, the weights between connections were randomized with mean 0 and standard deviation 0.1. We imposed a 0.1 error tolerance on the output units to prevent the development of very large weights on the connections. The models were trained on all Ax or Ax B frames in the corpus, with each epoch being one pass through the corpus, and training was halted after 5 epochs, which was over 600,000 training events. As a baseline, we trained and tested the Ax model and the Ax B model on a corpus where the Ax model performed significantly better than the random baseline, MSE was 0.680 compared to 0.920, \(t(247266) = -189.808, p < 0.001\). The model also classified more words correctly than the random baseline: 52.4% compared to 22.9%, \(\chi^2 = 75,014.859, p < 0.001\). The Ax model performed at a level similar to the random baseline, MSE was 0.911 which was slightly higher than the randomized version of 0.910, \(t(247264) = 4.418, p < 0.001\). Classification was poor, with the model classifying all words as the utterance boundary, which was the single most frequent token in the input. This behavior was identical to the performance of the Ax B model on the randomized corpus.

Table 3 shows the comparison between the Ax and the Ax B models, for all words, and for each syntactic category. In terms of MSE, performance was better for the Ax model than the Ax B model on all categories apart from adjectives, numerals, adverbs, conjunctions, proper nouns, and wh-words. However, performance was better for the large closed-class categories – pronouns and articles – and for nouns and verbs. Overall, the Ax model classified more words correctly than the Ax B model, \(\chi^2 = 75,014.011, p < 0.001\).

Discussion

The Ax model performed significantly better than chance in predicting the category of the x word from the preceding word. The Ax B model performed at a chance level, and did not discriminate any word category. The better performance of the Ax B model in terms of MSE on adjectives, numerals, adverbs, conjunctions, proper nouns and wh-words may have been due to a broader context serving these categories better: adverbs often occur after nouns in positions normally taken by verbs, and adjectives intervene between determiners and nouns. An enriched context would undoubtedly assist the categorization of these types. However, the better performance may merely have been due

![Diagram of feedforward neural network model](image-url)

Figure 1. The feedforward neural network model of syntactic categorization. The active input unit represents either the A-word in the Ax model, or the Ax B frame in the Ax B model. The active output unit is the category of the x word, or the utterance boundary if x represents the end of the utterance. In the Figure, the output verb unit is active.
to a lack of discrimination between any of the word types in the AxB model.

These simulations demonstrated that categorization of a large, entire corpus of child-directed speech was best achieved using information about the preceding word, rather than information about set frames comprised of the preceding and the following word. Greater coverage of the set of words, rather than greater accuracy in categorization, resulted in better performance.

The next experiment assessed whether a compositional treatment of the AxB frame may provide better information about the syntactic category of the target x word than the Ax frame alone, and compared it to a model with information about the two preceding words.

**Experiment 3**

We trained neural network models to learn to predict the category of the next word from the same corpus of child-directed speech as used in Experiments 1 and 2. We compared the learning of a model that was given information about the preceding and the following word in order to predict the category of the intervening word, but could operate on this information separately and combined. We call this the AxB-compositional (AxB-c) model. We also tested a model where information was given about the two preceding words: the ABx model. Note that these models embed the bigram information from the Ax model in the input. We predicted that both models would perform better than both the Ax model and the non-compositional AxB model from Experiment 2. We also predicted that the AxB-c model would outperform the ABx model, as proximity to the target word is most informative.

**Architecture and training**

The AxB-c model had the same architecture as the Ax model in Experiment 2, except that it had two banks of input units. In the first bank of units the unit corresponding to the A-word was activated, and in the second bank of units the B-word unit was activated. At the output layer, the model had to learn to predict the category of the x word. The same architecture was used for the ABx model, but it had as input the two words preceding the target word.

Training and testing was identical to that for the models in Experiment 2. Baselines for learning were determined by training and testing the models on the randomized corpus.

**Results**

For both models, performance was better than the random baseline in terms of accurate classifications and MSE. For the AxB-c model, accuracy was 69.4% (baseline 22.9%), \( \chi^2 = 82422.148, p < 0.001 \), and MSE was 0.480 (baseline 0.920), \( t(247266) = -329.487, p < 0.001 \). For the ABx model, accuracy was 56.3% (22.9%), \( \chi^2 = 60841.166, p < 0.001 \), and MSE was 0.628 (0.920), \( t(247266) = -221.728, p < 0.001 \).

As predicted, both the AxB-c and the ABx model performed with greater accuracy than the non-compositional AxB model from Experiment 2 for all syntactic categories: overall, \( t(123633) < -300, p < 0.001 \), for each individual syntactic category, all \( t < -50, p < 0.001 \).

Compared to the Ax model in Experiment 2, the additional word information in the AxB-c and ABx models resulted in an increase in accurate classifications. For both models, classification was more accurate \( (p < 0.001) \), and resulted in lower error, both \( t < -300, p < 0.001 \). For the individual syntactic categories, the AxB-c and the ABx model performed better for all syntactic categories apart from numerals, all \( t < -50, p < 0.001 \), though the difference for conjunctions was non-significant.

Table 4 compares the AxB-c model to the ABx model, indicating that accuracy was lower and MSE higher in the ABx model. The AxB-c model performed better on all syntactic categories apart from numerals and proper nouns.

**Discussion**

Providing decomposable information about the preceding and following word resulted in increased accuracy of performance in the model. The AxB-c model classified words of all syntactic categories better than the non-compositional AxB and the Ax models of Experiment 2. Accuracy across all the categories was high, though classifications of adjectives and adverbs were still inaccurate – these tended to be classified as nouns/pronouns and verbs, respectively. Adding information about the two preceding words also assisted in increasingly accurate classifications, though not to the same degree as providing the preceding and succeeding word.

**General Discussion**

Experiment 1 demonstrated, as predicted, that AxB information provides high accuracy at the expense of completeness, whereas Ax information results in slightly lower accuracy but much higher coverage of the language.
Experiment 2 tested the extent to which a computational model could utilize AxB frame information in categorizing the intervening word. The model trained on AxB frames performed at slightly below chance level, and well below the accuracy that could be achieved from categorizing on the basis of Ax information alone. The high completeness of Ax frames resulted in significantly better learning than the high accuracy but low-coverage of AxB information.

However, when the model is able to learn on the basis of AxB information when this information is compositional, i.e., the relationship between the preceding word and the target word and between the succeeding word and the target word can be computed separately, then a different picture emerges. The AxB-c model of Experiment 3 was more accurate than the Ax model of Experiment 2. Furthermore, this provided better classification results than the two preceding words (the ABx model), though this latter model also improved performance over a non-compositional AxB frame or just the single preceding word.

The simulations presented here suggest that learning is most effective when information about the preceding word and the succeeding word is available. However, this is only the case when the AxB frame is not computed as a whole. Learning must also be based in part on the relationship between A and x and between x and B. In the experiments presented in Mintz (2002), such a distinction is not made – the learning situation resembles that of the AxB-c model, where the participant has access not only to the AxB frame, but also to the Ax and the xB bigrams. Therefore, it is not yet possible to distinguish the contribution of bigram and trigram information in adult learning situations (though see Onnis et al., 2003).

The possibility remains that the requirement for category learning depends on establishing distinctions and similarities between only a few words in the language: it is not realistic or feasible to attempt to learn the whole language simultaneously. However, performance for the most frequent 100 words was poorer in the non-compositional AxB model than the Ax model, and even taking only those words that occurred in the most frequent 45 AxB frames resulted in poorer performance than for the 45 most frequent Ax frames.

The experiments presented in this paper require the models to learn pre-ordained syntactic categories. The task facing the child is more difficult: the child must also construct the categories. Yet, both tasks concern learning about which words co-occur. When the relationship between the occurrence of certain categories in particular distributional contexts is easy to learn then this demonstrates that the category itself is more clearly defined.

We have shown that AxB frames provide poor information about categorization unless this information is componental, such that Ax information is also available. We suggest that the distributional information that a neural network model finds most useful is more likely to be used by the child in acquiring syntactic categories.
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