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Abstract. The Particle-In-Cell (PIC) Code-Framework Warp is being developed by
the Heavy Ion Fusion Science Virtual National Laboratory (HIFS-VNL) to guide
the development of accelerators that can deliver beams suitable for high energy
density experiments and implosion of inertial fusion capsules. It is also applied in
various areas outside the Heavy Ion Fusion program to the study and design of
existing and next-generation high-energy accelerators, including the study of electron
cloud effects and laser wakefield acceleration for example. This paper presents an
overview of Warp’s capabilities, summarizing recent original numerical methods that
were developed by the HIFS-VNL (including Particle-In-Cell with Adaptive Mesh
Refinement, a large-timestep “drift-Lorentz” mover for arbitrarily magnetized species,
a relativistic Lorentz invariant leapfrog particle pusher, simulations in Lorentz boosted
frames, an electromagnetic solver with tunable numerical dispersion and efficient stride-
based digital filtering), with great emphasis on the description of the mesh refinement
capability. Selected examples of applications of the methods to the abovementioned
fields are given.
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# 1 Introduction

The Particle-In-Cell (PIC) Framework Warp [1] was originally developed to simulate space-charge-dominated beam dynamics in induction accelerators for heavy-ion fusion (HIF). It is currently being developed primarily by the Heavy Ion Fusion Science Virtual National Laboratory (HIFS-VNL) collaboration, to guide the development of accelerators that can deliver beams suitable for high energy density experiments and implosion of inertial fusion capsules [2]. In recent years, the physics models in the code have been generalized, so that Warp can model beam injection, complicated boundary conditions, denser plasmas, a wide variety of accelerator lattice components, and the non-ideal physics of beams interacting with walls and plasmas. The code now has an international user base and is being applied to projects both within and far removed from
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the HIF community. Ongoing or recent examples of applications outside HIF include
the modeling of plasma traps for the production of anti-Hydrogen [3], Paul traps [4, 5],
non-conventional Penning-Malmberg micro-trap [6], transport of electron beams in the
UMER ring [7], ECR ion sources [8], capture and control of laser-accelerated proton
beams [9], and fundamental studies of multipacting [10]. It is also applied to the study
and design of existing and next generation high-energy accelerators including the study
of electron cloud effects [11], coherent synchrotron radiation [12] and laser wakefield
acceleration [13].

Numerical simulations are essential for all aspects of the Heavy Ion Fusion
Science program. Detailed simulations are needed for planning and interpreting the
results of ongoing experiments, as well as for modeling physics of the NDCX-II
accelerator (currently being assembled at Lawrence Berkeley National Laboratory) [14]
and advanced fusion-driver concepts. In addition, simulations are the principal tools in
basic beam physics studies, such as the dynamics of space-charge-dominated beams in
the presence of stray electrons, neutralized drift-compression of intense beams, plasma
injection, and the use of solenoids to transport high-current ion beams. Other activities
include the exploration of basic questions of accelerator physics, such as emittance
growth (dilution of the phase space), beam instabilities, formation of outlying particle
populations called halos, the analysis of experimental data, and the optimization of
accelerator components, such as the final focus beam optics system.

Simulations are crucial to all these pursuits because, in the regimes of interest,
the physics cannot be thoroughly captured by analytic means, due to the complicated
geometries, the non-ideal applied fields, and the intense, non-uniform space-charge
field of the beam along with plasma and stray charged particles. These studies
have necessitated the introduction or development of advanced numerical methods,
including methods to model multiple-species effects in accelerators and chambers,
efficient ensemble methods, particle advance algorithms that allow a longer time step,
and adaptive mesh refinement (AMR). The algorithms that have been implemented span
the range between (a) "computationally intensive" massively-parallel methods based
on low levels of approximation, typically with explicit solvers on uniform grids, small
time steps, and large numbers of macroparticles, and (b) "algorithmically intensive"
moderately-parallel methods using higher levels of approximations, typically involving
implicit methods, global solvers, AMR grids, large time steps, and moderate numbers
of macroparticles.

Warp uses a flexible multi-species particle-in-cell model to describe beam dynamics
and the electrostatic or electromagnetic fields in particle accelerators. While the core
routines of Warp solve finite-difference representations of Maxwell’s equations and
relativistic or non-relativistic motion equations, the code also uses a large collection
of subordinate models to describe lattice elements (machine components) and such
physical processes as beam injection, desorption, and ionization. Warp is written in
a combination of Fortran for the computationally intensive tasks, Python for the high
level controlling framework, and C for the interface between the two. The interface
generator Forthon [15] is used to generate the necessary wrapping code which allows access at the Python level to the Fortran database and to the Fortran subroutines and functions. The use of dynamic loading of modules at the Python level gives to the user a very high degree of flexibility and expandability. Warp can be used as a code (the user gives input parameters, runs the main loop and gathers data from embedded diagnostics), as a framework (the user writes the main loop at the Python level using existing modules and eventually additional modules developed by the user or by a third party), or in an intermediate mode, i.e. as a code with framework capability (the user uses the main loop completed by other modules). This design allows for great versatility while keeping the quantity and size of the core modules to a minimum, since specialized modules can be provided and maintained by the users who need them.

A general description of the code including its Python interface is given in section 2. Sections 3 and 4 present the latest developments in Warp in particle pushing and field solving algorithms, with great emphasis on mesh refinement. The various modes of operation with examples are given in section 5 and an outlook in section 6.

2. General description

Warp is a 3D time-dependent multiple-species particle-in-cell (PIC) framework, with the addition of an accelerator lattice description. Warped coordinates are used to advance particles in a curved beam pipe [16]. Self-fields are obtained via Poisson equations for the scalar and vector potentials, or via Maxwell equations for a full electromagnetic description, while simplified models are available for the self-magnetic and inductive forces for ultra-relativistic beams [17]. Warp also has 2D models, using Cartesian or cylindrical geometry, as well as a module representing the beam with a 4-D Vlasov formulation and with low-order moment equations. Models are available for background gas, wall effects (e.g. secondary emission of electrons using the subroutines from the Posinst code [18, 19]), stray electrons, space-charge-limited and source-limited particle emission, and atomic processes such as ionization.

Elaborate initialization and runtime options allow realistic modeling of charged particle accelerators. A beam may be initialized with one of a broad selection of analytic distributions [20] or with a distribution synthesized from experimental data, or can be emitted from a flat or curved surface. The lattice description includes an extensive list of elements including electric or magnetic dipoles, quadrupoles, sextupoles, solenoids, accelerating gaps, etc. Lattice-element fields may be represented at several levels of detail, from simple hard-edge analytic forms to first-principles 3D calculations. The fields can be time-dependent. When hard-edged fields are applied to the particles, “residence corrections” are used, where, upon entering or exiting the element, the applied field is scaled by the fraction of the time-step spent inside the element. Poisson’s equation can be solved using several methods, including FFT and Multigrid. With multigrid, the Shortley-Weller method [21] for the subgrid-resolution description of conductors allows the use of complicated boundary conditions. With the FFT solvers,
capacity matrices can be used to incorporate internal boundary conditions. The electromagnetic (EM) solver is based on the Yee staggered discretization of the field components, using either standard Leapfrog finite-difference (FDTD) integration [22] or non-standard finite-difference (NSFD) [23]. Adaptive mesh refinement (AMR) is available with the multigrid Poisson solver [24], and mesh refinement (MR) is available with the electromagnetic solver [25].

Warp’s parallelization is based on domain decomposition using the MPI library for message passing, and allows decomposition in 1, 2 or 3 dimensions. With the electrostatic solver, Warp allows independent spatial decompositions for particles and field quantities, enabling the particle and field advances to be load-balanced independently. In transverse-slice 2D runs, the field solution is repeated on each node, but solved in parallel by processors within a node. Parallel communications are typically performed at the Fortran level for core calculations and diagnostics, and sometimes (mostly for high level diagnostics and prototyping) at the Python level.

WARP provides a very high level of flexibility to the user for data analysis and visualization. WARP has an extensive set of 2D and 3D plotting routines based on the graphical packages pygist [26] and Opyndx (python interface to OpenDX) [27]. With Pygist, plots can be displayed on a screen allowing interactive manipulation, and they can be saved to disk in the vector CGM format, which is compact and portable. Opyndx is used to create stills and movies of 3D rendering for better understanding and intuition development of the increasingly complex physical phenomena being simulated. The rendering can be manipulated interactively and written to disk. Runtime diagnostic plots are made by a single processor, which assembles data from the other processors. Data can be saved into various portable binary file formats, including Python pickle, HDF5 (via pytables), PDB (Portable Data Binary from LLNL pact library) or any other I/O library that the user can access via Python. For highest efficiency, data dumps are made by having each processor write its data to a separate file. The user has direct access to all the data (even Fortran derived type objects), allowing data selection or reduction to be performed in-situ. Saving only the reduced datasets to disk for offline analysis significantly reduces the amount of data that is to be written.

2.1. Python interface

The user interface of Warp is Python, a high level, object oriented, interactive and scripting language designed for ease of use and flexibility. Warp is built as a module that is importable into a standard Python session. From Python, all of the data in Warp is accessible and its routines callable. An input file for Warp is a Python program, allowing use of the full richness of the Python programming language to set up, control, steer, diagnose and post-process a Warp simulation. This allows great flexibility in how Warp is used. Input files range from short files with minimal setup that use a standard advance scheme, to extensive collections of files that pick and choose the pieces of Warp that are used and carefully orchestrate how a simulation proceeds. A user can extend
Warp with his or her own collection of Python scripts, as well as Fortran, C or C++
routines with Python wrappers.

Much of Warp is written directly in Python. There is extensive Python code for
handling the interface to various pieces of Warp, for example the multiple field solvers,
the particle scrapers, the lattice description, diagnostics and plotting. These provide a
high level interface for ease of use. The underlying computation intensive part of Warp
is written in Fortran 95. The interface between the Fortran and Python is created by
the Forthon package [15].

Forthon generates the C code and runtime variable database which allows access
to the Fortran data and wraps the Fortran subroutines and functions so that they are
callable from Python. It first generates the interface from description files which lay
out the modules, variables and subroutines that are to be accessible from Python, then
creates a database linking the memory addresses of variables in the modules to Python
level variables, allowing direct read and write access.

Forthon uses Numpy for handling arrays which can be dynamically allocatable.
In that case, Forthon keeps track of the location of the array, updating it as needed
when the array is allocated or reallocated. Arrays can be allocated in either Fortran or
in Python. For subroutines and functions, Forthon creates a Python callable wrapper
in C that does the appropriate conversion of Python variables into Fortran accessible
memory. When multi-dimensional arrays are passed in, Forthon checks the ordering
and, if needed, does the appropriate transpose to put the array in Fortran ordering.
Thus the ordering of indices is, to the user, the same in Python as it is in Fortran.
Input arguments are checked for validity, ensuring that the input has the correct type
and that arrays are dimensioned appropriately.

Forthon provides wrapping for Fortran derived type variables. These are described
in the variable description files, similarly to a Fortran module. For each instance of a
derived type that is created, Forthon sets up a database of the memory, giving access
to it from Python. Instances can be created in either Fortran or Python, and can be
passed into Fortran from Python. A derived type can include instances of derived type,
either statically or through a pointer, including instances of the same type.

Warp makes extensive use of the capabilities of Forthon. The vast majority of data
is handled using dynamically allocated multi-dimensional arrays. There are various uses
of derived types, encapsulating data and allowing complex, hierarchical data structures.
This code architecture allows rapid development and testing (in both Fortran and
Python) of both the underlying code and the user input files.

3. Particle pushers

The default particle pusher is the so-called “Boris” pusher which is based on centered
finite difference (leapfrog) and is second order [28], with optional “\(\tan \alpha/\alpha\)” correction
for exact gyration angle [29].
3.1. Hybrid Drift-Lorentz

It was observed in [30] that the Boris pusher causes particles to gyrate with spuriously large radius for time steps that are large compared to the gyroperiod, albeit with the correct drift velocities (provided the gradients are still sampled adequately). A new solver that interpolates between the Boris velocity push and a drift kinetic advance was developed and implemented in Warp [31, 32]; it reproduces both the correct drift velocity and gyroradius for an arbitrarily large ratio of time step $\delta t$ relative to cyclotron period $\tau_c$, as well as correct detailed orbit dynamics in the small-timestep limit. Schematically, the mover updates the particle position using an interpolated velocity perpendicular to the magnetic field, $v_{\perp,eff} = \alpha v_{\perp} + (1 - \alpha) v_d$ where $v_{\perp}$ and $v_d$ are, respectively, the perpendicular component of the full particle velocity, including gyro motion but with a correction for magnetic-mirror forces and $v_d$ is the drift velocity, and $\alpha$ is an interpolation coefficient, $\alpha = 1/[1 + (\omega_c \delta t/2)^2]^{1/2}$, where $\omega_c$ and $\delta t$ are the cyclotron frequency and timestep, respectively. The pusher has provided an order of magnitude or more saving in computing resources in the simulations of electron cloud effects in the HCX experiment [31, 33]. An implicit time-advance scheme incorporating drift-Lorentz interpolation has also been developed [32]. An alternative approach, which does not require explicit drift-velocity calculations and considerably relaxes but does not eliminate the $\delta t/\tau_c$ constraint, has been developed by Genoni et al. [34].

3.2. Lorentz invariant advance

The relativistic version of the Boris (or Hybrid Lorentz-Drift) particle pusher does not maintain strict Lorentz invariance, resulting eventually in unacceptably large inaccuracies when modeling the transport of ultra-relativistic beams in accelerators. To this effect, an alternative to the Boris pusher that conserves strict Lorentz invariance (to machine precision) was developed and implemented in Warp, and its effectiveness demonstrated on the modeling from first principles of the interaction of a 500 GeV proton beam with a background of electrons [17]. The pusher has subsequently been implemented by others and has also proven useful for correctly capturing the drift speed of electrons of a highly magnetized relativistic electron-ion flow in astrophysical simulations using the code TRISTAN [35].

3.3. linear maps

For the modeling of high energy beams for which space charge effects are relatively weak, and thus time steps can be large compared to the residence time within lattice elements, particles are pushed using linear maps as $(x, v)_{s+ds} = M(x, v)_s$, where $x$ and $v$ are respectively the position and velocity of the particles and $M$ is a $6 \times 6$ transfer matrix. While Warp does not normally require definition of a “reference orbit”, the maps do assume a paraxial limit, but there are no difficulties in principle to augment the order of the map to include some nonlinear effects if these are deemed important. Mapping
is currently available for continuous “smooth” focusing, drifts, bends and quadrupoles.

4. Field solvers and Mesh Refinement

4.1. Field solvers

4.1.1. Electrostatic/Magnetostatic Warp includes electrostatic and magnetostatic solvers. For electrostatic, either an FFT based solver or a multigrid based solver can be used to solve Poisson’s equation for the electrostatic potential. Only multigrid can be used with the magnetostatic solver, which solves the Poisson equation for each component of the vector potential. Various boundary conditions are supported, and both the FFT and multigrid methods allow internal conductors.

The FFT solvers use standard methods. In Fourier space, solving Poisson’s equation is a simple division of the transformed charge density by $k^2$. The solver assumes pipe-like boundary conditions. Transversely, a zero-Dirichlet boundary is applied using a sine transform, or a zero-Dirichlet with symmetry at the axis using a cosine transform. Along the $z$-axis, the pipe axis, a periodic transform is done. An alternate formulation does a tridiagonal matrix solve along the $z$-axis (instead of the FFT) - this is somewhat faster (since the tridiagonal solver scales as $n$ which is faster than the $n \ln n$ scaling of the FFT) and allows Dirichlet boundaries in $z$. The solvers allow arbitrary Dirichlet boundary conditions, by placing the appropriate image charges near the boundary. Internal boundaries can be enforced using the standard capacity matrix method. The solvers include optional filtering in Fourier space.

The multigrid solvers were implemented to allow arbitrary internal boundary conditions. Warp uses the standard second-order finite-difference stencil, 5 points in 2D and 7 points in 3D - multigrid is used to solve the resulting matrix system. Various versions of multigrid are implemented, including V-cycles, full multigrid, and full approximation multigrid. The V-cycles version is mostly used. For an isolated Poisson solve, full multigrid is faster than only V-cycles, but any advantage is lost when the V-cycles can use the solution from the previous time step as a first guess. The full approximation method is used when the solver directly includes a Boltzmann electron distribution, resulting in a non-linear system of equations. The exterior boundary conditions implemented include Dirichlet, zero-Neumann and periodic, with any of the conditions on each boundary plane. Internal boundary conditions are handled using the methods of Shortley and Weller [21], or of Hewett [36], applying Dirichlet conditions on the surface of conductors. The methods allow subgrid resolution of the location of the conductor, increasing accuracy with minimal computational cost. For grid points that are near the surface of a conductor, the finite difference form of Poisson’s equation is modified to include the location of the surface and its potential. The multigrid method easily incorporates this non-uniform, non-symmetric modification of the matrix system. Warp allows a variety of shapes for the conductors, such as cylinders, aperture plates and arbitrary surfaces of revolution (revolving about a line parallel to one of the grid
The conductors can be combined, taking the union, intersection or difference of multiple conductors. This is handled at the Python level in an object oriented manner.

Several additional field solvers are available, which solve modified versions of Poisson’s equation. The first, as mentioned above, solves Poisson’s equation including as a source a Boltzmann distribution of electrons. The electron distribution function is written as 
\[ n_e = n_i \exp \left( \frac{(\phi - \phi_p)}{T_e} \right), \]
where \( \phi_p \) and \( T_e \) are the user supplied plasma potential and electron temperature, and \( \phi \) is the potential to be solved. This non-linear Poisson equation is solved using the full approximation multigrid method. This solver is used primarily in the simulation of plasma ion sources, avoiding the need for the costly detailed simulation of the electrons in the plasma. The second solver allows a variable dielectric constant. The user supplies a grid giving the spatial variation of the dielectric. Only 2D planar and axisymmetric versions are implemented. The third solver is used with the implicit PIC method. Warp uses the direct implicit method, with implementations in both 2D and 3D. The full implicit susceptibility is included without approximation beyond the usual linearization.

4.1.2. Electromagnetic

Warp’s electromagnetic solver is based on the Non-Standard Finite-Difference (NSFD) technique [37, 38], which is an extension of the Finite-Difference Time-Domain technique to larger stencils in the plane perpendicular to the direction of the finite difference. In effect, a finite average (or digital filtering) is performed orthogonally to the direction of the finite difference. The coefficients of the finite average can be set (by the user) to arbitrary values within some bounds and the rule that the sum equals unity for energy conservation. This gives the user some control on the numerical dispersion and Courant time step limits which do depend on those parameters. For a given set of parameters, the stencil reduces to the Yee stencil [22], for which, for cubic cells, the Courant time step multiplied by the speed of light is given by the cell size divided by \( \sqrt{3} \), and the numerical dispersion vanishes along the cell 3D diagonals. As shown in [39], for a different given set of parameters, and for cubic cells, the Courant time step multiplied by the speed of light equals the cell size, and the numerical dispersion vanishes along the main axes. More details on the solver implementation and characteristics for several sets of coefficients are available in [23]. Also described in [23] are the implementation of Perfectly Matched Layers for the absorption of waves at grid boundaries and of Friedman’s damping algorithm for noise control [40]. In the same paper, it is shown that introducing a stride in the usage of standard linear filtering allows for construction of efficient iterative sideband digital filters that are nonetheless compact, thus well suited for implementation on parallel computers. In the current implementation, internal conducting surfaces are implemented by enforcing a null field within the conductors, and complicated conductor shapes are thus approximated by following grid lines.
4.2. Mesh Refinement

The mesh refinement methods that have been implemented in Warp were developed following the following principles: i) avoidance of spurious effects from mesh refinement, or minimization of such effects; ii) user controllability of the spurious effects’ relative magnitude; iii) simplicity of implementation. The two main generic issues that were identified are: a) spurious self-force on macroparticles close to the mesh refinement interface [41, 42]; b) reflection (and possible amplification) of short wavelength electromagnetic waves at the mesh refinement interface [43]. The two effects are due to the loss of translation invariance introduced by the asymmetry of the grid on each side of the mesh refinement interface.

In addition, for some implementations where the field that is computed at a given level is affected by the solution at finer levels, there are cases where the procedure violates the integral of Gauss’ Law around the refined patch, leading to long range
errors [41, 42]. As will be shown below, in the procedure that has been developed in Warp, the field at a given refinement level is not affected by the solution at finer levels, and is thus not affected by this type of error.

4.2.1. Electrostatic A cornerstone of the Particle-In-Cell method is that assuming a particle lying in a hypothetical infinite grid, then if the grid is regular and symmetrical, and if the order of field gathering matches the order of charge (or current) deposition, then there is no self-force of the particle acting on itself: a) anywhere if using the so-called “momentum conserving” gathering scheme; b) on average within one cell if using the “energy conserving” gathering scheme [29]. A breaking of the regularity and/or symmetry in the grid, whether it is from the use of irregular meshes or mesh refinement, and whether one uses finite difference, finite volume or finite elements, results in a net spurious self-force (which does not average to zero over one cell) for a macroparticle close to the point of irregularity (mesh refinement interface for the current purpose) [41, 42].

A sketch of the implementation of mesh refinement in Warp is given in Figure 1 (left). Given the solution of the electric potential at a refinement level \( L_n \), it is interpolated onto the boundaries of the grid patch(es) at the next refined level \( L_{n+1} \). The electric potential is then computed at level \( L_{n+1} \) by solving the Poisson equation. This procedure necessitates the knowledge of the charge density at every level of refinement. For efficiency, the macroparticle charge is deposited on the highest level patch that contains them, and the charge density of each patch is added recursively to lower levels, down to the lowest.

![Figure 2. Position history of one charged particle attracted by its image induced by a nearby metallic (dirichlet) boundary. The particle is initialized at rest. Without refinement patch (reference case), the particle is accelerated by its image, is reflected specularly at the wall, then decelerates until it reaches its initial position at rest. If the particle is initialized inside a refinement patch, the particle is initially accelerated toward the wall but is spuriously reflected before it reaches the boundary of the patch whether using the method implemented in Warp or the MC method. Providing a surrounding transition region 2 or 4 cells wide in which the potential is interpolated from the parent coarse solution reduces significantly the effect of the spurious self-force.](image)

The presence of the self-force is illustrated on a simple test case that was introduced in [41] and also used in [42]: a single macroparticle is initialized at rest within a single
refinement patch four cells away from the patch refinement boundary. The patch at level \( L_1 \) has \( 32 \times 32 \) cells and is centered relative to the lowest \( 64 \times 64 \) grid at level \( L_0 \) ("main grid"), while the macroparticle is centered in one direction but not in the other. The boundaries of the main grid are perfectly conducting, so that the macroparticle is attracted to the closest wall by its image. Specular reflection is applied when the particle reaches the boundary so that the motion is cyclic. The test was performed with Warp using either linear or quadratic interpolation when gathering the main grid solution onto the refined patch boundary. It was also performed using another method based on the algorithm given in [44], which employs a more elaborate procedure involving two-ways interpolations between the main grid and the refined patch. A reference case was also run using a single \( 128 \times 128 \) grid with no refined patch, in which it is observed that the particle propagates toward the closest boundary at an accelerated pace, is reflected specularly at the boundary, then slows down until it reaches its initial position at zero velocity. The particle position histories are shown for the various cases in Fig. 2. In all the cases using the refinement patch, the particle was spuriously reflected near the patch boundary and was effectively trapped in the patch. We notice that linear interpolation performs better than quadratic, and that the simple method implemented in Warp performs better than the other proposed method for this test (see discussion below).

**Figure 3.** (left) Maps of the magnitude of the spurious self-force \( \epsilon \) in arbitrary units within one quarter of the refined patch, defined as \( \epsilon = \sqrt{(E_x - E_x^{\text{ref}})^2 + (E_y - E_y^{\text{ref}})^2} \), where \( E_x \) and \( E_y \) are the electric field components within the patch experienced by one particle at a given location and \( E_x^{\text{ref}} \) and \( E_y^{\text{ref}} \) are the electric field from a reference solution. The map is given for the Warp and the MC mesh refinement algorithms and for linear and quadratic interpolation at the patch refinement boundary. (right) Lineouts of the maximum (taken over neighboring cells) of the spurious self-force. Close to the interface boundary \( (x=0) \), the spurious self-force decreases at a rate close to one order of magnitude per cell (red line), then at about one order of magnitude per six cells (green line).
The magnitude of the spurious self-force as a function of the macroparticle position was mapped and is shown in Fig. 3 for the Warp and MC algorithms using linear or quadratic interpolations between grid levels. It is observed that the magnitude of the spurious self-force decreases rapidly with the distance between the particle and the refined patch boundary, at a rate approaching one order of magnitude per cell for the four cells closest to the boundary and about one order of magnitude per six cells beyond. The method implemented in Warp offers a weaker spurious force on average and especially at the cells that are the closest to the coarse-fine interface where it is the largest and thus matters most.

A method was devised for reducing the magnitude of self-force near the coarse-fine boundaries by orders of magnitude for the MC method by using a special deposition procedure near the interface [42]. The Warp method offers a simpler alternative as the method leaves the coarse grid solution free of self-force, within and around the patch, offering the possibility of reducing the effect of the self-force by simply extending the refinement patch by a few “transition” cells beyond the desired “effective” refined area. Within the effective area, the particles gather the potential in the fine grid. In the extra transition cells surrounding the refinement patch, the force is gathered directly from the coarse grid (an option, which has not yet been implemented, would be to interpolate between the coarse and the grid field solution within the transition zone so as to provide continuity of the force experienced by the particles at the interface). The number of cells allocated in the transition zones of patches is controllable by the user in Warp, giving the opportunity to check whether the spurious self-force is affecting the calculation by repeating it using different thicknesses of the transition zones. The control of the spurious force using the transition zone is illustrated in Fig. 2, where the calculation with Warp using linear interpolation at the patch interface was repeated using either two or four cells transition regions (measured in refined patch cell units). Using two extra cells allowed for the particle to be free of spurious trapping within the refined area and follow a trajectory that is close to the reference one, and using four extra cells improved further to the point where the resulting trajectory becomes undistinguishable from the reference one.

Automatic remeshing has been implemented in Warp following the procedure described in [45], refining on criteria based on measures of local charge density magnitude and gradients. AMR Warp simulations were applied to the modeling of the front end injector of the High Current Experiment (HCX) [46], and provided the first numerically converged estimates of phase space beam distortions, which directly affects beam quality [24]. Fig. 4 shows snapshots from 2D axisymmetric simulation of the source area illustrating the automatic placement of refined patches, and 3D simulation of the full injector showing the beam generation, acceleration and transport.

4.2.2. Electromagnetic The method that is used for electrostatic mesh refinement is not directly applicable to electromagnetic calculations. As was shown in section 3.4 of [47], refinement schemes relying solely on interpolation between coarse and fine patches
Figure 4. Snapshot from a 3D self-consistent simulation of the injector in the High Current Experiment shows the beam emerging from the source at low energy (blue) and being accelerated (green-yellow-orange) and transported in a four quadrupole front end. The automatic layout of the mesh refinement patches from a 2D axisymmetric simulation of the source area shows 2 levels of refinement, concentrating the finer meshes around the emitter (white curve surface) and the beam edge (dark blue).

lead to the reflection with amplification of the short wavelength modes that fall below the cutoff of the Nyquist frequency of the coarse grid. Unless these modes are damped heavily or prevented from occurring at their source, they may affect particle motion and their effect can escalate if trapped within a patch, via multiple successive reflections with amplification.

To circumvent this issue, an additional coarse patch (with the same resolution as the parent grid) is added, as shown in Fig. 1-right and described in [25]. Both the fine and the coarse grid patches are terminated by Perfectly Matched Layers, reducing wave reflection by orders of magnitude, controllable by the user [48, 49]. The source current resulting from the motion of charged macroparticles within the refined region is accumulated on the fine patch and is then interpolated onto the coarse patch and added onto the parent grid. The process is repeated recursively from the finest level down to the coarsest. The Maxwell equations are then solved for one time interval on the entire set of grids, by default for one time step using the time step of the finest grid. The field on the coarse and fine patches only contain the contributions from the particles that have evolved within the refined area but not from the current sources outside the area.

The total contribution of the field from sources within and outside the refined area is obtained by adding the field from the fine grid $F(f)$, and adding an interpolation $I$ of the difference between the relevant subset $s$ of the field in the parent grid $F(p)$ and the field of the coarse grid $F(c)$, on an auxiliary grid $a$, i.e. $F(a) = F(f) + I[F(s) - F(c)]$.

In effect, there is substitution of the coarse field calculated in the patch area by its fine resolution counterpart. The operation is carried recursively starting at the coarsest level up to the finest. An option has been implemented in which various grid levels are pushed with different time steps, given as a fixed fraction of the individual grid
Courant conditions (assuming same cell aspect ratio for all grids and refinement by integer factors). In this case, the fields from the coarse levels, which are advanced less often, are interpolated in time.

The substitution method has two potential drawbacks due to the inexact cancellation between the coarse and fine patches of: (i) the remnants of ghost fixed charges created by the particles entering and leaving the patches (this effect is due to the use of the electromagnetic solver and is different from the spurious self-force that was described for the electrostatic case); (ii) the electromagnetic waves traveling on each patch at slightly different velocity due to numerical dispersion. The first issue results in an effective spurious multipole field whose magnitude decreases very rapidly with the distance to the patch boundary, similarly to the spurious self-force in the electrostatic case. Hence, adding a few extra transition cells surrounding the patches mitigates this effect very effectively. The tunability of Warp’s electromagnetic solver provides the means to optimize the numerical dispersion so as to minimize the second effect for a given application, which has been demonstrated on the laser-plasma interaction test case presented in [25]. Both effects and their mitigation are described in more detail in [25].

As a test to the electromagnetic PIC implementation, Warp simulations of wave excitations by a beam propagating through plasma, as described in [50], were conducted. In these simulations, a hard-edged, elliptical, rigid beam propagates at constant velocity $v_z = 0.5c$ where $c$ is the speed of light through an initially cold neutral plasma of initial density $n_0$. The beam has a flat-top density profile of $n_b = n_0/2$, and an elliptical shape of length $l = 15c/\omega_p$ and diameter $d = l/10$, where $\omega_p$ is the electron plasma frequency. It is shown in [50] that waves with a wavenumber of approximately $2\omega_p/v_z$ are generated in the plasma by the beam’s electrostatic field, and have larger amplitude inside the beam, due to their interaction with the beam’s sharp edges.

Resolving the beam edge and the small structures developing in the wake inside the beam forces small cell sizes. The resolution that is needed for macroscopic convergence was explored in 2-1/2D in a series of four runs where the number of grid cells was varied from $64 \times 160$ to $512 \times 1280$ by incremental factors of 2. Third order spline interpolation was used for the beam and plasma macroparticle current deposition and force gathering. The details of the plasma wake were very similar between the two highest resolution cases, indicating that macroscopic convergence was reached. The results from the runs using $128 \times 320$ and $512 \times 1280$ grids are shown in Fig. 5. The result from the highest resolution run serves as the reference for subsequent calculations with mesh refinement.

A run was conducted where the main grid had $128 \times 320$ cells and was complemented by two refinement patches (with successive refinement factors of 2 in each direction), such that the resolution in the central patch matched the resolution of the case of reference. The number and weight of the injected plasma macroparticles was varied, such that the number of macroparticles per cell in each grid at injection was constant. Results are plotted in Fig. 5 (bottom-left) showing a good reproduction of the fine scale structures within the central fine patch in good agreement with the reference case.
Figure 5. Electron density \( n_e \) (normalized to the density of the injected plasma) from Warp simulations in 2-1/2D for a), b), c) and 3D for d) of a rigid beam (thin light-blue outline) propagating through a neutral plasma, for grid sizes of a) \( 128 \times 320 \), b) \( 512 \times 1280 \), c) \( 128 \times 320 \) (main grid, red box) + \( 128 \times 640 \) (patch 1, orange box) + \( 128 \times 1280 \) (patch 2, yellow box), such that the resolution of patch 2 matched the resolution of the grid used for b), d) grid size of \( 64 \times 64 \times 160 \) (main grid, red box) + \( 64 \times 64 \times 320 \) (patch 1, orange box) + \( 64 \times 64 \times 640 \) (patch 2, yellow box). For c) and d), the number and weight of injected plasma macroparticles was adjusted to keep the number of macroparticles per cell constant in each grid at injection in front of the beam.

Lastly, a three-dimensional simulation with mesh refinement of the same physical setup was conducted. The grid setup and 3D isosurfaces of the plasma electron density as the beam enters the plasma are shown in Fig. 5 (bottom-right). As expected, structures similar to the ones observed in 2D are present within the beam envelope. The speedup achieved by the use of mesh refinement was estimated to be approximately one order of magnitude in 3D.
5. Modes of operation

Thanks to a high degree of modularity and the usage of the Python language which allows for dynamic loading of functionalities, Warp can be used in various configurations: “standard Particle-In-Cell”, “transverse-slice”, “Gun mode”, “build-up” and “quasistatic”.

![full PIC mode](image)

![“Gun” mode](image)

Figure 6. (left) Rendering from a full 3D self-consistent time-dependent simulation of NDCX-II, using the injector voltage configuration computed in gun mode, (right) snapshot from calculation of steady flow of charged particles emitted from a hot plate in the NDCX-II injector, using the gun mode. The equipotentials (blue lines) were computed using the charge distribution of the previous iteration. Particle trajectories are computed and accumulated (red) for the calculation of the next electrostatic potential. Voltage is interactively adjusted on the electrodes (black) until an acceptable solution is found.

5.1. Standard Particle-In-Cell

In the default “standard Particle-In-Cell” mode, Warp follows a collection of charged macroparticles evolving under the influence of their self-field and externally applied fields in 3D ($xyz$), 2D axisymmetric ($rz$) or 2D planar ($xy$ or $xz$). In the case of the modeling of charged particle beams (the default), $z$ is the direction of (initial) beam propagation and a moving window is used to follow the beam as it propagates. A special warped-coordinate particle advance is used to treat particles in bends [16] and in that case, $z$ maps to $s$, the path length coordinate on the nominal machine center line, as commonly defined in the accelerator community (but $s$ is not a reference orbit). Independently of the dimensionality of the self-fields, the particles are advanced in 3D and have 3D positions and velocities. For reduced dimensional models, the appropriate integrations and projections are done for the charge deposition and field gather. With the axisymmetric model, advancing the particles in 3D avoids problems on axis. With particles in 3D, the diagnostics are consistent among the different models and can be directly compared.
5.2. Transverse slice

The transverse slice model is used to simulate beams approximated as having infinite extent along the z-axis, i.e. effectively this is a steady-flow model. The particles are all initialized at a common z location, and each time step are advanced to the next z location, \( z + dz \). Each particle will have its own time step, dependent on its z-velocity. In the warped coordinates, the particles are advanced to the next angle around the bend. The particle time step sizes will thus also be dependent on the radial position. Since the particle’s z-velocity can change during a time step, iterations are done correcting the time step sizes so that all particles are advanced to the same value of \( s \). In the charge deposition, the weight of the particles is optionally scaled by \( v_b/v_p \), the ratio of the beam velocity and the particle’s velocity, so that each particle represents a unit of current (rather than line-charge density). Also optionally, the fields from the previous and current time step can be used to calculate a self \( E_z \) field using a backward finite difference. This self \( E_z \) can become important if there are significant variations in transverse distribution along the beam.

5.3. “Gun” mode

The gun mode is used to model continuous steady flow of charged macroparticles that are at equilibrium with the externally applied fields, in non-paraxial situations where an accurate self longitudinal electric field is important and the slice model does not suffice. This mode is used to design charged particle injectors. In this mode, particles are injected on one time step only and the injection is turned off. Those particles are then tracked through the system until there is no particle left. On each time step, the charge density from the particles is accumulated. After all of the particles leave the system, the new field is calculated using the accumulated charge density. A selection of particles is saved each time step for diagnostic and plotting. This procedure is iterated until convergence to a steady state solution. Several non-exclusive optional procedures are available to speedup the convergence and reduce jitter: (i) a running averaging of the charge density is performed from one iteration to the next, (ii) the particles are tracked initially through a small fraction of the system which increases progressively after each iteration until it covers the entire system, (iii) solutions are computed using increasingly high resolution and particle statistics. Figure 6 shows snapshots from a full 3D time-dependent simulation of the NDCX-II front end and from a “gun” steady flow calculation of the NDCX-II injector.

5.4. Lorentz boosted frame

A method was recently proposed to speed up full PIC simulations of a certain class of relativistic interactions by performing the calculation in a Lorentz boosted frame [51], taking advantage of the properties of space/time contraction and dilation of special relativity to render space and time scales (that are separated by orders of magnitude in
the laboratory frame) commensurate in a Lorentz boosted frame, resulting in far fewer computer operations. The method has been applied successfully to the modeling of laser plasma acceleration [52, 53, 54, 13], electron cloud effects [17], free electron lasers [55], coherent synchrotron radiation [12], and production of ultrabright attosecond x-ray pulses [56].

In a laser plasma accelerator, a laser pulse is injected through a plasma, creating a wake of regions with very strong electric fields of alternating polarity [57]. An electron beam that is injected with the appropriate phase can thus be accelerated to high energy in a distance that is much shorter than with conventional acceleration techniques [58]. The simulation of a laser plasma acceleration stage from first principles using the Particle-In-Cell technique in the laboratory frame is very demanding computationally, as the evolution of micron-scale long laser oscillations needs to be followed over millions of time steps as the laser pulse propagates through a meter long plasma for a 10 GeV stage. As illustrated in Fig. 7 showing snapshots from simulations of a downscaled LPA stage, in the laboratory frame the laser pulse is much shorter than the wake, whose wavelength is also much shorter than the acceleration distance ($\lambda_{\text{laser}} \ll \lambda_{\text{wake}} \ll \lambda_{\text{acceleration}}$).

In a Lorentz boosted frame moving at a speed near the speed of light with the laser in the plasma, the laser will be Lorentz expanded (by a factor $(1 + v_f/c)\gamma_f$ where $\gamma_f = (1 - v_f^2/c^2)^{-1/2}$ and $v_f$ is the velocity of the frame and $c$ is the speed of light). The plasma (now moving opposite to the incoming laser at velocity $-v_f$) is Lorentz contracted (by a factor $\gamma_f$). In a boosted frame moving with the wake ($\gamma_f \approx \gamma_{\text{wake}}$), the laser wavelength, the wake and the acceleration length are now commensurate ($\lambda_{\text{laser}} < \lambda_{\text{wake}} \approx \lambda_{\text{acceleration}}$), leading to far fewer time steps by a factor $(1 + v_f/c)^2\gamma_f^2$, hence computer operations [51, 13].
A speedup of up to a million times was reported for Warp modeling of a hypothetical 1 TeV stage [59]. Control of a violent numerical instability that had been plaguing early attempts was obtained via the combination of: (i) the use of Warp’s tunable electromagnetic solver and efficient wideband filtering [23], (ii) observation of the benefits of hyperbolic rotation of space-time on the laser spectrum in boosted frame simulations [59], and (iii) identification of a special time step at which the growth rate of the instability is greatly reduced [23]. In addition, a novel numerical method for injecting the laser pulse through a moving planar antenna was introduced in Warp [13].

5.5. Build-up

The build-up mode is used to study the accumulation of electrons at a given location in a particle accelerator. In this mode, the dynamics of electrons is followed for a thin (2D) or thick (3D) slice located at a given location in the lattice, under the influence of a legislated particle beam passing through the slice (Fig. 8-left). The electrons are described by a collection of macro-particles evolving under the influence of their own space charge, plus the field of an external beam, following the standard Particle-In-Cell (PIC) technique. The electron electric field is obtained in the static approximation from solving the Poisson equation. The field from the external (positively charged) beam is either prescribed analytically (using the Bassetti-Erskine formula [60]) or given from solving the Poisson equation over a prescribed charge distribution. The build-up mode has been successfully benchmarked against the 2D build-up code Posinst [18, 19]. An example of electron density history from Warp build-up simulations is contrasted with Posinst results in Fig. 8-(right).
5.6. Quasistatic

The quasistatic mode is used to model the interaction of relativistic beams with electron clouds in particle accelerators, taking advantage of the separation of space and time scales between the beam particles and the electron cloud dynamics [61]. In this mode, a 2D slab of electron macroparticles is stepped backward (with small time steps) through the beam field (see Fig. 9-left). The 2D electron fields (solved at each step) are stacked in a 3D array, that is used to give a kick to the beam. Finally, the beam particles are pushed forward (with larger time steps) to the next station of electrons. In the quasistatic mode, the beam is distributed among \( n \) slices, that are uniformly spread among \( N \) processors. Using a pipelining algorithm, slices on a given processor are pushed from one station to the next, while the slices of the previous processor will be pushed to the same station one time step later; (right) Warp-Posinst simulation of two consecutive bunches (top) interacting with an electron cloud (bottom) – the bunches and electron clouds have been separated for clarity.

The parallelization in the transverse direction (perpendicular to \( s \)) uses domain decomposition of the particles and fields. The parallelization in the longitudinal direction (along \( s \)) uses pipelining, similarly (but not identical) to the strategy developed in QuickPIC [62]. Assuming that the beam is distributed among \( n \) slices of equal thickness along the longitudinal dimension, and that \( N \) processors are used for a run, \( n/N \) consecutive slices are assigned to each processor, as sketched in Fig. 9-left. During the first iteration, the electron distribution from the first station in the ring is evolved through the slices of processor \( N \) while processors 1 through \( N - 1 \) stay idle. The electron distribution is then passed to processor \( N - 1 \) and evolves through the slices that it contains, while processor \( N \) pushes the beam to station 2 and starts evolving the
corresponding distribution of electrons. After \( N \) steps, all processors are active and the procedure is repeated until the beam slices on processor 1 reach the desired propagation distance.

Posinst routines for electron cloud generation and build-up are accessible through the Warp package in all modes including quasistatic, allowing for three-dimensional fully self-consistent simulations of the electron cloud build-up and its effect on the beam dynamics simultaneously, therefore including the memory of electron clouds between bunches, hence multi-bunch effects. Such simulations have been performed for 1000 turns of up to three trains of 72 bunches each circling in the CERN SPS ring [11]. For moderately high resolution and statistics, 8 CPUs were used per RF bucket, for a total of 5-10 hours runs using 11,520 CPUs on Franklin at NERSC. A colored three-dimensional rendering of two consecutive bunches and the interacting electron cloud is shown in Fig. 9-(right). More details are available in [11].

6. Summary and outlook

The Warp code-framework has recently been augmented with various novel methods including PIC with adaptive mesh refinement, a large-timestep mover for particles of arbitrary magnetized species, a new relativistic Lorentz invariant leapfrog particle pusher, simulations in Lorentz boosted frames, an electromagnetic solver with tunable numerical dispersion and efficient stride-based digital filtering. With its new capabilities and thanks to a design that allows for a high degree of versatility, the range of application of Warp has considerably widened far beyond the initial application to the Heavy Ion Fusion Science program.

Further developments are underway. Notably, a full implementation of AMR-PIC requires adaptive time-stepping for the particles as they cross different patches, similarly to the algorithm for multi-scale Particle-in-Cell plasma simulations proposed in [63]. An embryo of such a capability has been implemented in Warp based on sub-cycling methods derived from [64], where particles are sorted in groups that are advanced with different time steps. Progress will be reported as the implementation gets finalized.
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