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An extended QM/MM NWChem/AMBER interface has been developed and implemented to offer additional features in computations within the QM/MM framework. This includes the interface for the QM/MM multiregion optimization, nudged elastic band (NEB), and free energy perturbation (FEP). With these functionalities, it is feasible to apply ab-initio or density functional...
(DFT) QM/MM methods to study various problems, for example, reaction mechanisms of enzymes, in which many degrees of freedom are involved and considered. The QM/MM multiregion optimization provides an efficient approach that reduces computational costs for optimization problems, e.g. geometry optimization. The minimum energy pathway of enzyme catalysis can be determined using the NEB method. Together with the FEP method, free energy profile of the reaction can be established.

A brief introduction of QM/MM methodology has been discussed in chapter 1. Chapter 2 covers the implementation of the extended QM/MM NWChem/AMBER interface with the related theoretical backgrounds also discussed. Chapter 3 includes the validation of the implemented interface using small test cases. Water dimer was chosen to validate the QM/MM multiregion optimization algorithm. The QM/MM NEB and FEP methods were applied to determine the reaction mechanism of a S_n2 reaction of CH_3Br + OH^− in aqueous solution. Chapter 4 illustrates the use of the QM/MM multiregion optimization in combination with a high-level QM methodology (CR-EOMCCSD(T)) to investigate photophysical properties of a green fluorescent chromophore (GFP) analogue in aqueous solution. In chapter 5, the QM/MM method was applied to investigate the catalysis of cellulose degradation catalyzed by copper-dependent polysaccharide monooxygenases (PMOs). The computations were achieved through the utilization of the developed NWChem-AMBER interface. As a primary step, the hydrogen abstraction (HAT) process was examined. The corresponding proposed reaction mechanisms were investigated and activation free energies were estimated. This work also illustrates the use of the full explicit enzyme-substrate model complex in the study of reaction mechanism of PMOs.
Chapter 1

Quantum Mechanical Molecular Mechanics (QM/MM) Methodology

1.1 Introduction

Accurate analysis of chemical transformations in large-scale molecular systems is one of the universal problems that occur across different areas of chemistry, physics, and biology. Such cases are outside the scope of classical methods, but also not always appropriate for pure quantum mechanical (QM) simulations. One obvious reason is the computational expense related to quantum mechanical simulations. Another is the data size and complexity associated with electronic structure degrees of freedom. A potential solution to both issues can be found in multi-physics simulation where different levels of description are used for different parts of the system providing a balanced description of a particular chemical process. This can be achieved by a treatment of the reactive region (e.g. active site of an enzyme) with a QM method and of the environment (e.g. the protein matrix) with a molecular mechanic (MM) method. Such a hybrid approach is regarded as the QM/MM methodology. The principle of the approach was first introduced by Warshel and Levitt in 1976. Over years, this method has been further developed and gained more popularity in many research areas, and in 2013, the authors, along with Martin Karplus, won the Nobel Prize in Chemistry for “the development of multiscale models for complex chemical systems”.

One of the most challenging problems is the study of enzymatic reactions or other biomolecular processes. These problems usually involve with system sizes of hundreds of thousands of atoms. With increasing computer power in present days, however, calculations of such complex systems become feasible with the QM/MM method. Over a hundred atoms can be included in the QM active region to captures a transformation of the reaction. In order to acquire an accurate result, a selection of QM and MM methods is nontrivial. Since computational costs are mainly spent toward the QM calculations, hence, a compromise between efficiency and accuracy should
be considered. *ab-initio* QM methods generally provide accurate results with an expense for computational costs. On the other hand, the QM calculations with semi-empirical methods are more favorable in terms of efficiency but the accuracy may be suffered. In practice, density functional theory (DFT)\(^3\)\(^5\) becomes widely used within the QM/MM framework due to their efficiency/accuracy ratio. As far as the MM treatment is concerned, various choices of MM force fields are available to simulate biomolecular systems. These include AMBER,\(^6\)\(^9\) CHARMM,\(^10\)\(^13\) GROMOS,\(^14\)\(^15\) and OPLS-AA,\(^16\)\(^17\)

1.2 Overview of QM/MM method

The details of QM/MM methods and their applications for complex systems have been widely discussed in the literature.\(^{18\text{-}24}\) Only a brief overview of the methodology is outlined in this chapter.

1.2.1 Partitioning of QM/MM System

A QM/MM system constitutes of 2 subsystems—QM and MM subsystems. The QM subsystem is the part of the system associated with a chemical or electronic transformation (e.g. chemical reaction or electron excitation). Therefore, this part of the system is treated quantum mechanically. On the other hand, the MM subsystem is defined as a part of the system not directly involving in the chemical or electronic transformation but its contribution capable of modulating the change in QM subsystem. This part of the system is described with molecular mechanics (MM), also known as force field (FF). For example, Fig 1.1 shows a QM/MM system for the study of photophysical properties of a green fluorescent protein (GFP) chromophore analogue in the aqueous phase. In this case, the GFP chromophore analogue is treated as the QM subsystem and water molecules as the MM subsystem.
1.2.2 QM/MM Hamiltonian

The total energy of a QM/MM system can be expressed as

$$E_{\text{total}} = E_{\text{QM}} + E_{\text{MM}} + E_{\text{QM/MM}},$$

(1.1)

where $E_{\text{QM}}$ is the quantum mechanical energy of the QM subsystem, $E_{\text{MM}}$ the molecular mechanical interactions of the MM subsystem, and $E_{\text{QM/MM}}$ the interactions between the QM subsystem and the MM subsystem. $E_{\text{QM}}$ is typically obtained from the calculation of the electronic wave function via a self-consistent field (SCF) procedure. $E_{\text{MM}}$ is calculated from a choice of selected force field, which is expressed using an analytic functional form. The QM/MM interactions can be divided into three terms:

$$E_{\text{QM/MM}} = E_{\text{QM/MM}}^{\text{electrostatics}} + E_{\text{QM/MM}}^{\text{vdW}} + E_{\text{QM/MM}}^{\text{banded}}.$$

(1.2)

The electrostatic term describes Coulomb interactions between QM and MM subsystems. In general, there are two schemes to compute this term—Mechanical and electrostatic embedding schemes. For the mechanical embedding scheme, the electron density of the QM subsystem is not...
induced via the polarization of the MM charge during wave function evaluation. Instead, electrostatics between QM and MM subsystems is expressed by

$$E_{\text{QM/MM}}^{\text{electrostatics}} = \sum_{i}^{N_{\text{QM}}} \sum_{k}^{N_{\text{MM}}} \frac{Q_i Q_k}{|r_i - R_k|},$$  \hspace{1cm} (1.3)

where $Q_i$ and $Q_k$ are parameterized atomic charges of QM and MM atoms, respectively. Therefore, this evaluation is handled at the MM level. For electrostatic embedding, polarization of MM the MM subsystem is also taken into account during the computation of the wave function. Thus, we have

$$\langle \Psi | H_{\text{eff}} | \Psi \rangle = E_{\text{QM}} + E_{\text{QM/MM}}^{\text{electrostatics}}$$  \hspace{1cm} (1.4)

and

$$E_{\text{QM/MM}}^{\text{electrostatics}} = -\sum_{k}^{N_{\text{MM}}} \int dr \rho_{\text{QM}}(r)Q_k |r - R_k| + \sum_{A}^{N_{\text{QM}}} \sum_{k}^{N_{\text{MM}}} \frac{Z_A Q_k}{|R_A - R_k|}, \hspace{1cm} (1.5)$$

where $\rho_{\text{QM}}$ is the electron density and $Z_A$ are effective nuclear charges of the QM region, and $Q_k$ are classical electrostatic charges.

Van der Waals interactions in the second term, $E_{\text{QM/MM}}^{\text{VdW}}$, are represented in terms of a Lennard-Jones potential:

$$E_{\text{QM/MM}}^{\text{VdW}} = \sum_{A}^{N_{\text{QM}}} \sum_{k}^{N_{\text{MM}}} \varepsilon_{\text{Ak}} \left[ \frac{\sigma_{\text{Ak}}}{R_{\text{Ak}}} \right]^6 - \left[ \frac{\sigma_{\text{Ak}}}{R_{\text{Ak}}} \right]^12.$$  \hspace{1cm} (1.6)

$\varepsilon_{\text{Ak}}$ is the well depth of the potential well and $\sigma_{\text{Ak}}$ is the distance at which the potential between 2 atoms is zero.

QM-MM bonded interactions (the third term of Eq. (1.2)) takes into account any connections separating QM and MM atoms by 1-3 bonds. This can be expressed as

$$E_{\text{QM/MM}}^{\text{bonded}} = E_{\text{QM/MM}}^{\text{bond}} + E_{\text{QM/MM}}^{\text{angle}} + E_{\text{QM/MM}}^{\text{dihedral}},$$  \hspace{1cm} (1.7)

which is evaluated at the MM level using a force field. The functional form of Eq. (1.7) is
\[
E_{\text{bonded}}^{\text{QM/MM}} = \sum_{\text{bonds}} k_r (r - r_0)^2 + \sum_{\text{angles}} k_\theta (\theta - \theta_0)^2 + \sum_{\text{dihedrals}} k_\phi [1 + \cos(n\phi + \delta)].
\] (1.8)

\(r, \ \theta, \ \phi\) denote bond distances, angles, dihedral angles, respectively. \(r_0, \ \theta_0\) correspond to equilibrium bond distances and angles. \(n\) and \(\delta\) are dihedral multiplicity and phase, respectively.

Note that each sum in Eq. (1.8) accounts only for the interaction between QM and MM atoms.

1.2.3 QM/MM Boundary Treatment

In some cases, QM-MM partitioning is performed on QM and MM subsystems connected by covalently chemical bonds. Cutting through these bonds creates unpaired electrons in the QM subsystem. Hence, a special treatment at the QM-MM boundary is required. This includes:

1) The unsaturated bond of QM atoms at the boundary must be capped.

2) Overpolarization of the QM density by the MM charges at the boundary must be prevented in case of electrostatic embedding scheme.

3) Bonded terms that are associated with both subsystems have to be selected such that double-counting of interactions is avoided.

There are several approaches to cope with a QM/MM boundary. Among these, link atom approach is the simplest one. A monovalent link atom is introduced and placed along the bond vector between the QM and MM atoms. Most commonly used element is hydrogen atom although other elements (such as fluorine) may be used. Link atoms are treated as part of the QM subsystem and included in the QM calculation. At each step, the force acting on link atoms are distributed to the corresponding QM and MM atoms. When link atom method is used, overpolarization of classical MM atoms at the boundary must be treated properly. Some strategies may be used. 1) Deletion of classical MM charges at the boundary. 2) Shifting or redistributing classical charges to atoms connected to the boundary MM atoms. 3) Smearing the charges close to
the QM subsystem\cite{26,28,42} by using charge distributions. 4) Deletion of the one-electron integrals associated with link atoms.\cite{31,43-47}

Localized orbitals are another method for dealing with the QM/MM boundary. This involves using a frozen hybrid orbital to saturate the free valanced bond. For localized self-consistent field (LSCF) scheme,\cite{48-59} the atomic orbitals on the QM atoms at the QM/MM boundary are localized and hybridized. The doubly occupied hybridized orbital points towards the boundary MM atom but is frozen while other hybrid orbitals are optimized along with other QM orbitals during the SCF procedure. Generalized hybrid orbitals (GHO) scheme,\cite{60-66} also related to the LSCF and frozen orbital approaches, places the hybrid orbitals on the boundary MM atom and the orbital pointing the QM atom is active and included in SCF iterations. Overall, all localized orbital approaches require one or more parametrization steps.

1.3. Motivation and Objective

While various standalone software packages are available for QM and MM calculations, this is not the case for the computations within the QM/MM framework. Besides AMBER software package, which also provides semi-empirical QM/MM features apart from MM simulations, another example of the implementation of QM/MM methods into a single software package can be found in NWChem.\cite{67} This package provides functionalities to perform a QM/MM calculation using \textit{ab-initio} method or DFT which is a parameter-free approach. However, it is not always possible to maintain both components to fulfill integrity of the code. Therefore, this may raise concerns in terms of credibility of results produced from the unstable code. Another approach is the implementation of the QM/MM methods using a programming model where the QM and MM components reside in two different and widely used software packages. In this case, maintenance issue can be less concerned. To expand functionalities for ab-initio or DFT approach, a MD package such as AMBER\cite{68} utilizes the second programming model to interface with external QM
packages, including NWChem. In general, MD engine evolves both the QM and MM subsystems concurrently. The QM forces can be retrieved from the QM calculation via an external QM package. This step of the calculation is costly and thus limiting size of the problem for a practical use. Therefore, further interface development has been inspired. In this dissertation, an extended QM/MM approaches via the interface between NWChem and AMBER packages has been implemented to provide additional functionalities to cope with the systems with many degrees of freedom and to be able to apply for chemical processes in enzyme complexes. The efforts include the implementation of QM/MM multiregion optimization, QM/MM nudged elastic band (NEB) calculation, and free energy perturbation (FEP). The QM/MM multiregion optimization provides an efficient algorithm for geometry optimization. The interface for the QM/MM NEB and FEP methods provides a means to study catalytic reactions of enzymes by determining the optimized reaction paths and estimating free energies of the reactions.

1.4 Organization of Chapters

Chapter 2 covers the implementation of the extended QM/MM NWChem/AMBER interface with related theoretical backgrounds also discussed. Chapter 3 includes the validation of the implemented interface using small test cases. Water dimer was chosen to validate the QM/MM multiregion optimization algorithm. NEB and FEP methods were applied to determine the reaction mechanism of a S$_2$2 reaction of CH$_3$Br + OH$^-$ in aqueous solution. Chapter 4 illustrates the use of QM/MM multiregion optimization in combination with a high-level QM methodology (CR-EOMCCSD(T)) to investigate photophysical properties of a green fluorescent chromophore (GFP) analogue in aqueous solution. In chapter 5, the QM/MM method was applied to investigate the catalysis of cellulose degradation catalyzed by copper-dependent polysaccharide monooxygenases (PMOs). The computations were achieved through the utilization of the developed NWChem-AMBER interface.
1.5 References


Chapter 2

Extended NWChem-AMBER Interface for Large Scaled QM/MM Simulations

2.1 Introduction

The presence two distinctly different models in the QM/MM methodology introduce unique challenges in its implementation. There are essentially two possible frameworks that can be followed. In the single code framework both QM and MM components reside within the same parent code. One example of such approach can be found in NWChem computational chemistry package.[1] This significantly simplifies the management of data flow between QM and MM components and provides clear and structured approach to running QM/MM simulations. The main drawback is that the parent code needs to have native implementation of both QM and MM components, which is not always possible. The fact that QM and MM components are joined at the source code level and share the same parallel infrastructure also restricts the type of simulations that can be developed. In this work a different programming model where QM and MM components reside in different software packages, namely NWChem computational chemistry package[1] and AMBER molecular mechanics code[2,3] are utilized. Such approach allows much flexibility, but more upfront development is required to set up a simulation. These efforts are described in this chapter. NWChem can be downloaded free of charge from http://www.nwchem-sw.org/index.php/Download. While full functionalities of AMBER require licensing purchase, its companion AmberTools source code, which contains the main MD engine sander, is also available for free through http://ambermd.org. Both of which support parallel computations which are beneficial for models with many degrees of freedom within the QM/MM framework.

2.2 QM/MM Methodology

The total energy of a QMMM system can be expressed as
\[ E_{\text{total}} = E_{QM} + E_{MM} + E_{QM/MM}, \]  

(2.1)

where \( E_{QM} \) is the quantum mechanical energy of the QM subsystem, \( E_{MM} \) the molecular mechanical interactions of the MM subsystem, and \( E_{QM/MM} \) the interactions between the QM subsystem and the MM subsystem. The QM/MM interactions can be divided into three terms:

\[ E_{QM/MM} = E_{\text{electrostatics}}^{QM/MM} + E_{\text{VdW}}^{QM/MM} + E_{\text{bonded}}^{QM/MM}. \]  

(2.2)

The electrostatic term describes Coulomb interactions between QM and MM regions,

\[ E_{\text{electrostatics}}^{QM/MM} = - \sum_{i=1}^{N_{QM}} \int d\mathbf{r} \frac{\rho_{QM}(\mathbf{r})Q_i}{|\mathbf{r} - \mathbf{R}_i|} + \sum_{i=1}^{N_{QM}} \sum_{k=1}^{N_{MM}} \frac{Z_i Q_k}{|\mathbf{R}_i - \mathbf{R}_k|}, \]  

(2.3)

where \( \rho_{QM} \) is the electron density and \( Z_i \) are effective nuclear charges of the QM region, and \( Q_k \) are classical electrostatic charges. Van der Waals interactions in the second term, \( E_{\text{VdW}}^{QM/MM} \), are represented in terms of a Lennard-Jones potential:

\[ E_{\text{VdW}}^{QM/MM} = \sum_{i=1}^{N_{QM}} \sum_{k=1}^{N_{MM}} E_{ak} \left( \frac{\sigma_{ak}}{R_{ak}} \right)^{12} - \left( \frac{\sigma_{ak}}{R_{ak}} \right)^6. \]  

(2.4)

### 2.3 QM/MM Optimization

While QM/MM partitioning results in a significant reduction in computational load, this alone is not always sufficient to provide a practical approach for simulations other than single point energy calculations. The main problem here is that in addition to spatial extent, simulations of large systems have to contend with the problem of configurational complexity that comes with having many degrees of freedom. If we consider a simple problem of optimization, the number of steps required to achieve a converged solution would be at least that of number of degrees of freedom. The latter can easily approach tens of thousands for a biological system, and the cost of QM calculation at each step will render any simulations impractical. One possible solution to this
problem lies in the observation that small displacement of atoms far away from the QM region will have little effect on its properties. This forms the basis for multiregion optimization strategy where optimizations of QM and MM regions are alternated.\[4\] During optimization of the MM region, QM region is represented by fixed electron density. The entire procedure contains the following steps:

1) Optimization of QM subsystem keeping MM subsystem fixed
2)Calculation of reduced electrostatic representation for the QM subsystem
3)Optimization of MM subsystem keeping QM subsystem fixed
4) The procedure is repeated in cycle from step 1 to 3 until converged.

Note that in step 2, instead of employing the direct charge density $\rho_{QM}$ resulting from the wave function recalculation which is computationally expensive, the ESP charge fitting scheme can be used. A set of ESP charges representing QM subsystem will be calculated and used in the step 3 of MM optimization. This method greatly improves efficiency in QM/MM calculations for large systems. Hence, Eq. (2.3) for the MM optimization has a form

$$E_{QM/MM}^{\text{electrostatics}} = \sum_{i}^{N_{QM}} \sum_{k}^{N_{MM}} \frac{Q_i Q_k}{|r_i - R_k|} \equiv E_{ESP},$$

where $Q_i$ represents the ESP fitted charge of QM atom $i$. 

2.3.1 Implementation of QM/MM Multiregion Optimization

The flow diagram of the QM/MM multiregion optimization is shown in Fig. 2.1. The implementation was developed based on the existing NWChem-AMBER interface.[5] The QM and MM optimizations are decoupled and performed alternatively. The optimization of the QM subsystem is performed with NWChem whereas the optimization of the MM subsystem is carried out in AMBER. In the current version, the work flow between the QM and MM optimizations is controlled through an external script. A new file `crdparms` is introduced here. This file contains information regarding QM and MM coordinates, charges of MM subsystem, and necessary MM parameters (both bonded and non-bonded) between the QM and MM subsystems. The format of `crdparms` is shown in Fig. 2.2. This file is required as a NWChem input. In a single cycle of the QM optimization, multiple iterations for optimizing the QM subsystem with the fixed MM subsystem are performed. Interactions between the QM and MM subsystems during this stage are based on the MM parameters from `crdparms`. Only electronic embedding scheme is supported in the current development. At the end of each QM optimization cycle, file `qmxyz` containing the
updated QM geometry and file *qmesp* consisting of the QM ESP fitted charges are written out. These files are used to represent the QM subsystem when the MM optimization is performed with AMBER MD engine *sander*. During a single cycle of the MM optimization, the QM subsystem is frozen. The alternative cycles between the QM and MM optimizations are carried out until the convergence is achieved.

![Form of the file crdparms used in NWChem for a cycle of QM optimization](image)

**Figure 2.2:** Format of the file *crdparms* used in NWChem for a cycle of QM optimization

2.3.2 User Interface for QM/MM Multiregion Optimization

As outlined in Fig. 2.1, the QM and MM calculations are decoupled in each cycle of the QM/MM optimization. However, these two steps are interdependent via the intermediate input files—*crdparms* for NWChem and *qmxyz* and *qmesp* for AMBER. The workflow between the two decoupled optimizations is handled via a shell script *qmmm_opt.py* written in Python language. This shell script requires a configuration file *config.in* in which the setup variables must be specified to drive the multiregion QM/MM optimization in a more automatic fashion. This scheme is beneficial both in terms of implementation and performance.
The first step is a creation of a coordinate file `inpcrd` and a topology file `prmtop` that contain the system information and all MM parameters. This step is achieved via the standard AMBER preparation interface `LEap`. The second step involves the creation of an AMBER control file `mdin`, a NWChem file `nwin` and the `config.in` to run a QM/MM simulation. This can be separated into three subdivided steps.

1) For the QM optimization, `crdparms` and `nwin` are required. The initial `crdparms` can be generated through the standard AMBER `mdin` file. This includes a specification of the QM subsystem and the setting of `qm_theory` to ‘WRT_CRDPARMS’ in the `qmmm` namelist. An example of the `crdparms` creation is shown in Fig. 2.3. `nwin` contains all the detail of the QM calculation and requires a few modifications from the standard NWChem input format. First, the `geometry` directive is no longer needed since this section is read from `crdparms`. Second, the filename of `crdparms` must be specified in the `mm` input block. The name is prepended by the `crdparms load` keyword. Third, the keyword ‘`mm`’ must be specified in the `task` directive. A QM theory and basis set can be specified following the standard NWChem input format. Geometry optimization with NWChem can be invoked via the `driver` directive. Within the `driver` input block, user can specify maximum iterations per cycle for a single cycle of the QM optimization. Finally, `task esp` is specified to calculate the QM fitted ESP charges at the end of each QM optimization cycle. An example of `nwin` for the QM optimization is shown in Fig. 2.3.
2) For the MM optimization, *mdin*, *inpcrd*, *prmtop*, *qmxyz* and *qmesp* are required as the input files. In the *cntrl* namelist of *mdin*, variables for minimization are specified in the standard way. In the *qmmm* namelist, however, a special setting is required to perform a single cycle of MM optimization using the multiregion scheme. The calculation is triggered when the variable *qm_theory* is set to ‘READ_ESP’ and the variable *task* is set to ‘MM_ONLY’. Additional setting includes a specification of the variable *qmcoordfile* to the filename of *qmxyz* and of the variable *espfile* to the filename of *qmesp* in the *qmmm* namelist. In addition, *crdparms* for the next QM optimization cycle can be created by setting the variable *wrt_crdparm* to 1. Fig. 2.4 depicts an example of *mdin* for a single cycle of the MM optimization in the multiregion scheme.
3) The flow between the QM and MM optimization cycle is controlled via the script `qmmm_opt.py`. This script takes two arguments at the runtime—`config.in` and number of cpus `nprocs`. In the `config.in`, users specify the variables `topfile`, `crdfile`, `ambin`, `nwin` to the filenames of `prmtop`, `inpcrd`, `mdin` and `nwin`, respectively. The `istart` and `iend` variables are used to define the starting cycle `i-th` and the ending cycle `j-th` for the QM/MM optimization. An example of the `config.in` is shown in Fig. 2.5.

```plaintext
&cntrl
  ...
  imin=1, maxcyc=2000,
  ifqnt=1,
  / &qmmm
  ...
  qm_theory='READ_ESP',
  qmcoordfile='nwchem.opt.xyz'
  espfile='nwchem.esp'
  task='MM_ONLY',
  wrt_crdparm=1,
  /
```

**Figure 2.4**: Example of an AMBER `mdin` to perform a single cycle of MM optimization. Required modifications in the `qmmm` namelist is highlighted with bold texts.
2.4 Technical details

2.4.1 NWChem

The \textit{mm} module has been implemented in NWChem for manipulating data from \textit{crdparms} and computing all of the QM-MM interactions. The module was written in Fortran 77. This module is triggered through the specification of the \textit{mm} input block and the ‘\textit{mm}’ keyword in the task directive of the NWChem input (see Fig. 2.3). Data in \textit{crdparms} is formatted in an input block-like pattern similar to those appearing in the standard NWChem input \textit{nw}. Each block (see Fig. 2.2) begins with the corresponding keyword (\textit{qm, mm, bond, angle, dihedral, vdw} or \textit{scaled_vdw}) and is enclosed with the ‘\textit{end}’ keyword. In the \textit{bond, angle, dihedral, vdw} and \textit{scaled_vdw} blocks, only those parameters involving the interactions of QM-MM, QM-MMlink, MMlink-MM are presented. A MMlink is referred to a MM atom directly bonded to at least one QM atom. Data allocation for each block is handled within the \textit{mm} module. The QM coordinates are read and built from the \textit{qm} block. In case there are crossing bonds between the QM and MM subsystems, indices in the \textit{bond}
block are used to determine QM-MMlink pairs. Then hydrogen link atoms are placed along their corresponding bond vectors using the following expression

\[ \mathbf{R}_{\text{H_link}} = \mathbf{R}_{\text{QM}} + 0.709(\mathbf{R}_{\text{MM}} - \mathbf{R}_{\text{QM}}). \]  \hspace{1cm} (2.6)

The constant 0.709 is the ratio between the C-H and C-C equilibrium bond lengths. These link atoms are included in the QM subsystem. In case the electronic embedding scheme is applied, the polarization of the QM subsystem due to electric field of the MM subsystem via point charges are included in the wave function calculations. Gradient and energy calculations for the QM-MM interactions from the force field are performed within the \textit{mm} module using the allocated data derived from \textit{crdparms}. The final gradients and energy are the sum of those obtained from the SCF calculations and the \textit{mm} module. However, the MM-MM interactions are ignored and not calculated in the QM calculation.

2.4.2 AMBER

\textit{crdparms} file

The information of atom coordinates and force field parameters of a molecular system is contained in AMBER \textit{inpcrd} and \textit{prmtop} while the information of the QM subsystem resides in the \textit{qmmm} namelist. AMBER utilizes these data to write out required data to create \textit{crdparms}, which is required for QM computations. This file can be generated using one of the following methods:

1) Set the \textit{qm_theory} variable to ‘\texttt{WRT\_CRDPARMS’}. This method is commonly used prior to the first QM optimization is performed.

2) Set the \textit{wrt\_crdparm} variable to 1 when \textit{qm_theory} is not ‘\texttt{WRT\_CRDPARMS}’ and the variable \textit{task} is not empty. An example for this usage is when a single cycle of the MM optimization is performed with the \textit{qm_theory} = ‘\texttt{READ\_ESP}’ and the \textit{task} = ‘\texttt{MM\_ONLY}’ are defined in \textit{mdin} and \textit{crdparms} is required for the next cycle of the QM optimization.
The setting of the \texttt{qm\_theory = 'READ\_ESP'} was designed to work specifically for the MM optimization within the multiregion scheme. Technically, the calculation in this step is performed at the MM level with the QM representation being reduced to a set of ESP charges. These charges are read through \texttt{qmesp} and used to evaluate electrostatics between the defined QM subsystem and MM atoms based on Eq. (2.5). In this case, the computation is performed within the \texttt{qm\_mm} subroutine instead of the regular MM subroutine. Thus, the setup of the variables including the variable \texttt{qm\_theory} in the \texttt{qmmm} namelist is still required to provide the information of the QM subsystem. Additionally, \texttt{qmesp} is a pre-requisite and the filename of which must be set in the \texttt{espfile} variable when the \texttt{qm\_theory = 'READ\_ESP'} is active.

### 2.4.3 Flow Control between QM and MM Optimization Cycles

The workflow between the two decoupled QM and MM calculations are controlled via the script \texttt{qmmm\_opt.py} written in Python. The script takes two arguments—\texttt{config.in} and \texttt{nprocs}. The default values are used for the calculations unless user-defined information is provided. In any case, the filenames of the required inputs must be specified in \texttt{config.in}. The \texttt{qmmm\_opt.py} can be regarded as an external driver that makes a series calls to NWChem and AMBER programs alternatively to performed the QM and MM optimization in more automatic fashion by utilizing a number of cpus \texttt{nprocs} defined by a user at the runtime. Both NWChem and AMBER support a parallel computation via the message passing interface (MPI).

Below is the list of all supporting user-defined variables in \texttt{config.in}.

\begin{verbatim}
max_amber_nprocs = <integer> no. of cpus used in a single cycle of the MM optimization
(default is the no. of cpus defined at the runtime)
runqm = 0 no QM optimization performed
\end{verbatim}
23

= 1 perform the QM optimization (*crdparms* required) (default)

**runmm** = 0 no MM optimization performed

1 perform the MM optimization (*qmxyz* and *qmesp* required)
  (default)

**chkconv** = 1 write logfile (default)

(This variable is superceded by the variable *runqm*, i.e. if

*runqm* = 0, no logfile written)

0 no logfile written (in case *runqm* = 1)

**istart** = <integer> beginning at *i*-th cycle (default 1)

**iend** = <integer> ending at *j*-th cycle (default 1)

**etol** = <float> energy tolerance for convergence (default value = 0.0001
  Hartree)

**topfile** = <string> AMBER *prmtop* filename

**crdfile** = <string> AMBER *inpcrd* filename

**nwin** = <string> NWChem *nwin* file (e.g. nwchem.nw)

**ambin** = <string> AMBER *mdin* file (e.g. min_mm.in)

**qmout_prefix** = <string> prefix for QM output (default = qm_opt)

**mmout_prefix** = <string> prefix for MM output (default = mm_opt)

**nwdata_dir** = <string> In case a permanent directory is defined in NWChem
  input file this variable must be set. (default = . (working
directory))

**nwscratch_dir** = <string> In case scratch directory is defined in NWChem input
  file this variable must be set. (default = . (working directory)).

Note that lines beginning with "#" or whitespace lines in *config.in* are ignored. If not specified,

*runqm*, *runmm*, and *chkconv* are set to 1 by default.
2.5 Nudged Elastic Band (NEB) Method

2.5.1 Overview of NEB Method

The NEB method\cite{6-8} is an approach for finding a minimum energy path (MEP) between 2 end points. The MEP is identified by a construction of a set of images of the system between initial and final states. Adjacent images are connected by a spring to ensure the continuity of the path. The optimization of the band by minimizing the total force acting on the images leads to the MEP.

An elastic band with $N + 1$ images denoted by $[\mathbf{R}_0, \mathbf{R}_1, \mathbf{R}_2, \ldots, \mathbf{R}_N]$ where the end points, $\mathbf{R}_0$ and $\mathbf{R}_N$ are fixed and represent two local minima (initial and final states). The $N - 1$ intermediate images are evolved by the optimization. A unit tangent $\hat{\mathbf{r}}_i$ of the image $i$ is defined from two adjacent images along the path, $\mathbf{R}_{i+1}$ and $\mathbf{R}_{i-1}$. The simplest form of the unit tangent can be expressed as

$$\hat{\mathbf{r}}_i = \frac{\mathbf{R}_{i+1} - \mathbf{R}_{i-1}}{|\mathbf{R}_{i+1} - \mathbf{R}_{i-1}|}. \quad (2.7)$$

The total force acting on an image is the sum of the spring force along the local tangent and the true force perpendicular the local tangent

$$\mathbf{F}_i = \mathbf{F}_i^s + \nabla E(\mathbf{r}_i) \parallel, \quad (2.8)$$

where the true force is given by

$$\nabla E(\mathbf{r}_i) = \nabla E(\mathbf{R}_i) - \nabla E(\mathbf{R}_i) \cdot \hat{\mathbf{r}}_i. \quad (2.9)$$

Here, $E$ is the energy of the system. The spring force has a form

$$\mathbf{F}_i^s = k(|\mathbf{R}_{i+1} - \mathbf{R}_{i+1}| - |\mathbf{R}_i - \mathbf{R}_{i-1}|) \hat{\mathbf{r}}_i. \quad (2.10)$$

2.5.2 NEB Method in ab-initio QM/MM Calculations

To study chemical reactions in complex systems such as condensed phases or enzymes, combined QM/MM methodology may be used. In most cases, only a small number of atoms, so
called an active site, involve in bond breaking or bond forming process. Other atoms serve as a steric and electrostatic environment to influence the properties and reactivities of the active site. Thus, the combined QM/MM approach allows us to apply QM methods to study chemical process of the small active region while also including environmental effects from thousands of atoms toward the active site with MM methods.

To have an accurate description for the small active QM region, ab-initio molecular orbital theory or density functional theory (DFT) \(^{[9-11]}\) is a common choice for the QM method. However, rigorous statistical mechanics sampling and reaction dynamics calculation with such a method are still not feasible. Hence, ab-initio QM/MM calculations are typically limited to the determination of the MEP that connects the reactant, transition, and product states.

The NEB method can be applied to determine the MEP on an ab-initio QM/MM potential surface (PES). In this scheme, it is assumed that the main contribution to the MEP reaction coordinate movement comes from QM active region. The NEB energy, therefore, has a form

\[
E_{\text{NEB}} = \sum_{\alpha} \frac{1}{2} [E(\{R_{\text{QM}}^{\alpha}\}^\varepsilon, \{R_{\text{MM}}^{\alpha}\}), \psi^\varepsilon] + \sum_{\alpha} k |R_{\text{QM}}^{\alpha} - R_{\text{QM}}^{\alpha+1}|^2. \tag{2.11}
\]

The index \(n\) in the equation denotes the number of images representing the reaction path.

2.5.3 Implementation of ab-initio QM/MM NEB Interface

To determine the MEP on an ab-initio QM/MM PES,\(^{[12-14]}\) a strategy used in the multiregion QM/MM optimization can be applied to the NEB method. The initial step involves the construction of a trial reaction pathway. The simplest way to achieve this is by the linear interpolation of the reaction coordinate (QM coordinates) between two minima, in this case reactant and product states. Subsequent calculations consist of the following steps.

1) Calculation of force through the solution of the Schrodinger equation

2) Evolution of the QM region according to the NEB methodology
3) Calculation of ESP fitted charges for the QM subsystem

4) Optimization of the MM region with the QM subsystem represented by the ESP charges from step 3)

5) Repetition of step 1 to 4 until converged

The capability to perform NEB calculations has already been available in NWChem. To extend this capability within the QM/MM framework, the functionality implemented in the mm module has been integrated. The NEB calculations restricted to the QM subsystem that defines the reaction coordinate are carried out via the neb module while the interactions between the QM and MM subsystems during the NEB calculations are taken into account via crdparms parsed through the mm module in NWChem. On the other hand, the relaxations of the MM subsystems are handled via the MM optimization routine from the QM/MM multiregion scheme in AMBER. Fig. 2.6 is a diagram representing an ab-initio QM/MM NEB calculation via the NWChem-AMBER interface.

Figure 2.6: Diagram for QM/MM NEB calculation via NWChem-AMBER interface
2.5.4 User Interface for QM/MM NEB Calculations

To start a QM/MM NEB calculation, users are expected to have prior optimized structures for the reactant and product states. This can be achieved using QM/MM multiregion or other optimization methods. In the first NEB calculation, intermediate images are created by the linear interpolation between these 2 states and they will be used in subsequent NEB steps. The invocation of the NEB calculation in NWChem is via a specification of the *neb* input directive in *nwin*. The computational detail can be specified through the variables within the *neb* input block. For example, the number of images used to represent the reaction path can be set via the variable *nbeads*. The spring constant (in atomic unit) used for connecting adjacent images is controlled by the variable *kbeads*. The number of NEB optimization steps and the initial step size for evolution of the NEB images are defined via the variables *maxiter* and *stepsize*, respectively. Users are recommended to visit http://www.nwchem-sw.org/index.php/Release66:NWChem_Documentation for the full list of available variables used in the NEB calculation. Inclusion of the *mm* directive is mandatory for the QM/MM NEB calculation. The filename of *crdparms*, usually the one for the reactant state or the first image, must be specified in the *mm* input block via the keyword *crdparms load*. In addition, for the first NEB calculation, 2 *crdparms* files for the reactant and product states must be specified by setting

```
set qmmm:neb_path_limits <rs_crdparms> <ps_crdparms>
```

which are used to create the intermediate NEB images. Instead, to continue or restart the QM/MM NEB calculation, the following must be specified:

```
set qmmm:neb:restart .true.
```

To successfully continue the QM/MM NEB calculation, it requires that the *crdparms* and the wavefunction information (NWChem *movecs* files) for all NEB images have already existed. An example of the NWChem input for QM/MM NEB calculation is depicted in Fig. 2.7. The relaxation of the MM subsystem for the NEB images can be performed using the MM optimization
outlined in the QM/MM multiregion optimization section. The MM optimization can be carried out alternatively with the NEB calculation until the MEP is achieved.

```
# no geometry input block needed
# define charge, basis set and QM
# method here
...
mm
    crdparms load nwchem_rs.crdparms
end
set qmmm:neb_path_limits nwchem_rs.crdparms \ nwchem_ps.crdparms

neb
    nbbeads 12
    kbeads 0.1
    maxiter 5
    stepsize 0.5
end

```

**Figure 2.7:** Example of `nwin` to perform QM/MM NEB calculation. Two `crdparms` are specified to generate a trial reaction path connecting 2 states. The total of 12 images is used to represent the path. The spring constant is 0.1 a.u. The NEB calculation is performed for 5 iterations with the initial step size of 0.5 a.u.

2.6 Free Energy Perturbation (FEP)

2.6.1 Overview of FEP in ab-initio QM/MM Calculations

With the determined MEP, FEP calculations to estimate the free energy changes along the reaction path can be achieved.\cite{4,15-19} Suppose a reaction coordinate $s$ is defined by $s = f(r_{QM})$, where $r_{QM}$ represents the QM coordinates in a QM/MM system. Thus, the partition function can be expressed as

$$Z = \int \exp\{-\beta[E_{qm}(r_{QM}) + E_{qmmm}(r_{QM}, r_{MM}) + E_{mm}(r_{MM})]\}d\mathbf{r}_{QM}d\mathbf{r}_{MM}$$
\( Z(s) = \int Z(s) ds \), \hspace{1cm} (2.12) \\
where \( \beta = 1/k_B T \) is the inverse temperature and \( k_B \) is the Boltzmann constant. \( r_{MM} \) denotes the MM coordinates. Also, the partial partition function associated with the reaction coordinate can be defined as

\[
Z(s) = \int \delta(s - f(r_{QM})) \times \exp \{-\beta[E_{qm}(r_{QM}, r_{MM}) + E_{qm/mm}(r_{QM}, r_{MM}) + E_{mm}(r_{MM})]}\} dr_{QM} dr_{MM} ,
\]

where \( \delta \) is the Dirac delta function. Thus, the corresponding free energy of the reaction is

\[
F(s) = -1/\beta \ln Z(s) .
\]

The free energy difference between two adjacent states A and B along the MEP is

\[
\Delta F^{(A \rightarrow B)} = F(s_B) - F(s_A) = -1/\beta \ln \left\{ \exp \{-\beta[E_{total}(r_{QM}(s_B), r_{MM}) - E_{total}(r_{QM}(s_A), r_{MM})]\} \right\} ,
\]

where \( \langle \ldots \rangle_A \) denotes the ensemble average at the reaction coordinate \( s_A \). In case the QM fluctuations are ignored and their coordinates are frozen to those on the MEP, \( r_{QM}^{\text{min}} \), this leads to

\[
\Delta F^{(A \rightarrow B)} = \Delta E^{(A \rightarrow B)} + \Delta F_{\text{mm}}^{(A \rightarrow B)}
\]

\[
= E_{\text{int}}(r_{QM}^{\text{min}}(s_B), r_{MM}^{\text{min}}(s_B)) - E_{\text{int}}(r_{QM}^{\text{min}}(s_A), r_{MM}^{\text{min}}(s_A))
\]

\[
-1/\beta \ln \left\{ \exp \{-\beta[E_{qm/mm}(r_{QM}^{\text{min}}(s_B), r_{MM}) - E_{qm/mm}(r_{QM}^{\text{min}}(s_A), r_{MM})]\} \right\}^{\text{MM},A} ,
\]

where \( \langle \ldots \rangle_{\text{MM,A}} \) denotes the ensemble average over the MM subsystem. Additionally, \( E_{\text{int}} \) is the internal energy

\[
E_{\text{int}}(r_{QM}, r_{MM}) = \langle \psi | H_{\text{eff}} | \psi \rangle - E_{\text{qm/mm}}^{\text{exp}}(r_{QM}, r_{MM}) .
\]

The reaction coordinates in Eq. (2.16) is defined by QM coordinates and only the effects of MM fluctuations are included. If the QM fluctuations is assumed to be harmonic and the MM subsystem
is frozen, free energy contribution, denoted $F_{\text{qm-harmonic}}$, can be obtained from frequency calculations at those points on the MEP. The total free energy difference between 2 states A and B becomes
\[
\Delta F^{(A \rightarrow B)} = \Delta F_{\text{int}}^{(A \rightarrow B)} + \Delta F_{\text{mm}}^{(A \rightarrow B)} + \Delta F_{\text{qm-harmonic}}^{(A \rightarrow B)}.
\]
(2.18)
Thus, we only need the QM internal energies and the harmonic frequencies between these 2 states and perform the averaging over MM subsystem at the MM level to calculate the free energy difference between the 2 states. This provides an efficient and feasible approach for free energy estimation along the reaction pathway.

ESP charges ($Q$) can be used to represent the fixed QM subsystem when sampling over the MM subsystem for the second term of Eq. (2.18). From a smooth transformation for the reaction coordinate between 2 states A and B,
\[
\mathbf{r}_i = (1 - \lambda)\mathbf{r}_A + \lambda\mathbf{r}_B
\]
\[
\mathbf{Q}_i = (1 - \lambda)\mathbf{Q}_A + \lambda\mathbf{Q}_B,
\]
(2.19)
where $\lambda$ is in the range between 0 and 1. We have that
\[
\Delta F_{\text{mm}}^{(A \rightarrow B)} = -\sum_i 1/\beta \ln \left\{ \exp \left\{ -\beta \Delta E_{\text{ESP}}^{E} \right\} \right\}_{\text{MM,}i}.
\]
(2.20)
\[
\Delta E_{\text{ESP}}^{E} = E_{\text{qm/mm}}(\mathbf{r}_{i,1}, \mathbf{Q}_{i,1}, \mathbf{r}_{\text{MM}}) - E_{\text{qm/mm}}(\mathbf{r}_{i,1}, \mathbf{Q}_{i,1}, \mathbf{r}_{\text{MM}}).
\]
(2.21)
Together with the MEP determined from the NEB method, we can apply the FEP approach to all adjacent images connecting reactant and product state to obtain the free energy profile along the reaction path.

2.6.2 Implementation of FEP Method

The FEP algorithm (Fig. 2.8) has been implemented in AMBER to perform the statistical averaging over the MM subsystem (the second term in Eq. (2.18)). This step requires the QM subsystem to be frozen at the $\mathbf{r}_{\text{QM}}^{\text{min}}$ along the MEP and to be represented by a set of ESP charges.
The electrostatics between the QM and MM subsystems is based on Eq. (2.5). The sampling is achieved via the standard MD protocol. During this stage, the FEP calculation can be concurrently computed. Given the QM coordinates and ESP charges for NEB images representing a MEP, free energy differences between adjacent images can be estimated. In practice, a smooth transformation between 2 states is applied and the estimation of the free energy differences is based on Eq. (2.20).

![Figure 2.8: Pseudocode for FEP algorithm](image)

2.6.3 User Interface for FEP Calculations

The entire process to obtain free energy differences as expressed in Eq. (2.20) is carried out in AMBER. Apart from the standard setup in the cntrl namelist for MD simulation, extra modifications in the qmmm namelist of AMBER mdin are necessary. First, both QM coordinates and ESP charges for 2 states are required. For the QM coordinates, filenames of qmxyz1 and qmxyz2 are defined through the variables xyzfile1 and xyzfile2, respectively. For ESP charges, the variables espfile1 and espfile2 are set to the names of qmesp1 and qmesp2, respectively. Second, the variable qm_theory must be specified to ‘READ_ESP’ and the task variable specified to ‘FEP’. Third, two values of lambda \( \lambda_i \) and \( \lambda_{i+1} \) in the range between 0 to 1 are specified via the variables lambda1 and lambda2, respectively. The optional variable fstart may be set to specify the starting point.
where the free energy difference calculation begins. An example of AMBER *mdin* for FEP calculation is shown in Fig. 2.8.

![Example AMBER mdin for FEP calculation](image)

**Figure 2.9:** Example of AMBER *mdin* illustrating the FEP calculation between 2 states with the width of 0.2 between $\lambda_i$ and $\lambda_{i+1}$. The MD simulation is performed for 100000 steps and the FEP calculation starts at the first step.

2.7 References


Chapter 3

Validation of QM/MM NWChem-AMBER Interface

3.1 Introduction

To validate our developed QM/MM NWChem-AMBER interface, two test cases were chosen for benchmarking. First, water dimer was used to validate the QM/MM multiregion optimization. Second, the free energy and optimized reaction path of a biomolecular nucleophilic substitution ($S_N2$) reaction of $\text{CH}_3\text{Br} + \text{OH}^-$ in aqueous solution was determined using a combination of the QM/MM multiregion optimization, nudged elastic band, and free energy perturbation.

3.2 QM/MM Optimization Benchmarking

3.2.1 Methodology

Two water molecules were created by adopting an arbitrary geometry such that one water acts as a hydrogen bond donor (D) and another as hydrogen bond acceptor (A). In the first case, we treated D as the QM subsystem and A as the MM subsystem. The opposite was done in the second case. The multiregion QM/MM optimizations were carried out using TIP3P model\cite{1} for the classical water molecule and BLYP\cite{2,3}/aug-cc-pVQZ\cite{4} for the QM water molecule. The QM optimization cycles were carried using the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm while the MM optimizations were performed using the steepest descent (SD) algorithm. In addition, full QM optimizations were performed at BP86/TZVP\cite{5,6} and B3LYP/TZVP levels. Binding energies were also calculated and reported. The results from the optimizations are shown in Table 3.1. The optimized structure of the water dimer is shown in Fig. 3.1.
Figure 3.1: Water dimer with donor (left) and accepter (right)

Table 3.1: Binding energy (kcal/mol), distances (Å), and angle (°) of a water dimer at the full QM and QM/MM (with hydrogen bond donor D or acceptor A in the QM region) levels

<table>
<thead>
<tr>
<th>D-A</th>
<th>E</th>
<th>d(H—O)</th>
<th>d(O—O)</th>
<th>a(H-O-H)</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>5.44</td>
<td>N/A</td>
<td>2.98</td>
<td>174±20</td>
<td>7-9</td>
</tr>
<tr>
<td>Full QM BP86</td>
<td>5.46</td>
<td>1.91</td>
<td>2.89</td>
<td>173.9</td>
<td>this work</td>
</tr>
<tr>
<td></td>
<td>5.72</td>
<td>1.91</td>
<td>2.89</td>
<td>174.5</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>5.68</td>
<td>1.89</td>
<td>2.86</td>
<td>165.5</td>
<td>11</td>
</tr>
<tr>
<td>Full QM B3LYP</td>
<td>5.71</td>
<td>1.93</td>
<td>2.90</td>
<td>174.5</td>
<td>this work</td>
</tr>
<tr>
<td></td>
<td>5.99</td>
<td>1.93</td>
<td>2.90</td>
<td>175.6</td>
<td>10</td>
</tr>
<tr>
<td>QM/MM TIP3P-BLYP</td>
<td>5.38</td>
<td>1.82</td>
<td>2.78</td>
<td>177.9</td>
<td>this work</td>
</tr>
<tr>
<td></td>
<td>5.56</td>
<td>1.86</td>
<td>2.82</td>
<td>176.7</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>6.06</td>
<td>1.84</td>
<td>2.81</td>
<td>178.3</td>
<td>12</td>
</tr>
<tr>
<td>QM/MM BLYP-TIP3P</td>
<td>8.13</td>
<td>1.69</td>
<td>2.69</td>
<td>179.0</td>
<td>this work</td>
</tr>
<tr>
<td></td>
<td>8.18</td>
<td>1.64</td>
<td>2.63</td>
<td>178.9</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>8.34</td>
<td>1.69</td>
<td>2.68</td>
<td>179.0</td>
<td>12</td>
</tr>
</tbody>
</table>

3.2.2 Results and Discussion

Water dimers with C₃ symmetry were obtained from all geometry optimizations. The full QM optimizations agree well with experimental values for binding energies. The hydrogen bond distances were underestimated by 0.1 Å. Regarding geometry optimizations using QM/MM scheme, the binding energies are close to the experimental value when the QM subsystems were treated as hydrogen acceptors. The overall hydrogen bond distances are underestimated by 0.2 Å. In spite of the agreement with the experimental value, the resulting binding energy was
underestimated (5.38 kcal/mol) with the QM/MM multiregion optimization in this work compared to other reference calculations at the same level.

Overall, the results obtained from the geometry optimizations in this work validate our implementation of NWChem-AMBER interface as well as the robustness of QM/MM multiregion optimization algorithm for a small test case such as water dimer.

3.3 QM/MM Method for S₄2 Reaction of CH₃Br + OH⁻ in Aqueous Solution

3.3.1 Overview

In this section, the determination of a biomolecular nucleophilic substitution (S₄2) reaction path in a solution has been performed to validate the implementation of QM/MM NEB and free energy perturbation (FEP) methods through the developed NWChem-AMBER interface. The S₄2 reaction of CH₃Br + OH⁻ in aqueous solution was chosen in this study. In the presence of a system with many degree of freedom, it is impractical to treat the whole system quantum mechanically. In this case, a hybrid QM/MM method can be used to alleviate the problem. The region involving bond forming and bond breaking can be defined with a QM description. On the other hand, the environment, whose effect is not directly associated to the chemical transformation, can be treated with a MM description. In this study, QM/MM NEB method was applied to determine the reaction path and the FEP calculations were used to determine the contribution of aqueous solution. In addition, the reaction barrier was estimated and compared with experimental data.

3.3.2 Computational Details

System Preparation

The solute CH₃Br and OH⁻ from gas phase optimization were solvated in a water box size of 40 Å³ using an AMBER interface LEaP. SPC/E water model was used to describe aqueous solution. Van der Waals (VdW) parameters for solute are based on the standard AMBER99 force
field. The solute was treated as the QM subsystem and water molecules were treated as the MM subsystem.

Prior to QM/MM optimization, molecular dynamics (MD) were carried out to relax the MM subsystem. During this stage, the QM subsystem was represented by a set of ESP charges and kept fixed. MD simulation was performed for 500 ps using NVT ensemble at 298 K. The last snapshot from MD trajectory was extracted for subsequent QM/MM optimizations.

QM/MM Optimization

The QM/MM multiregion optimization was adopted to obtain the reactant state (RS). The optimization was done via the newly developed QM/MM NWChem-AMBER interface. The QM calculations were performed using B3LYP/aug-cc-pVDZ. The net QM charge is -1. The cutoff of 15 Å was chosen to include MM charges in the wave function calculations via electronic embedding scheme and as a short-range cutoff in MM optimization cycles. Next, the product state (PS) was generated using the constrained QM/MM optimization. This was done by constraining the C-O and C-Br bonds of the reactant state. The same level of theory used in RS optimization was applied to obtain PS. Finally, the optimized RS and PS were used to determine the reaction path with the QM/MM NEB method.

QM/MM NEB Calculation

The determination of the reaction path was done via the QM/MM NEB method. The optimized RS and TS were adopted to generate an initial reaction path. A total of 10 images were used to represent the reaction path. Verification of the transition state (TS) was based on numerical frequency calculation and was identified by one imaginary frequency. The QM wave function was calculated using B3LYP/aug-cc-pVDZ with the net QM charge of -1. The MM optimization for each image was performed every 5 steps of the QM NEB calculation. During the MM optimization,
the QM subsystem for each image was kept fixed and represented by a set of fitted ESP charges which were calculated at the end of each NEB calculation\textsuperscript{[18]}

Free Energy Calculation

The reaction barrier can be estimated via an approximation of free energy difference between RS and TS, which can be expressed as\textsuperscript{[19]}

\[
\Delta F^{(A \rightarrow B)} = \Delta E^{(A \rightarrow B)}_{\text{int}} + \Delta E^{(A \rightarrow B)}_{\text{mm}} + \Delta F^{(A \rightarrow B)}_{\text{qm-harmonic}},
\]

where A and B represent RS and TS. \(\Delta E^{(A \rightarrow B)}_{\text{int}}\) can be obtained by calculating the difference of QM internal energies between the 2 states. \(\Delta F^{(A \rightarrow B)}_{\text{qm-harmonic}}\) is calculated through

\[
\Delta F^{(A \rightarrow B)}_{\text{qm-harmonic}} = \Delta H^{(A \rightarrow B)}_{\text{qm}} - T\Delta S^{(A \rightarrow B)}_{\text{qm}},
\]

where \(H\) is enthalpy, \(S\) is entropy, and \(T\) is temperature. These values can be obtained via numerical frequency calculation for the corresponding states.

The second term of Eq. (3.1) is the contribution of the MM subsystem to the reaction and can be obtained through the FEP calculation,

\[
\Delta F^{(A \rightarrow B)}_{\text{mm}} = -\sum_{i} 1/\beta \ln \left\{ \exp \left\{ -\beta \Delta E^{\text{ESP}}_{\lambda_{i-1} \rightarrow \lambda_{i+1}} \right\} \right\}_{\text{MM},\lambda_{i}},
\]

\[
\Delta E^{\text{ESP}}_{\lambda_{i} \rightarrow \lambda_{i+1}} = E_{\text{qm/mm}}(\mathbf{r}_{\lambda_{i}}, \mathbf{Q}_{\lambda_{i}}, \mathbf{r}_{\text{MM}}) - E_{\text{qm/mm}}(\mathbf{r}_{\lambda_{i+1}}, \mathbf{Q}_{\lambda_{i+1}}, \mathbf{r}_{\text{MM}}).
\]

\(\Delta E^{\text{ESP}}_{\lambda_{i} \rightarrow \lambda_{i+1}}\) is the total MM energy difference between states \(\lambda_{i}\) and \(\lambda_{i+1}\) where the electrostatics between QM and MM subsystems can be expressed as

\[
E^{\text{electrostatics}}_{\text{QM/MM}} = \sum_{j} \sum_{k} \frac{Q_j Q_k}{|\mathbf{r}_j - \mathbf{R}_k|}.
\]

\(Q_{i}\) is the ESP fitted charge of the QM atom \(i\) and \(Q_{k}\) is an empirical charge of the MM atom \(k\). The corresponding QM coordinates (\(\mathbf{r}\)) and charges (\(\mathbf{Q}\)) of the intermediate state \(\lambda_{i}\) is based on a smooth transformation between state A and state B,
$$r_{\lambda} = (1-\lambda) r_{A} + \lambda r_{B}$$

$$Q_{\lambda} = (1-\lambda) Q_{A} + \lambda Q_{B}, \quad (3.6)$$

where $\lambda$ is in the range between 0 and 1.

In this study, the FEP calculations were carried out along the NEB reaction path. Free energy difference was calculated for each of 2 consecutive images. A total of 5 intermediate states with the $\lambda$ increment of 0.2 were used for each pair of images. The samplings were performed in both forward and backward directions. Thus, this required a total of 90 FEP calculations. In addition, the free energy differences between RS and TS as well as between TS and PS were also performed through a direct smooth transformation. A total of 20 intermediate states ($\lambda_{i}$) were created between 2 corresponding states. The samplings were done though MD simulations using NVT ensemble at 298 K. The systems were first equilibrated for 30 ps and followed by a total of 300 ps of free energy calculations. The ESP charges for the QM subsystem were obtained using NWChem.[20] All FEP calculations were performed using AMBER.[13,21]

3.3.3 Results and Discussion

Reactant State (RS)

The optimized structure of RS in the gas and the aqueous solution are shown in Fig. 3.2. The hydrogen bond distance $H-OH^{-}$ is 1.69 Å in the gas phase and 2.83 Å in the aqueous solution. The longer $H-OH^{-}$ distance in the aqueous solution results from significant charge screening on $OH^{-}$ by the surrounding waters, decreasing the $H-O$ interaction. The C-O bond distance is 2.79 Å in the gas phase and 3.46 Å in the aqueous phase. However, the angle O-C-Br is ~154° in the aqueous phase compared to ~124° in the gas phase, indicating more in-line attack orientation. In addition, $OH^{-}$ accepts 5 hydrogen bonds from waters with average $O-OH^{-}$ distance of 2.59 Å. This solvation pattern is in consistent with previous experimental[22,23] and theoretical studies[24-26] of $OH^{-}$ in the aqueous solution. The C-Br bond length is 1.98 Å in the aqueous solution compared to
2.03 Å in the gas phase while the C-H bond distances are 1.09 Å in the aqueous solution and 1.10-1.14 Å in the gas phase. The elongated C-H bond in the gas phase is caused by the resulting hydrogen bond with OH⁻.

*Figure 3.2:* Optimized structures (upper left) gas phase RS. (upper right) aqueous phase RS. (lower left) aqueous phase TS. (lower right) aqueous phase PS. Atoms in colors: green = carbon; crimson red = bromine; red = oxygen; white = hydrogen. Thick water sticks are solvation shell of either OH⁻ or Br⁻.

**Transition State (TS)**

The structure of TS in aqueous solution is shown in Fig. 3.2. TS was identified by the top image from the NEB reaction path and confirmed with a single imaginary frequency at 175i cm⁻¹.
The formation of TS is via a rotation around a C-Br bond of CH₃Br, causing C to be more exposed to nucleophilic OH⁻ and breaking a hydrogen bond H---OH⁻. The C-O bond distance decreases to 2.52 Å from 3.46 Å in RS. On the other hand, the C-Br increases from 1.98 Å in RS to 2.58 Å. A nearly planar CH₃ group is formed in this state. Similar to the solvation pattern of OH⁻ in the reactant state, five hydrogen bonds are observed for the solvation around OH⁻ with average O---OH⁻ distance of 2.63 Å.

Product State (PS)

The structure of PS in aqueous solution is shown in Fig. 3.2. In this state, the breaking of C-Br bond and the forming of C-OH are complete. C-Br bond distance is 4.06 Å and C-OH bond distance is 1.45 Å. The Br⁻ leaving group are solvated with seven waters with average Br⁻-O distance of 3.21 Å. On the other hand, the newly formed OH group accepts three hydrogen bonds at average O---OH distance of 2.83 Å as well as donating an extra hydrogen bond at 2.62 Å.

Charge Distribution Along the Reaction Pathway

Fig. 3.3 displays charge distribution for each group along the NEB reaction pathway. At RS (image 1), the charge of CH₃Br is neutral and the negative charge of -1 is concentrated around OH group. At TS (image5), the excessive negative charge remains concentrated around OH group while the Br charge is shifted from -0.27 to -0.43. At PS (image 10), Br become a leaving group and carries the excessive charge of -1 while the total charge of CH₃OH is neutral.
Figure 3.3: Charge distribution for each group of solute along the NEB reaction pathway

Free Energy Profile

The free energy profile along the NEB reaction pathway for the S$_2$N$_2$ reaction of CH$_3$Br + OH$^-$ in aqueous solution is shown in Fig. 3.5. In addition, the solvation free energy contribution from FEP calculation is also shown in the same graph. All free energy values are relative to that of the first NEB image, which represents RS. The free energy of activation was estimated to be 25.3 kcal/mol. This is consistent with the experimental value of 23.0 kcal/mol.\textsuperscript{[27,28]} Compared to the same theoretical study by Wang et al.,\textsuperscript{[29]} our calculated activation free energy is ~6 kcal/mol higher within the same level of theory. It is possible that different pathways were identified between the 2 studies, as indicated by the discrepancy of the imaginary frequencies of the transition states (175i vs 398i cm$^{-1}$). The reaction free energy was calculated to be -31.5 kcal/mol.

The effect of solvent plays a significant role towards the activation free energy of the reaction. The free energy from solvation contributes 20.5 kcal/mol to the activation free energy and ~20.0 kcal/mol to the reaction free energy. The increase of solvation free energy can be explained
based on the difference between solvation free energy of OH\(^{-}\) (-104.6 kcal/mol\(^{30}\)) and Br\(^{-}\) (-85.56 kcal/mol).\(^{31}\) Together with solvation energies for CH\(_3\)Br (-0.8 kcal/mol)\(^{32}\) and CH\(_3\)OH (-3.19 kcal/mol),\(^{33}\) the solvation free energy of the reaction is 16.6 kcal/mol, which agrees well with our calculated value of \(~20.0\) kcal/mol. Thus, this causes the reaction become less favorable in the aqueous solution. The other solvent contribution along the reaction path is from polarization. Figure 3.4 shows the plots for the gas phase QM energies and the QM internal energies where the wave functions were evaluated in the presence of aqueous environment. The solvent polarization raises the energies by 14.7 kcal/mol for the reactant state, \(~19.2\) kcal/mol for the transition state, and \(~14.4\) kcal/mol for the product state. The polarization effect raises the reaction barrier by 4.4 kcal/mol and reduces the reaction energy by 0.3 kcal/mol.

Figure 3.4: Comparison of QM internal energy between gas phase and aqueous phase along the NEB reaction pathway. The first NEB image in the gas phase is the reference point.
Figure 3.5: Free energy profile of the reaction. Solvation free energy obtained from FEP calculations are also shown. The reactant state is the reference point.

Table 3.2: Collection of energy (kcal/mol) data and total free energies (forward and backward samplings) obtained from NEB and FEP calculations.\textsuperscript{[a]}

<table>
<thead>
<tr>
<th>NEB image</th>
<th>$\Delta$E\textsubscript{int}</th>
<th>$\Delta$F\textsubscript{qm-harmonic}</th>
<th>$\Delta$F\textsubscript{mm}</th>
<th>$\Delta$F\textsubscript{total}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>fwd</td>
<td>bwd</td>
</tr>
<tr>
<td>1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>-1.00</td>
<td>0.04</td>
<td>1.07</td>
<td>1.07</td>
</tr>
<tr>
<td>3</td>
<td>-1.95</td>
<td>0.09</td>
<td>4.38</td>
<td>4.36</td>
</tr>
<tr>
<td>4</td>
<td>-0.23</td>
<td>-0.20</td>
<td>9.81</td>
<td>9.67</td>
</tr>
<tr>
<td>5</td>
<td>5.78</td>
<td>-1.00</td>
<td>20.53</td>
<td>20.60</td>
</tr>
<tr>
<td>6</td>
<td>-14.10</td>
<td>-0.58</td>
<td>25.09</td>
<td>24.84</td>
</tr>
<tr>
<td>7</td>
<td>-47.50</td>
<td>1.01</td>
<td>22.32</td>
<td>22.09</td>
</tr>
<tr>
<td>8</td>
<td>-53.67</td>
<td>2.08</td>
<td>20.68</td>
<td>20.45</td>
</tr>
<tr>
<td>9</td>
<td>-54.14</td>
<td>2.16</td>
<td>20.01</td>
<td>19.78</td>
</tr>
<tr>
<td>10</td>
<td>-53.44</td>
<td>2.14</td>
<td>19.81</td>
<td>19.61</td>
</tr>
</tbody>
</table>

\textsuperscript{[a]} The first NEB image is the reference point.
Table 3.3: Comparison of free energies (kcal/mol) calculated along the NEB reaction pathway and smooth transformation\([a],[b]\)

<table>
<thead>
<tr>
<th>state</th>
<th>(\Delta F_{\text{mm}}) NEB pathway</th>
<th>(\Delta F_{\text{mm}}) Smooth transformation</th>
<th>(\Delta F_{\text{total}}) NEB pathway</th>
<th>(\Delta F_{\text{total}}) Smooth transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>TS</td>
<td>20.53 (20.60)</td>
<td>20.54 (20.48)</td>
<td>25.30 (25.36)</td>
<td>25.31 (25.24)</td>
</tr>
<tr>
<td>PS</td>
<td>19.81 (19.61)</td>
<td>20.05 (19.98)</td>
<td>-31.49 (-31.69)</td>
<td>-31.25 (-31.32)</td>
</tr>
</tbody>
</table>

\([a]\) Numbers in parentheses were obtained from backward samplings.  
\([b]\) RS is the reference point.

Analysis of FEP calculations

In this study, FEP calculations along the NEB reaction pathway were performed both in forward and backward directions. As seen from Fig. 3.5, the forward and backward free energy profiles are almost identical. In addition, the activation free energy along the NEB reaction path agrees very well with that obtained via the direct smooth transformation between the reactant and the transition states (Table 3.3). The same is also true in case of the reaction free energy. Hence, this indicates that free energy is path independent and converges well based on the small difference between forward and backward samplings.

3.3.4 Conclusions

The S\(_{N2}\) reaction CH\(_3\)Br + OH\(^-\) in aqueous solution was investigated using the QM/MM method. Together with the QM/MM NEB method and FEP calculations, the reaction free energy profile was determined. The activation and the reaction free energies were estimated to be 25.3 and -31.5 kcal/mol, respectively. The reaction barrier calculated in this work is consistent with the experimental value of 23.0 kcal/mol. The existence of solvent environment contributes
significantly to the overall reaction pathway and increases the height of the reaction barrier. This indicates unfavorability of the reaction in the aqueous solution.

In addition, the implementation of QM/MM optimization, NEB and FEP methods via NWChem-AMBER interface was also validated in this study. It is shown that the combination of the three methods within the QM/MM framework can be applied to determine the free energy profile for a simple reaction, in which the estimate reaction barrier is in good agreement with the experimental value. This provides a reference point for a further analysis of chemical reactions associated with significantly larger and more complex systems such as enzymes or RNAs.

3.4 References


Chapter 4

Combined Quantum-Mechanical Molecular Mechanics Calculations with NWChem and AMBER: Excited State Properties of Green Fluorescent Protein Chromophore Analogue in Aqueous Solution

4.1 Introduction

The combined quantum mechanics molecular mechanics (QM/MM)\cite{1-4} approach provides one of the simplest examples of a multi-physics methodology for the simulation of large systems. While it has been used successfully in a number of important applications there remains a significant barrier towards utilization of QM/MM methods in the general scientific community. Part of this problem can be found in the shortage of efficient, extensible, and readily accessible implementations of the methodology that can take advantage of existing highly supported software capabilities for quantum mechanical and molecular mechanics simulations. This is the issue that we are addressing in our work through the development of a generic QM/MM interface between two well-known community codes—NWChem\cite{12} and AMBER.\cite{13,14} In this paper we report on the use of this interface for the description of aqueous systems, using an analogue of the green fluorescent protein chromophore as an example application.

Green Fluorescent Protein (GFP)\cite{15} is a small protein, which is used extensively as a biomarker for gene expression and protein targeting.\cite{16} This widespread adoption of GFP stems from its unique photo-physical properties. It consists of a chromophore derived from an autocatalytic posttranslational cyclization among three amino acid residues, Ser65, Tyr66 and Gly67.\cite{17-26} The fluorescence is in the green region of the spectrum and pronounced when the chromophore covalently attached to the protein matrix. The latter ensures stability of the signal, which is important for imaging applications.\cite{27} The protein environment plays a key role in regulating the photo-physical properties of GFP.\cite{28} This is strongly supported by the inability of
GFP chromophore analogues to fluoresce in solutions.\cite{29,30} Additionally, since the discovery of wild-type GFP (wtGFP), a number of mutant GFP structures have been engineered that contain the same chromophore but exhibit different photo-physical properties.\cite{18,31-34} All these results point to the possibility for a rational design of GFP-like systems with desired properties through targeted changes in the protein environment. A fundamental understanding of GFP chromophore chemistry and its interactions with the protein matrix would be highly beneficial to the success of such efforts.

A natural starting point towards this goal can be found in studies of model GFP chromophores, such as the p-hydroxybenzylidene-imidazolidinone (HBDI) molecule. The analysis of HBDI in gas phase, cluster, and bulk aqueous environments provides a unique way to isolate intrinsic chemical properties of the GFP chromophore and track the impact of the environment in a controlled manner. One important question that can be addressed in these studies is how different protonation states of the chromophore impact the excited state properties. It is known that the absorption spectrum of the wtGFP, which has a strong A-band at 395 nm and the minor B-band at 477 nm, comes from two chemically distinct chromophore states. An increase in the pH level (~11-12) reduces the intensity of the A-band and enhances the low energy B-band at 470 nm.\cite{35} This suggests that the two bands are associated with neutral protonated and anion deprotonated states of the GFP chromophore.\cite{36-38} It has also been proposed that a doubly protonated cation state could be present in GFP.\cite{6} While probably unlikely in the wtGFP, such a possibility cannot be ruled out in the mutants of GFP. The important point here is that the protein environment has the capacity to control the protonation state of the chromophore, and proton transfer plays a critical role in controlling fluorescence properties of GFP.

The structural characteristics of the chromophore represent another important factor that can affect its spectroscopic properties. In either charge state (cation/neutral/anion/zwitterion) the chromophore can be found in a cis or trans conformation. The protein matrix restricts chromophore configuration enhancing fluorescence and preventing energy dissipation through internal
conversion (IC). In aqueous solutions such conformational restrictions are greatly reduced, which is thought to be the main reason for fluorescence suppression.

Experimental studies of GFP chromophore analogues such as HBDI in gas phase and aqueous solutions establish useful limits on the expected absorption spectrum and anticipated changes upon solvation. In the case of a cationic state the introduction of the aqueous environment results in a blue shift of the absorption spectrum of 3.05 eV\textsuperscript{[5]} in gas phase to 3.13-3.20 eV\textsuperscript{[5-8]} in aqueous solution. A similar effect is observed for the anion. There is, however, uncertainty in the actual value of the shift given several different estimates of the gas phase absorption values—2.59-2.84 eV\textsuperscript{[5-9]} Experimental data for the neutral state is suggestive of a red shift, but the situation is not entirely clear. In gas phase the absorption value extrapolated from Kamlet-Taft fit by Dong \textit{et al.} was determined to be 3.51 eV\textsuperscript{[6]} However, the charged group technique by Rajput \textit{et al.} places it at 3.35 eV for the neutral form\textsuperscript{[11]} Recently, Greenwood \textit{et al.} have applied an alternative method and reported a new maximum absorption value of the neutral form to be 3.65 eV\textsuperscript{[10]} In aqueous phase the absorption value was determined to be 3.33-3.35 eV\textsuperscript{[5-8]} Overall the available experimental data for HDBI provide an important reference point for detailed analysis of GFP photochemistry.

Theoretical studies have been instrumental in the analysis of the GFP chromophore and its analogues\textsuperscript{[39-60]} While a lot of efforts have been put into these calculations using several model chromophores and various protonation states in the gas phase, this is not the case in the aqueous solution. Despite a number of calculations reported in the aqueous phase\textsuperscript{[48,51,56,59,61-65]} the same analysis across all relevant protonation states and conformers remains incomplete. Our work contributes to these efforts by providing a systematic study among all relevant protonation states and conformers of the chromophore (HBDI) in gas phase and aqueous solution. Such study enables comparative analysis of excited states of various forms of the chromophore as a function of the environment and is important in understanding properties of the wtGFP and its mutants.
This type of analysis is difficult to accomplish using currently available computational data due to the large variations in calculated absorption values that are highly sensitive to the theoretical methodology. For example, for the neutral state in gas phase the semi-empirical models predict the absorption in a range of 2.77-3.65 eV\cite{45,54,55,58} TD-DFT gives a range of 2.89-3.54 eV\cite{47,53,59,60} and correlated methods 2.88-3.69 eV.\cite{11,43,44,50,53,60} Similar variations can be found in theoretical estimates for other GFP states. There is growing evidence that the accurate excited state description of the GFP chromophore requires explicit treatment of correlation effects. To address this issue, our excited state description relies on the completely renormalized EOMCCSD(T) approach (CR-EOMCCSD(T)), which further improves upon the high level EOMCCSD (Equation-of-motion CC with singles and doubles) approach by adding correction due to triple excitations.\cite{44}

Another important consideration is related to the solvent description. Commonly utilized continuum solvent models cannot properly capture directional hydrogen bonding effects\cite{66}—an important factor for both aqueous and protein phases. To address this problem, one needs to introduce explicit description of solvent degrees of freedom, which can be accomplished in a number of different ways. Our QM/MM framework focuses solely on interfacing with the standard AMBER force field.\cite{67} QM/MM methodologies based on empirical force fields have been proven to be a powerful tool in photophysical studies of the GFP chromophore or its variants in protein environment.\cite{51,64,65,68-76} It should be noted that other approaches are possible, such as those based on effective fragment potential (EFP)\cite{77,78} models. The EFP based method has been employed in a recent study by Ghosh et al.\cite{62} to determine solvatochromic shifts for the anionic form of a halogen-substituted HBDI model chromophore, 3,5-difluoro 4-hydroxybenzylidene imidazolinone (DFHBDI) in bulk aqueous phase. Our studies yield similar results for the relevant anionic HBDI species, indicating that simple QM/MM models provide a good starting point for the analysis of GFP chromophore analogues in aqueous solution. Our study also represents validity for the use of newly implemented algorithm via NWChem-AMBER interface in a condensed phase simulation.
4.2 Computational Methodology and System Setup

4.2.1 Gas Phase

All quantum-mechanical calculations were performed using the NWChem computational chemistry code.\textsuperscript{[12]} For all eight model chromophores (see Fig. 4.2) the optimizations were performed using density functional theory (DFT)\textsuperscript{[79-81]} with the B3LYP exchange-correlation functional\textsuperscript{[82,83]} and the 6-31G* basis set.\textsuperscript{[84]} The excitation energies for the optimized chromophore structures were calculated using the CR-EOMCCSD(T) method\textsuperscript{[44]} with the Def2-TZVP basis set.\textsuperscript{[85]} The CR-EOMCCSD(T) formalism\textsuperscript{[86-88]} provides perturbative extension of the excited-state EOMCCSD method (EOMCC with singles and doubles)\textsuperscript{[89,90]} to include the effect of triple excitation in a non-iterative manner. In the CR-EOMCCSD(T) approach the excitation energy \( \omega_{K}^{\text{CR-EOMCCSD(T)}} \) of the K-th state is calculated as a sum of EOMCCSD excitation energy \( \omega_{K}^{\text{EOMCCSD}} \) and a non-iterative correction \( \delta_{K}^{\text{CR-EOMCCSD(T)}} \) which captures correlation effects due to collective 3-body excitations, i.e.,

\[
\omega_{K}^{\text{CR-EOMCCSD(T)}} = \omega_{K}^{\text{EOMCCSD}} + \delta_{K}^{\text{CR-EOMCCSD(T)}}. \tag{4.1}
\]

The \( \delta_{K}^{\text{CR-EOMCCSD(T)}} \) is expressed in terms of triply excited moments of the EOMCCSD equations and trial function, which includes single, double, and triple excitations. The triple amplitudes of the trial wavefunction are expressed perturbatively through the EOMCCSD amplitudes. The theoretical and implementation details of this formalism have been widely discussed in the literature and we refer readers to Refs. 86-88 for more details. Recent benchmark calculations with the CR-EOMCCSD(T) formalisms\textsuperscript{[91]} performed for 28 medium-size organic molecules have demonstrated that CR-EOMCCSD(T) non-iterative triples corrections to the EOMCCSD excitation energies provide significant improvements to the EOMCCSD estimations, while closely matching the results of the iterative and considerably more expensive CC3 and EOMCCSDT-3 calculations and their CASPT2 counterparts.
4.2.1 Aqueous Phase

Aqueous phase calculations utilized a QM/MM model where the total energy of a system is represented as

\[ E_{\text{total}} = E_{\text{QM}} + E_{\text{MM}} + E_{\text{QM/MM}}, \quad (4.2) \]

where \( E_{\text{QM}} \) is the quantum mechanical energy of the QM subsystem, \( E_{\text{MM}} \) the molecular mechanical interactions of the MM subsystem, and \( E_{\text{QM/MM}} \) the interactions between the QM subsystem and the MM subsystem. The QM/MM interactions can be divided into two terms:

\[ E_{\text{QM/MM}} = E_{\text{QM/MM}}^{\text{electrostatics}} + E_{\text{QM/MM}}^{\text{VdW}}. \quad (4.3) \]

The electrostatic term describes Coulomb interactions between QM and MM regions,

\[ E_{\text{QM/MM}}^{\text{electrostatics}} = -\sum_{k}^{N_{\text{QM}}} \int dr \frac{\rho_{\text{QM}}(r)Q_{k}}{|r - R_{k}|} + \sum_{d}^{N_{\text{MM}}} \sum_{k}^{N_{\text{QM}}} \frac{Z_{d}Q_{k}}{|R_{d} - R_{k}|}, \quad (4.4) \]

where \( \rho_{\text{QM}} \) is the electron density and \( Z_{d} \) are effective nuclear charges of the QM region, and \( Q_{k} \) are classical electrostatic charges. Van der Waals interactions in the second term, \( E_{\text{QM/MM}}^{\text{VdW}} \), are represented in terms of a Lennard-Jones potential:

\[ E_{\text{QM/MM}}^{\text{VdW}} = \sum_{d}^{N_{\text{MM}}} \sum_{k}^{N_{\text{QM}}} \left[ \frac{\sigma_{dk}}{R_{dk}} \right]^{12} - \left[ \frac{\sigma_{dk}}{R_{dk}} \right]^{6}. \quad (4.5) \]

The above QM/MM description was deployed using the newly developed NWChem-AMBER interface (see Fig. 4.1), which builds on our extensible interface\(^\text{[92]}\) for QM/MM simulations with AMBER\(^\text{[13,14]}\) and external QM programs. This interface allows us to integrate the vast array of electronic structure methods available in NWChem\(^\text{[12]}\) including DFT, TD-DFT, and CC formulations with a classical description provided by AMBER. It should be noted that while the QM/MM partitioning results in a significant reduction in computational load, this alone is not always sufficient to provide a practical approach for simulations other than single point energy calculations. As a result for the optimization component of our calculations we have utilized a
multiregion optimization strategy where optimizations of QM and MM regions are alternated.\cite{93}

During optimization of the MM region, the QM region is represented by a fixed electron density. The entire procedure contains the following steps:

1) Optimization of the QM subsystem keeping MM subsystem fixed.
2) Calculation of a reduced electrostatic representation for the QM subsystem.
3) Optimization of the MM subsystem keeping the QM subsystem fixed.
4) The procedure is repeated from step 1 to 3 as a cycle until converged.

Note that in step 2, instead of employing the direct charge density $\rho_{QM}$ resulting from the wavefunction recalculation which is computationally expensive, the ESP charge fitting scheme can be used. A set of ESP charges representing the QM subsystem are calculated and used in step 3 of MM optimization. This method greatly improves the efficiency of QM/MM calculations for large systems. Hence, Eq. (4.4) for the MM optimization has a form:

$$E_{QM/MM}^{electrostatics} = \sum_{i}^{N_{QM}} \sum_{k}^{N_{esp}} Q_i O_k \left| r_i - R_k \right| = E_{ESP},$$  \hspace{1cm} (4.6)

where $Q_i$ represents the ESP fitted charge of QM atom $i$.

Figure 4.1: Diagram for a single cycle of multiregion optimization using the AMBER/NWChem interface.
To define the aqueous solution model the chromophore (HBDI) was solvated within a 22 Å radius spherical droplet of classical triangulated water molecules (TIP3P model). A soft half-harmonic potential was imposed beyond 22 Å radius from the model chromophore. The model chromophores were included in the QM subsystem and the water molecules were treated at the MM level. The VdW parameters for the chromophores were taken from the General AMBER Force Field (GAFF).

All systems were initially optimized and equilibrated for 500 ps at 300 K using the PMEMD engine of the AMBER v16 code. During the course of the MD equilibration, the chromophore was held fixed at the center of the water droplet. The equilibrated systems were optimized using the QM/MM multiregion optimization protocol described above. Mirroring gas phase calculations, the QM description at this step was based on a DFT/B3LYP/6-31G* level of theory because forces are not yet available from the CR-EOMCCSD(T) methods. Following optimization, the excitation energies were calculated using CR-EOMCCSD(T) level of theory with the Def2-TZVP basis set.

To estimate relative stabilities of conformers, we used a procedure where solvation energies ($E_{solv}$) were calculated using the self-consistent reaction field theory of Klamt and Schüürmann (COSMO). The atomic radii were set at 1.172 for H, 1.576 for O, and 2.126 Å for N. COSMO calculations were performed on QM/MM optimized structures with all the solvent removed. Thermal corrections of enthalpy ($dH$) and total entropies ($S$) at 298.15K were calculated using QM/MM vibrational calculations at DFT/B3LYP/6-31G* level of theory. These were combined with CCSD internal QM ($\Delta E_{\text{CCSD}}^{\text{int}}$) to arrive at the approximate values for relative free energies,

$$
\Delta G = (\Delta E_{\text{CCSD}}^{\text{int}} + \Delta E_{\text{solv}}) + \Delta H - T\Delta S
$$

(4.7)

The calculated relative free energies are listed in the Table 4.2.
Figure 4.2: GFP model chromophore (HBDI) in water with different protonation states (cis and trans conformers). Carbon atoms are green, nitrogen atoms blue, oxygen atoms red and hydrogen atoms white. For cationic and anionic forms, the large white and yellow circles represent the effective center of charge for the ground and excited states correspondingly. Small circles refer to the same quantities in the gas phase.
<table>
<thead>
<tr>
<th>Chromophore</th>
<th>Gas</th>
<th>Water</th>
<th></th>
<th></th>
<th>Experiment</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TD-DFT</td>
<td>CR-EOMCCSD(T)</td>
<td>Experiment</td>
<td>TD-DFT</td>
<td>CR-EOMCCSD(T)</td>
<td>Experiment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cation (cis)</td>
<td>3.16</td>
<td>3.15 (3.47)</td>
<td>3.05[a]</td>
<td>3.22</td>
<td>3.15 (3.46)</td>
<td>3.13-3.20[b]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cation (trans)</td>
<td>3.18</td>
<td>2.95 (3.26)</td>
<td>3.29</td>
<td>3.20</td>
<td>3.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anion (cis)</td>
<td>3.09</td>
<td>2.70 (3.03)</td>
<td>2.59-2.84[c]</td>
<td>3.18</td>
<td>2.93 (3.25)</td>
<td>2.90-2.92[b]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anion (trans)</td>
<td>3.11</td>
<td>2.70 (3.03)</td>
<td>3.16</td>
<td>2.80</td>
<td>3.12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutral (cis)</td>
<td>3.45</td>
<td>3.69 (3.99)</td>
<td>3.35-3.65[d]</td>
<td>3.37</td>
<td>3.43 (3.74)</td>
<td>3.33-3.35[b]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutral (trans)</td>
<td>3.39</td>
<td>3.61 (3.92)</td>
<td>3.40</td>
<td>3.39</td>
<td>3.70</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zwitterion (cis)</td>
<td>2.67</td>
<td>2.73 (3.06)</td>
<td>n/a</td>
<td>3.11</td>
<td>2.69 (3.01)</td>
<td>n/a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zwitterion (trans)</td>
<td>2.65</td>
<td>2.97 (3.31)</td>
<td>n/a</td>
<td>3.08</td>
<td>2.62 (2.94)</td>
<td>n/a</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

[a] Taken from Ref. 33. [b] Taken from Refs. 32-35. [c] Taken from Refs. 32-36. [d] Taken from Refs. 32, 37, 38. Numbers in the parentheses are based on EOMCCSD calculations.
Table 4.2: Relative free energies of GFP model chromophores (kcal/mol)\textsuperscript{[a],[b]}

<table>
<thead>
<tr>
<th></th>
<th>Gas phase</th>
<th>Aqueous phase</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Calculation</td>
<td>Experiment\textsuperscript{[c]}</td>
</tr>
<tr>
<td>$\Delta G^\text{cat}_{\text{cis}$\rightarrow$\text{trans}}$</td>
<td>0.45</td>
<td>0.74</td>
</tr>
<tr>
<td>$\Delta G^\text{ani}_{\text{cis}$\rightarrow$\text{trans}}$</td>
<td>3.00</td>
<td>2.59</td>
</tr>
<tr>
<td>$\Delta G^\text{neu}_{\text{cis}$\rightarrow$\text{trans}}$</td>
<td>3.33</td>
<td>2.55</td>
</tr>
<tr>
<td>$\Delta G^\text{zwit}_{\text{cis}$\rightarrow$\text{trans}}$</td>
<td>1.03</td>
<td>3.59</td>
</tr>
<tr>
<td>$\Delta G^\text{neu$\rightarrow$zwit}_{\text{cis}}$</td>
<td>26.22</td>
<td>22.72</td>
</tr>
<tr>
<td>$\Delta G^\text{neu$\rightarrow$zwit}_{\text{trans}}$</td>
<td>23.91</td>
<td>23.76</td>
</tr>
</tbody>
</table>

\textsuperscript{[a]} cat = cation; ani = anion; neu = neutral; zwit = zwitterion
\textsuperscript{[b]} The estimate Gibbs energies are based on Eq. (4.7)
\textsuperscript{[c]} Taken from Ref. 98.

4.3 Results and Discussion

4.3.1 Cationic Form

The optimized structures of the cationic cis and trans conformers in aqueous solution are shown in Fig. 4.2. Overall, the presence of aqueous solution does not impact the structures in a significant way. The only discernible change is found for the cis conformer, which deviates from the planar structure of the trans conformer due to steric hindrance introduced by the nitrogen protonation. The angle between the phenol and the imidazolinone plane increases from ~16 to 19 degrees when going from gas to aqueous phase. For both conformers, we observe two water molecules coordinating the phenol OH group, and one water coordinating the NH group of imidazolinone. The imidazolinone ring oxygen in the trans conformer is more solvent exposed and has two coordinating waters, compared to one in the cis conformer. In gas phase the two conformers appear to have nearly the same ground state energies—at the CCSD level of theory the cis conformer is slightly more stable than the trans conformer by 0.45 kcal/mol. In solution, our
QM/MM COSMO estimates show similar slight preference for the *cis* conformer by 0.74 kcal/mol. The result agrees well with the observed value of 0.79 kcal/mol reported by Tonge *et al.*[98] Overall, these numbers indicate that either conformer can be potentially accommodated in aqueous phase.

In the gas phase, we calculate the absorption values to be 3.15 and 2.95 eV for *cis* and *trans* conformers, respectively. These values are in agreement with the experimental value of 3.05 eV[5] and in line with previous calculations using aug-MCQDPT2 (3.06 eV)[40] and XMCQDPT2 (3.12 eV).[50] For aqueous phase, we find that the *cis* conformer is characterized by the absorption value of 3.15 eV, and the *trans* conformer at 3.20 eV. Interestingly, both *cis* and *trans* absorption numbers agree with existing experimental data. In acidic aqueous solution (pH < 1), Andersen *et al.*[5,7] reported the maximum absorption of HBDI to be 3.13 eV. However, a slightly different absorption value of 3.17-3.20 eV[6,8] has been obtained by other groups. Looking at the differences between gas phase and aqueous values, we observe that they are sensitive to the solute conformation. Indeed, for the *cis* conformer no difference is observed and for the *trans* conformer we notice a slight blue shift.

To gain further insight into the impact of an aqueous environment on the excited state properties of *cis* and *trans* conformers it is instructive to analyze the changes in charge distribution that occur upon transfer to aqueous phase and during excitation. For charged systems, such as a cation or anion, a useful metric for such analysis can be found by defining an effective center of charge as a point where the dipole moment of the system (calculated at CCSD level of theory) vanishes. Given a total dipole (\(\mathbf{d}\)) and charge of the system (\(Q\)), it is given by

\[
R_e = \frac{\mathbf{d}}{Q}.
\]  (4.8)

The location of this point for the cationic system is shown in Fig. 4.2 (white/yellow circles), both for the unpolarized system (QM calculation at QM/MM geometry without inclusion of MM water molecules) and the fully polarized system (QM/MM calculation). In the ground state, the
center of (overall positive) charge in both structures is near the NH bond on the imidazolinone ring, suggesting that this is the primary localization point of the electron hole in the system. Comparing the two conformers, it is evident that the center of charge is pushed further inside the molecule in the \textit{trans} conformer. We observe that the impact of the aqueous environment is to pull the charge closer to the solvent boundary, which maximizes the solvation energy. Given the above mentioned difference between the two structures, the center of charge in the \textit{cis} case is located much closer to the solvent compared to \textit{trans}, which is consistent with the larger solvation energy that stabilizes the \textit{cis} isomer. Transition to the excited state shifts the center of charge closer to the phenol group. Our calculations indicate that in the \textit{trans} configuration, this move brings the electron hole to the area of higher (more positive) electrostatic potential, while the opposite is true for the \textit{cis} configuration. This is consistent with the increased gap between the ground and excited state in the \textit{trans} conformer.

4.3.2 Anionic Form

The optimized structures of the anionic state are also shown in Fig. 4.2. The imidazolinone nitrogen is no longer protonated and we no longer have a twisting distortion in the \textit{cis} conformer as observed in the cationic state. Other than a slight puckering in the \textit{cis} conformer, which pulls the opposite ends of the molecule towards each other, the structural impact of aqueous solution remains small. This is consistent with previous QM/EFP calculations\textsuperscript{[62]} of the related anionic form of DFHBDI chromophore where near planar structures formed the main population of the sampled structures. The anionic state exhibits much stronger solvent coordination than the cationic state. In both \textit{cis} and \textit{trans} conformers, we can identify four water coordinating phenol groups. The solvent accessibility of the imidazolinone nitrogen and oxygen depends on the conformation, which impacts the coordination. For the \textit{cis} conformer we observe one water interacting with a nitrogen and three waters interacting with an oxygen, and for the \textit{trans} conformer both centers are
coordinated by two waters. The CCSD gas phase calculations also indicate that the cis conformer is relatively more stable than the trans conformer by 3.0 kcal/mol. Similar situation persists in aqueous phase, where our estimates show the relative stability of the cis conformer at 2.6 kcal/mol. This is in line with the previously calculated value of 2.1 kcal/mol obtained using a combined CASSCF/EFP model,[61] and agrees well with the experimental value of 2.3 kcal/mol from Tonge et al.[98]

In the gas phase, several hypotheses have been put forward regarding the absorption value of the anionic form of the GFP chromophore. Measurements from action spectroscopy revealed the absorption peak at 2.59 eV.[5,7,8] On the other hand, extrapolation from Kamlet-Taft fit by Dong et al.[6] suggested a more energetic absorption value of 2.84 eV. In addition, studies from photodestruction spectroscopy propose the absorption value above 2.61 eV.[9] Our calculations show that in gas phase both conformers have absorption values at 2.70 eV. This falls squarely within the range of experimental values and is also consistent with previous calculations from CASPT2 (2.67 eV),[46] SA-CASSCF (2.69 eV)[48] and MRMP2 (2.61 eV)[42] approaches. To determine the effect of geometry on the absorption values, we have performed gas phase excitation energy calculations for anionic HBDI chromophores (both conformers) obtained from QM/MM optimizations. The absorption values for both conformers are estimated to be 2.65 eV, which is red-shifted from the gas phase optimized structure by -0.05 eV. A Similar red shift of -0.13 eV in the absorption energy was reported in previous QM/EFP calculations[62] for the anionic DFHBDI.

Our calculations place the aqueous phase absorption values at 2.93 and 2.80 eV for the cis and trans conformers, respectively. Previous CASPT2 calculation of HBDI in water through PCM model estimated the absorption value for the cis conformer to be 2.69 eV.[39] Additional calculated absorption value of 2.86 eV was also reported for HBI model using CASPT2 method and explicit TIP3P water model.[51] Experimentally, the absorption spectrum for HBDI at high pH (> 11) was measured to be 2.90-2.92 eV,[5-9] which agrees very well with our 2.93 eV calculated value for the
cis conformer. Similar to the cationic state, the shift in absorption values is sensitive to the conformation, and these effects are amplified in the anionic state—the absorption energy increases by 0.23 eV in the cis conformer and by 0.1 eV in the trans conformer. This is in line with the increase of absorption value of 0.1 eV for DFHBDI in bulk aqueous phase as reported by Ghosh et al.[62] In addition, a very small solvent effect of polarization on the change of the excitation energy (0.03 eV) is suggested. Therefore, this supports the choice of non-polarizable MM force field used in our study.

Performing the same charge analysis as we did for the cationic state, we observe that the center of negative charge is located on the phenol group side. Its position is not affected much by transition to the excited state, which is different to what was observed for the cation. This indicates that excitation in the anionic case incurs little charge rearrangement. In both structures the transition to aqueous environment pulls the charge closer to the solvent. It also increases separation between the ground and excited state, particularly so in the cis case.

4.3.3 Neutral Form

The neutral form of the GFP model chromophore is characterized by a protonated phenol group. The optimized structures of both cis and trans conformers are shown in Figure 2. Similar to the anionic state, the structure of the trans conformer remains virtually unchanged upon transfer to aqueous solution while the cis state exhibits slight puckering. We observe that the phenol OH group is coordinated by two water molecules in both cis and trans conformers. The coordination of the imidazolinone is very similar to that observed in the anionic state. The CCSD calculations suggest that the cis conformer of the neutral form of the GFP model chromophore is relatively more stable than the trans conformer by 3.3 kcal/mol. Our estimation in the aqueous phase also reveals similar cis conformer stability over the trans conformer by 2.55 kcal/mol. This is in line with the observed value of 2.1 kcal/mol from experiment.[98]
In the gas phase discrepancies between the maximum absorption of the neutral forms have been reported. The extrapolation from a Kamlet-Taft fit suggests the absorption value at 3.51 eV.\textsuperscript{[6]} The experiment using the charge group by Rajput \textit{et al.} proposed the absorption at 3.35 eV.\textsuperscript{[11]} Recently, Greenwood \textit{et al.}\textsuperscript{[10]} applied an alternative approach and reported the absorption value to be 3.65 eV. Our calculated absorption values are 3.69 and 3.61 eV for the \textit{cis} and \textit{trans} conformers, respectively, and seem to confirm to be within these measurements. Our numbers are also in line with previously calculated values of 3.71 eV (CAM-B3LYP)\textsuperscript{[10]} and 3.58 eV (CASPT2)\textsuperscript{[60]} for the \textit{cis} conformer of HBDI.

In aqueous solution our calculated excitation energies of the neutral form were calculated to be 3.43 and 3.39 eV for the \textit{cis} and \textit{trans} isomers, respectively. These values are in good agreement with the experimentally measured absorption energy of 3.33-3.35 eV\textsuperscript{[5-8]} for neutral pH solutions of the chromophore. Previous calculations by other groups have been performed at the TD-DFT level using different model chromophores,\textsuperscript{[47,59]} but no consensus has been reached. Xie and Zeng, using a combined explicit-implicit type model,\textsuperscript{[99,100]} reported absorption values of 3.56 and 3.49 eV for the \textit{cis} and \textit{trans} conformers of HBMIA, respectively.\textsuperscript{[59]} On the other hand, Nemukhin \textit{et al.}, using a polarizable continuum model (PCM), estimated the absorption values for HBI at 2.74 (\textit{cis}) and 2.84 eV (\textit{trans}).\textsuperscript{[47]} Additionally, the absorption peak of HBI from SA-2-CAS approach using Monte Carlo samples of the ground state chromophore in TIP3P water was reported to be 4.27 eV.\textsuperscript{[64]}

\subsection*{4.3.4 Zwitterionic Form}

In addition to the neutral form discussed above, a number of computational studies related to the zwitterionic form have been reported. The latter still carries net zero charge but instead of the phenol group the proton is now located on the imidazolinone nitrogen group. In gas phase, such a state is most certainly higher in energy than the neutral state. Our calculations show at the CCSD
level of theory that the transfer of the proton from phenol to imidazolinone raises the energy by ~26 kcal/mol. There is little difference between the two conformations of the zwitter-ionic form. The cis conformer is slightly more stable than the trans conformer by 1.03 kcal/mol (CCSD). While the aqueous solution stabilizes the zwitterionic form, it remains ~20 kcal/mol above the neutral state.

In gas phase, our calculated absorption values of the zwitterionic HBDI are 2.73 and 2.97 eV for cis and trans conformers, respectively. These numbers are consistent with the previous calculated values in a range of 2.46-3.13 eV reported by Polyakov et al.\textsuperscript{[50]} and with the calculations from post-HF and TD-DFT approaches reported for HBI and HBMIA.\textsuperscript{[54,58,59]} In the aqueous phase we estimate absorption values of 2.69 and 2.62 eV for the zwitterionic form. This is in reasonable agreement with the observed absorption value of 2.55 eV reported for the zwitterionic form of the methoxyl derivative (pHBDIMe\textsuperscript{+}) species.\textsuperscript{[6]} Previous calculations showing less agreement were based on the TD-DFT model and varied depending on the solvent treatment. PCM estimates\textsuperscript{[47]} give values of 2.31 (cis) and 2.48 eV (trans) for the HBI model, and the combined explicit-implicit type model\textsuperscript{[99,100]} of Xie and Zeng gives 3.33 eV for the trans form of HBMIA.\textsuperscript{[59]} Overall, there seems to be no compelling reason to assume that the zwitterionic form should contribute to the observed spectrum at neutral pH values.

4.4 Conclusions

We have implemented QM/MM approach by combining NWChem and AMBER codes. This initial implementation is geared towards studies of aqueous systems allowing efficient optimization of large systems and calculations of excited state properties at various levels of theory. The interface has been tested through a systematic study of the photophysical properties for the GFP model chromophore analogue (HBDI) in aqueous phase using the high level QM method and explicit solvent treatment. Our calculations for the excitation energies of HBDI show good
agreement with experimental data for both gas phase and aqueous environment. As indicated in Table 1, the performance of less computationally extensive TD-DFT methods is mixed at best, and a high level quantum-mechanical treatment appears to be essential to reliably capture variations of excited states across different protonation states and conformations. To fully approach experimental absorption numbers, inclusion of triples excitations is necessary. As Table 1 indicates, CR-EOMCCSD(T) leads to a sizable (~0.3 eV) correction to EOMCCSD numbers. The triples corrections, however, are uniform, which hints at the possibility of adding it as a post-processing correction. The MM treatment of the solvent is clearly an approximation, but overall agreement with experimental aqueous absorption energies suggests that it may be sufficient to capture the essential features of the aqueous environment and its influence on excited states.

Our results show that impact of aqueous environment on cationic and anionic states generally results in blue shifts, i.e. increase in the separation between ground and excited energy levels upon solvation. The effect is much less pronounced in the cationic state. Center of charge analysis shows that the cationic state exhibits greater charge rearrangement during excitation than the anion. The absorption energy shifts upon solvation are sensitive to the conformation of the chromophore. These effects can be rationalized based on charge movement into the area of higher/lower external electrostatic potentials, providing a potential pathway for control of GFP properties in the protein environment.

Our results indicate that at neutral pH levels the experimentally observed absorption signal of the GFP chromophore is most likely coming from the phenol protonated form of GFP. The other possibility suggested in previous works, a zwitterionic form, is higher in energy and does not match the experimental absorption data.

The presented results provide baseline and insights for further analysis of the GFP chromophore in protein matrix. Dealing with such a complex system within the QM/MM framework requires a treatment for bond crossing and better electrostatic description between QM
and MM subsystems. In addition, more sophisticated free energy calculations are necessary. These effects will be taken into account in our future work to offer a more versatile QM/MM interface with capabilities that encompass a vast array of simulations types for large complex systems.
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4.5 References


5.1 Introduction

5.1.1 Cellulose and Its Decomposition

Cellulose\textsuperscript{[1]} is one of the most abundant substances on earth. It is a polysaccharide consisting of $\beta$-1,4-glycosidic linkage between D-glucose units. These sugar units locked in cellulose polymers are the sole energy and carbon sources that can be used for sustainable biofuel and biochemical production through fermentation. Due to inter- and intra-molecular hydrogen bond network formed within and between glucan chains coupled with high degree of polymerization, this confers high tensile strength of cellulose and renders the recalcitrance of crystalline cellulose for decomposition. Despite a recent focus on their use and conversion to fuels and chemicals, the lignocellulosic resource remains largely underutilized due to the lack of cost effective technologies.

Hydrolytic cellulases were enzymes known to be primarily responsible for cellulose decomposition. However, the hydrolysis is slow due to the hypothesis of rate limiting step being glucan chain separation of crystalline cellulose that has to be threaded into active site cleft of the enzymes. This is suggested from the faster rate of hydrolysis of amorphous forms compared to crystalline substrates.\textsuperscript{[2]} However, this conventional hydrolysis framework has recently been challenged by a new class of enzymes known as polysaccharide monooxygenases (PMOs).

5.1.2 Polysaccharide Monooxygenases

Polysaccharide monooxygenases (PMOs) or lytic polysaccharide monooxygenases (LPMOs) are monomeric copper-dependent enzymes. These enzymes were recently found to enhance the decomposition of cellulose in synergy with hydrolytic enzymes in biomass
degradation. Due to their promising activities in conversion of biomass to sugars, a number of studies and research regarding this class of enzyme have been increasing during recent years.

Secreted from cellulolytic fungi and chitinolytic bacteria, PMOs were originally classified into Family 61 glycosidic hydrolases (GH61) or Family 33 carbohydrate-binding modules (CBM33) that can enhance cellulose and chitin decomposition, respectively. However, they were lack of noticeable hydrolytic activities. It was later discovered that these enzymes exhibit oxidative activities in cellulose and chitin degradation.\textsuperscript{[3]} Therefore, the enzymes were reclassified in the carbohydrate-active enzyme (CAZy) database from GH61 and CBM33 to Family 9 and Family 10 auxiliary active (AA9 and AA10), respectively. Since cellulose degradation is a primary focus in this study, only PMOs from AA9 will be mentioned for the rest of the chapter.

PMO active site consists of monomeric copper (Cu) bound with conserved amino acids, two of which are histidine residues providing three coordinating sites. A “histidine brace” is a distinct coordinating character found in these enzymes by that a terminal His1 provides two coordination sites to Cu. These enzymes also contain a binding flat surface that can directly interact with cellulose without prior depolymerization of glucan chain. PMOs can be categorized into three types. Type-1 PMOs hydroxylate the C1 position of pyranose residues and produce an aldonolactone. Type-2 PMOs hydroxylate the C4 position of pyranose and yield a-ketoaldose. Type-3 PMOs are less specific, giving an aldonolactone and/or nonreducing end oxidized products. Upon binding with cellulose, it has been hypothesized that atmospheric diatomic oxygen is recruited into the active site and reduce Cu(I) to Cu(II) via an internal electron transfer. The resulting reactive Cu-O-O\textsuperscript{-} species may directly undergo hydrogen abstraction (HAT) at C1 or C4 or it is further reduced to become more reactive species (e.g. Cu-O\textsuperscript{2-}) followed by HAT. Subsequent reactions involve oxygen rebound (hydroxylation) onto cellulosic C1 or C4 carbon and the cleavage of 1,4-glycosidic bond. However, the detailed mechanism of this process is unknown and still a subject of debate. To unravel the mystery of these unusual enzymes, both experimental and
theoretical investigations are required. The elucidation of how these copper-metalloenzymes play a role in the oxidation of C-H bond would provide a significant impact for the future of renewable resources.

5.2 Proposed Reaction Mechanisms of PMOs

It has been hypothesized that PMOs are activated once atmospheric O₂ is recruited into the active site and bind with a reduced form of Cu(I). Whether O₂ recruitment happens prior to or after cellulose binding is still a subject of debate. Walton et al.⁴ suggested that the production of reactive oxygen species is regulated by the presence of cellulose in a PMO active site. This implication is also supported by the fact that rapid release of O₂ after the formation of a Cu-superoxo enzyme complex without a substrate.⁵ Several catalytic reaction pathways for PMOs have been proposed and detailed mechanisms have been discussed.⁶⁻⁹ Here, two main mechanisms used in this work are discussed.

5.2.1 Superoxo Mechanism

This mechanism has been proposed by groups of Philips and Beeson.¹⁰,¹¹ Upon enzyme-substrate binding, O₂ is recruited to bind with Cu(I). The oxidation of Cu(I) is achieved through an internal electron transfer from Cu(I) to O₂, forming a superoxo species (Cu(II)-O-O⁻). Fig. 5.1 outlines possible pathways for cellulose decomposition via the superoxo intermediate. The next step is HAT from either C1 or C4 of the substrate, creating a Cu(II) peroxo (Cu(II)-O-OH) intermediate and a substrate radical. Subsequently, second electron transfer coupling with protonation cleaves the O-O bond of the Cu(II)-O-OH intermediate, releasing H₂O and generating Cu(II)-O⁻, namely the Cu(II) oxyl intermediate. Next, the hydroxylation of the substrate occurs via the abstraction of oxygen by the radical substrate coupled with a proton transfer. The hydroxylated
substrate becomes unstable and can be easily decomposed by breaking of glycosidic bonds. This pathway corresponds to the lower route in Fig. 5.1

Another pathway of the superoxo intermediate (the upper route of Fig. 5.1) has been proposed based on the computations by Kim et al.\textsuperscript{[12]} Instead of O-O bond being cleaved via the second electron transfer, the radical substrate is directly hydroxylated through the breaking of O-OH bond of the Cu(II)-O-OH species. The resulting substrate then undergoes the decomposition. The second electron transfer coupled with protonation occurs to eject O· out of the PMO-Cu(II) as H\textsubscript{2}O. Finally, Cu(II) is reduced to Cu(I) through an external electron transfer prior to the next catalytic cycle.

5.2.2 Oxyl Mechanism

In this mechanism (Fig. 5.2), the Cu(II)-O-O· intermediate which results from O\textsubscript{2} binding with PMO-Cu(I), is further reduced by an external reducing agent such as ascorbic acid to form
Cu(II)-O·, namely the copper oxyl intermediate, and a water as a byproduct. This intermediate is suggested to be more reactive than Cu(II)-O-O·. The next step involves HAT from the substrate, followed by hydroxylation of the substrate via a rebound mechanism. Then the reaction proceeds to decomposition of the hydroxylated cellulose and recycling step to obtain Cu(I) for the next catalytic step.

5.3 Theoretical Investigations of PMO Reaction Mechanisms

While there have been a growing number of experimental studies to unravel the mystery of PMO reaction mechanism, this is not the case for theoretical studies. Kim et al.\cite{2} employed open shell DFT\cite{13-15} calculations to investigate the reaction pathways for cellobiose decomposition using PMO characterized from T. aurantiacus\cite{16} as their model. The simulations were performed based on a so-called active site model (ASM), which included an optimum number of active site’s residues, Cu, O₂, water, and substrate explicitly described through a quantum mechanical (QM) description. The rest of the system was treated implicitly using a conductor-like polarization continuum model (CPCM). The calculated reaction barriers for the rate determining steps of the
superoxo and oxyl mechanisms using B3LYP\(^{[17,18]}\)/6-311++G**/B3LYP/6-31G* were reported to be \(~40.0\) and \(~24.0\) kcal/mol, respectively. Thus, they suggested that fungal PMOs possibly catalyzes the cellulose decomposition via the oxyl mechanism. The role of N-terminal methylation towards the reaction mechanism was also examined. However, no distinct reaction barriers impact in the absence of N-terminal methylation could be drawn at the employed level of theory.

To date, no experimental measurements have been reported regarding the strength of C1-H or C4-H bond in polysaccharides. However, the estimation of these bond strengths was performed with glucose and reported to be \(~95\) kcal/mol.\(^{[19]}\) Hence, it is likely that the C-H bond strength would be higher in crystalline lattice of a polysaccharide. How PMOs catalyze such a high energetic process is still questionable. For this reason, investigation of the HAT step of PMOs was performed in this work to provide more insightful information for understanding the chemistry of PMOs.

Earlier study by Kim et al.\(^{[12]}\) was limited to an active site model (ASM) of the PMO active site and the effect from protein environment was approximated using an implicit solvent model (CPCM) of ether. In addition, finite temperature fluctuations of the protein environment were not considered and the reaction energetics was described based on total energy differences. The total energy is not always an appropriate metric in a characterization of a reaction process for a complex system due to rugged potential surface. Rather, free energy is a quantity suited to determine the driving force of a chemical process. For this reason, more realistic treatment of the system was developed in this study using a hybrid quantum mechanical molecular mechanics (QM/MM) method. This allows us to investigate the system with a full representation of PMOs. Within the QM/MM framework, the reactive region associated with bond breaking or bond forming is treated using a QM method while the protein environment, which is not directly involved in the enzyme chemistry, is treated with a molecular mechanical (MM) scheme. In addition, it is also suggested that hydrogen bonding network between water molecules and enzyme-substrate plays an important
role in enzyme-substrate binding and could also provide a potential proton transfer channel. Thus, it is more appropriate to represent the system with explicit solvent model to capture hydrogen bonding network.

To obtain an unbiased view of reaction process, nudged elastic band (NEB) method can be applied to obtain the minimum energy path (MEP) on the QM/MM potential surface (PES). The NEB method optimizes a trial reaction pathway between two minima (usually reactant and product states). The overall pathway includes intermediate images connecting 2 end states via harmonic spring forces. Finite temperature fluctuations of the protein environment are handled via free energy perturbation (FEP) to investigate the environmental effect towards the reaction process. With the NEB method and FEP calculations combined, free energy profile of the reaction can be obtained and the activation free energy can be estimated.

Recently, Walton et al. characterized the PMO structures from L. similis using X-ray crystallography. These PMOs show cleavage activity on soluble oligosaccharides such as cellotriose (G3) or cellohexose (G6). The site of oxidation was found to be specific at C4. The resolved X-ray structures also include substrate bound PMOs. In this work, one of these structures was developed and used for the study the C-H activation step of PMO within QM/MM framework. Estimation of the reaction barrier was achieved through the NEB method and FEP calculations. Also presented here is the application of newly developed NWChem-AMBER interface which allows us to utilize ab-initio QM/MM methodologies with large complex systems. This study provides primary insights about catalytic functionality of PMOs on a soluble polysaccharide substrate that can further hint us to unravel the mystery of cellulose degradation catalyzed by these enzymes.
5.4 Methodology

5.4.1 QM/MM Optimization of X-ray Structure

Our first step was to provide detailed analysis of an X-ray crystallographic structure to establish a baseline for subsequent simulations. The resolved X-ray structure of *L. similis* (PDB 5ACF)\(^4\) with a bound substrate (G3) has been used as our reference structure. The model system was prepared with AMBER preparation interface LEaP. The entire PMO enzyme, crystallographic waters, ions (Cu and Cl\(^-\)), and G3 were included in our model. Additional waters and Na\(^+\) ions were added into the system to obtain a proper simulation box and ensure neutrality of the system. The size of the simulation box was 79 x 79 x 81 Å\(^3\). In this model system, the ff14SB force field\(^{23,24}\) was applied for amino acids and the GLYCAM06 force field\(^{25,26}\) for G3. TIP3P water model was used to describe bulk aqueous solution.\(^{27}\) Here, an active region was defined for further QM/MM simulations. This includes part of His1, His78, Gln 162, Tyr164 amino acids, part of G3, one Cu atom, one exogenous Cl ligand and one water molecule (107 atoms in total). Bad contacts from preparation step were eliminated by initial minimization. Subsequent molecular dynamics (MD) using NVT ensemble at 298 K was performed for 500 ps using the MD engine of Amber.\(^{28,29}\) During these steps, the defined active region was held fixed and represented with ESP fitted charges throughout the simulation.

A snapshot from MD trajectory was selected for geometry optimization. This was performed using the multiregion optimization algorithm via the developed NWChem-AMBER interface. The defined active region (107 atoms) was treated as the QM subsystem and described using open-shell DFT with B3LYP exchange-correlation functional. 6-311G* basis set was applied for Cu\(^{5}\) and 6-31G* basis set for all other QM atoms. The total QM charge is 1 and the electronic state is doublet. The rest of the system was defined as the MM subsystem and described using AMBER and GLYCAM06 force fields. Hydrogen link atom approach was employed to saturate electron valency at the QM-MM boundary and was also treated as part of the QM subsystem.
Through the multiregion optimization, the QM subsystem and the MM subsystem were decoupled and alternatively optimized. Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm was used during the QM optimization cycles while steep descent (SD) algorithm was applied during the MM optimization cycles.

5.4.2 Development of Oxygen Binding Active PMO Models

It has been hypothesized that the enzyme is activated through the Cu-O$_2$ binding and forms the PMO-Cu(II)-O-O$^-$ enzyme-substrate complex. To date, only X-ray structures from *N. crassa*\textsuperscript{30} has been reported with the presence of dioxygen species in the PMO’s active site. However, those are substrate-unbound characterized enzymes. Hence, the model of the PMO-Cu(II)-O-O$^-$ complex with a bound substrate in this work was developed based on the reference X-ray structure by replacement of Cl$^-$ ligand with O$_2$ in the equatorial position adopting an end-on configuration. This is consistent with a theoretical study by Kjaergaard et al.\textsuperscript{5} They suggested that this O$_2$ binding coupled with inner sphere electron transfer is slightly favorable ($\Delta G^o = -2.6$ kcal/mol). Nevertheless, the model used in this work differs from the one adopted by Kim et al. where O$_2$ is bound to Cu in the axial position.\textsuperscript{12} This results from two different characterized PMO X-ray structures being used. In addition, Kim’s group developed their model based on the substrate-unbound enzyme while the structure used in this work contains a substrate occupying the axial coordinating site to Cu, thus rendering this binding site infeasible for O$_2$ binding. The same strategy was also employed to create a Cu-oxyl enzyme-substrate complex for the oxyl mechanism. In this case, a monoatomic O replaces Cl$^-$. The resulting structures were then solvated in water boxes and neutralized. The same AMBER\textsuperscript{23,24} and GLYCAM06\textsuperscript{25,26} force fields from the previous section were used. Subsequent MD simulations were carried out using the same protocol applied to the X-ray system model.
5.4.3 QM/MM Optimization of Active PMOs

An equilibrated structure of the active Cu(II)-O-O· enzyme-substrate complex was extracted from MD simulation. From now on, this structure is denoted R_{SSPO}. R_{SSPO} was optimized using the QM/MM multiregion optimization algorithm. The QM subsystem includes atoms defined in the active region (except Cl⁻) plus O₂ and 2 additional water molecules entering the PMO’s active site during MD step. A total of 114 atoms (including H-link atoms) were treated as the QM subsystem. The same basis sets as used in previous section were applied. The total QM charge is 1 and the electronic state is triplet. The wavefunction was evaluated using the open-shell DFT with B3LYP exchange-correlation functional. The MM subsystem was described using AMBER[23,24] and GLYCAM06[25,26] force fields. The optimization protocol in the previous section was used to obtain R_{SSPO}.

The above strategy was also applied to obtain the active Cu(II)-O· enzyme-substrate complex, denoted R_{SOXL}. Similarly, the QM subsystem of R_{SOXL} contains those atom pre-defined as the active region (except Cl⁻) plus monoatomic O and 1 water molecule. This results in a total of 110 QM atoms. The same QM/MM method and setup were used to acquire the optimized R_{SOXL}.

5.4.4 Determination of HAT Reaction Pathways

In this section, reaction mechanisms for HAT by active PMO models were investigated. It has been proposed that a radical substrate and an active PMO with abstracted hydrogen are yielded from this process (See Fig. 5.1 and 5.2). Since the structures of such intermediates cannot be obtained from experimental data, the models were developed based on the RS states of active PMO models. This was achieved through the QM/MM constrained optimization. Starting from RS states, the O₂-H₄ distance (in case of Cu(II)-O-O·) or O₁-H₄ (in case of Cu(II)-O·) was constrained at ~1.0 Å. Other degrees of freedom were allowed to move during the optimization. Next, the
constraints were lifted after H4 was transferred to oxygen followed by the other unconstrained QM/MM optimizations until the the product states (PS$_{SPO}$ and PS$_{OXL}$) were obtained.

The optimized RS and PS structures from both SPO and OXL systems were then used to determine optimized reaction paths for HAT via active PMOs. This was achieved through nudged elastic band (NEB) method,$^{[20-22]}$ which optimizes a trial reaction pathway between 2 fixed end states (in this case RS and PS). The reaction pathway is represented by the images of the system connected via harmonic spring forces. Within the QM/MM framework, the reaction coordinate is usually dominated by the QM coordinates. Hence, the NEB energy function is expressed as

$$E_{\text{NEB}}^n = \sum_n E[\{R_{\text{QM}}^n\}, \{R_{\text{MM}}^n\}, \psi'] + \sum_n k |R_{\text{QM}}^n - R_{\text{QM}}^{n+1}|^2 .$$  \hspace{1cm} (5.1)

The index $n$ in the equation denotes the number of images representing the reaction path.

A total of 10 images were used to represent each reaction path. The QM wave function was calculated using open-shell DFT/B3LYP with the net QM charge of 1 at the triplet state. The same basis sets used in the QM/MM optimization were also used in this step. The MM optimization for each image was performed every 5 steps of the QM NEB calculation. During the MM optimization, the QM subsystem for each image was kept fixed and represented by a set of fitted ESP charges calculated at the end of each NEB calculation. The QM/MM NEB calculations were performed through the NWChem$^{[31]}$-AMBER$^{[28,29]}$ interface. Once the optimized energy paths were obtained, the top image for each system was used to search for the corresponding transition state (TS). Each optimized TS structure was verified by one imaginary frequency through a numerical frequency calculation.

5.4.5 Free Energy Calculation

The reaction barrier can be estimated through the calculation of free energy difference between RS and TS along the optimized NEB reaction path. This can be achieved via the multilevel
perturbation method\textsuperscript{[32]} shown in Fig. 5.3. Therefore, the total free energy difference can be expressed as

\[
\Delta F_{A \rightarrow B} = \Delta F_{A^\rightarrow A}^{QM \rightarrow MM} - \Delta F_{B^\rightarrow B}^{QM \rightarrow MM} + \Delta F_{A^\rightarrow B}^{MM}.
\]  

(5.2)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{free_energy_cycle}
\caption{Free energy cycle using multi-level perturbation method}
\end{figure}

The first two terms are the free energy differences for changing the QM description to fixed coordinates ($r_A$ or $r_B$) and electrostatic potential (ESP) charges ($Q_A$ or $Q_B$). The QM fluctuations are assumed to be harmonic. Therefore, Eq. (5.2) can be formulated as\textsuperscript{[33]}

\[
\Delta F_{A \rightarrow B} = \Delta E_{E_{\text{int}}}^{\text{QM}} + \Delta E_{E_{\text{har}}}^{\text{QM}} + \Delta F_{A^\rightarrow B}^{MM}.
\]  

(5.3)

The first two term in Eq. (5.3) can be obtained from the QM/MM single point energy and frequency calculations, respectively. The third term is finite temperature fluctuations of the MM subsystem, which can be approximated using FEP method. From a smooth transformation for the reaction coordinate between 2 states A and B,

\[
\begin{align*}
    r_\lambda &= (1 - \lambda)r_A + \lambda r_B \\
    Q_\lambda &= (1 - \lambda)Q_A + \lambda Q_B
\end{align*}
\]  

(5.4)

where $\lambda$ is in the range between 0 and 1. We have that
\[
\Delta F_{A \rightarrow B}^{\text{MM}} = -\sum_i 1/\beta \ln \left\{ \exp \left\{ -\beta \Delta E_{\text{esp}}^{\lambda_1,\lambda_i} \right\} \right\}_{\text{MM},\lambda_i} .
\]

\[
\Delta E_{\lambda_{i} \rightarrow \lambda_{i+1}}^{\text{esp}} = E_{\text{qmm/mm}}(r_{\lambda_{i+1}}, Q_{\lambda_{i+1}}, r_{\text{MM}}) - E_{\text{qmm/mm}}(r_{\lambda_i}, Q_{\lambda_i}, r_{\text{MM}}) .
\]

Therefore, FEP calculations were performed between RS and TS and between TS and PS for both SPO and OXL mechanisms. A total of 20 \( \lambda \) values with the width of 0.05 were used for smooth transformation between the 2 corresponding states. The samplings were done though MD simulations using NVT ensemble at 298 K. The ESP charges for the QM subsystem can be obtained using NWChem\[31\] and all FEP calculations were carried out using AMBER.\[28,29\]

5.4.6 Open shell singlet energy and Natural Bond Orbital (NBO) Analysis

The oxidative mechanisms of oxygen binding PMOs may involve spin-crossing events. Therefore, open-shell singlet or triplet states were considered to obtain the lowest energy spin state along the reaction process. In this work, the triplet spin states were used in the QM/MM optimizations and NEB calculations. The open-shell singlet state energies were evaluated based on the triplet optimized structures. Yamaguchi broken-spin-symmetry (BS) formula\[34,35\] was used to compute the energy of the spin-purified low spin state (LS):\[36\]

\[
E^{\text{LS}} = \frac{E^{\text{BS}}\left(\langle S^2 \rangle^{\text{HS}} - \langle S^2 \rangle^{\text{LS}}\right) - E^{\text{HS}}\left(\langle S^2 \rangle^{\text{HS}} - \langle S^2 \rangle^{\text{LS}}\right)}{\langle S^2 \rangle^{\text{HS}} - \langle S^2 \rangle^{\text{LS}}}.
\]

\( \langle S^2 \rangle^{\text{HS}} \) and \( \langle S^2 \rangle^{\text{BS}} \) are expectation values of the total spin operators of the triplet and open-shell singlet, respectively. \( \langle S^2 \rangle^{\text{LS}} \) is 0 and assumed for the closed-shell singlet.

In addition, spin densities and charge distribution of copper-oxygen bound complexes for each spin state were analyzed using Natural bond orbital (NBO) analysis.\[37\]
5.5 Results and Discussion

5.5.1 Analysis of X-ray Structure

In the PMO active site, Cu is bound tightly with 4 donating atoms from amino acid residues plus one exogeneous Cl⁻ ligand. Tyr164 coordinates with Cu and occupies the axial position with the distance of 2.47 Å. Methylated His1 and His78 provides 3 coordinating sites to Cu in the equatorial positions with the distance of ~2.0 Å, with Cu-Nδ(His1) distance a little shorter at 1.88 Å. Cl⁻ ligand occupies the last equatorial coordinating site with the distance of 2.34 Å. Since another axial position is occluded by part of the bound substrate, this results in a total of 5 ligands binding to Cu. The optimized structure obtained from QM/MM multiregion optimization is shown in Fig. 5.4. Overall, the organization of the active site is in very good agreement with the reference X-ray structure (see Table 5.1). The RMSD of heavy atoms of the defined active region including exogenous Cl⁻ ion is 0.131 Å. Hence, this validates the selected optimization algorithm as well as the level of theory employed with the enzyme-substrate model. The oxidation state of Cu is 2 as implicated by the natural charge of 1.32 from NBO analysis (see Table 5.2), consistent with characterized X-ray data of 5ACF.
Table 5.1: Geometrical parameters (in angstrom) of substrate bound PMO in different states from computations and experimental measurements\(^{[a],[b]}\)

<table>
<thead>
<tr>
<th>distance</th>
<th>5ACF (expt)</th>
<th>Opt</th>
<th>Cu-superoxo (SPO)</th>
<th>Cu-oxyl (OXL)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>RS(_{SPO})</td>
<td>TS(_{SPO})</td>
</tr>
<tr>
<td>Cu-O(Tyr164)</td>
<td>2.47</td>
<td>2.46</td>
<td>2.56</td>
<td>2.68</td>
</tr>
<tr>
<td>Cu-Ne(His78)</td>
<td>2.06</td>
<td>2.03</td>
<td>2.03</td>
<td>2.04</td>
</tr>
<tr>
<td>Cu-N(_{\delta})(His1)</td>
<td>1.88</td>
<td>1.99</td>
<td>2.01</td>
<td>2.00</td>
</tr>
<tr>
<td>Cu-N(His1)</td>
<td>2.16</td>
<td>2.05</td>
<td>2.03</td>
<td>2.06</td>
</tr>
<tr>
<td>Cu-XA</td>
<td>2.34</td>
<td>2.39</td>
<td>1.97</td>
<td>1.97</td>
</tr>
<tr>
<td>XB-C1</td>
<td>3.91</td>
<td>4.03</td>
<td>3.34</td>
<td>2.94</td>
</tr>
<tr>
<td>XB-C4</td>
<td>3.74</td>
<td>3.68</td>
<td>3.26</td>
<td>2.56</td>
</tr>
<tr>
<td>O1-O2(SPO)</td>
<td>-</td>
<td>-</td>
<td>1.32</td>
<td>1.42</td>
</tr>
<tr>
<td>RMSD</td>
<td>-</td>
<td>0.131</td>
<td>0.298</td>
<td>0.286</td>
</tr>
</tbody>
</table>

[a] expt = experiment; Opt = oxygen unbound optimized structure; XA = Cl, O1\(_{SPO}\), or O1\(_{OXL}\); XB = Cl, O2\(_{SPO}\), O1\(_{OXL}\).

[b] RMSDs were calculated based on the alignment of common heavy QM atoms of the corresponding structures onto those of the reference X-ray structure.

Figure 5.4: Optimized structure aligned on reference X-ray structure (yellow) with hydrogen atoms omitted. X-ray parameters are in parentheses
5.5.2 Enzyme Activation and O$_2$ Binding to the PMO Active Site

Upon O$_2$ binding, the Cu(II)-O-O· enzyme-substrate complex is formed. The oxidation state of Cu is 2 as implicated from the natural charge of 1.34 from NBO analysis. This is consistent with the suggestion that PMOs are activated by the oxidation of PMO-Cu(I) via an internal electron transfer to O$_2$. The spin densities of 0.62(Cu), 0.58(O1), and 0.57(O2) from NBO analysis (Table 5.2) indicates biradical character of the Cu(II)-O-O· species. The optimized structure of $RSS_{pO}$ is shown in Fig. 5.5. The RMSD of 0.298 Å indicates partial rearrangement of the active site when O$_2$ is in place of Cl$^-$ as an exogeneous ligand in the equatorial position. A notable change is the shorter Cu-O distance of 1.97 Å compared to the Cu-Cl distance of 2.34 Å. O$_2$ coordinates with Cu with an end-on configuration. There are little changes in distances between Cu and coordinating amino acids. The O1-O2 bond distance is 1.32 Å, resembling the O-O distance of superoxide species (1.33 Å). The O2-C1 and O2-C4 bond distances are 3.34 and 3.26 Å, respectively. These distances are in close proximity for HAT. Two water molecules entering the active site were observed during the equilibration step and included in the QM subsystem. These water molecules stabilize O$_2^-$ through hydrogen bonds. The triplet (T) is the ground state of $RSS_{pO}$, which is ~3.4 kcal/mol more stable than the open-shell singlet (S) (Table 5.3). This S-T gap is consistent with similar end-on Cu-O$_2$ end-on complexes.$^{[38]}$
### Table 5.2: Natural charges and spin densities from NBO analysis\[^{[a]-[c]}\]

<table>
<thead>
<tr>
<th>Structure</th>
<th>Natural Charge</th>
<th>Spin density</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cu X O2 C4</td>
<td>Cu X O2 C4</td>
</tr>
<tr>
<td>RS(_{X\text{-ray}})</td>
<td>1.32 -0.76 -0.05</td>
<td>0.65 0.09 -0.00</td>
</tr>
<tr>
<td>RS(_{SPO})</td>
<td>1.34 -0.36 -0.33 0.05</td>
<td>0.62 (0.63) 0.58 (-0.33) 0.57 (-0.51) 0.01 (-0.01)</td>
</tr>
<tr>
<td>TS(_{SPO})</td>
<td>1.36 -0.57 -0.46 0.19</td>
<td>0.64 (0.64) 0.24 (0.01) 0.28 (-0.25) 0.53 (-0.34)</td>
</tr>
<tr>
<td>PS(_{SPO})</td>
<td>1.37 -0.63 -0.54 0.34</td>
<td>0.65 (0.65) 0.14 (0.11) 0.01 (-0.01) 0.84 (-0.84)</td>
</tr>
<tr>
<td>RS(_{OXL})</td>
<td>1.36 -0.70 -0.05</td>
<td>0.65 (0.64) 1.11 (-0.85) -0.00 (0.00)</td>
</tr>
<tr>
<td>TS(_{OXL})</td>
<td>1.35 -0.90 -0.15</td>
<td>0.65 (-0.63) 0.71 (0.40) -0.40 (0.40)</td>
</tr>
<tr>
<td>PS(_{OXL})</td>
<td>1.36 -1.12 -0.35</td>
<td>0.66 (0.66) 0.15 (0.13) -0.85 (-0.85)</td>
</tr>
</tbody>
</table>

\[^{[a]}\] X = Cl\(_{X\text{-ray}}\) or O1\(_{SPO}\)
\[^{[b]}\] spin multiplicity: X-ray = doublet; SPO, OXL = open-shell singlet and triplet
\[^{[c]}\] spin densities of open-shell singlet are in parentheses. Note open-shell singlet and triplet natural charges are almost identical and only single values were reported.

### Table 5.3: QM triplet and open shell singlet energies (Hartree) for each state along HAT with copper-superoxo species\[^{[a]}\]

<table>
<thead>
<tr>
<th>State</th>
<th>Triplet</th>
<th>Singlet (open shell)</th>
<th>(\Delta E_{S \rightarrow T}) (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E (&lt;S^2&gt;) E (&lt;S^2&gt;)</td>
<td>Ecorr</td>
<td></td>
</tr>
<tr>
<td>RS(_{SPO})</td>
<td>-4502.39163 2.0071</td>
<td>-4502.38891 1.0055</td>
<td>-4502.38618 -3.42</td>
</tr>
<tr>
<td>TS(_{SPO})</td>
<td>-4502.33526 2.0096</td>
<td>-4502.33474 1.0056</td>
<td>-4502.33423 -0.64</td>
</tr>
<tr>
<td>PS(_{SPO})</td>
<td>-4502.34852 2.0058</td>
<td>-4502.34849 1.0045</td>
<td>-4502.34846 -0.04</td>
</tr>
</tbody>
</table>

\[^{[a]}\] Ecorr was calculated based on Eq. (5.7)
5.5.3 Hydrogen Abstraction with Copper-superoxo Species

After the Cu(II)-O-O· enzyme-substrate complex is formed through the activation of O₂ binding, the reaction proceeds through HAT step. At the transition state (TSₜₚₒ), O₂ of Cu(II)-O-O· moves closer to H₄ of the substrate at the distance of 1.12 Å. The C₄-H₄ bond is partially broken and the bond length changes from 1.09 at RSₜₚₒ to 1.52 Å at TSₜₚₒ. The O₁-O₂ bond of Cu(II)-O-O· is lengthened to 1.42 Å, indicating that Cu(II)-O-OH is partially formed. The Cu-O(Tyr164) distance is a little longer at 2.68 Å. This results from Cu moving along with O₂ for HAT while maintaining the square planar configuration for 4 equatorial ligands. The distances between Cu and the equatorial ligands are almost identical to those at RSₜₚₒ. TSₜₚₒ was verified through a numerical frequency calculation with one imaginary frequency at 1581i cm⁻¹. At the product state (Pₜₚₒ), the C₄-H₄ bond is completely broken and Cu(II)-O-OH is fully formed, giving a radical substrate. The O₁-O₂ bond becomes 1.47 Å, which is close to the ideal O-O bond length of peroxide species at 1.49 Å. Cu and 4 equatorial ligands move up a little from the substrate, causing Cu close to O(Tyr164) like in the case of RSₜₚₒ with the distance of 2.53 Å. Along the reaction, two water molecules keep coordinating with O₂. While the triplet is the ground state for RSₜₚₒ, the S-T gaps of TSₜₚₒ and of Pₜₚₒ are very small. The optimized structures of TSₜₚₒ and Pₜₚₒ states are illustrated in Fig. 5.6-5.7.
Figure 5.5: $R_{SPO}$ structure (coordinating waters are transparent)

Figure 5.6: $T_{SPO}$ structure (coordinating waters are transparent)
The activation free energy of HAT through the Cu(II)-O-O· intermediate was estimated to be 30.2 kcal/mol. The main contribution of the total activation free energy comes from $\Delta E_{\text{int}}$ between $R_{\text{SPO}}$ and $T_{\text{SPO}}$ while the fluctuations of environment in the MM subsystem have little effect towards the total free energy. Our calculated reaction barrier is comparable to ~34 kcal/mol of the activation energy for HAT calculated by Kim et al.\cite{12} The relative free energy of $R_{\text{SPO}}$ and $P_{\text{SPO}}$ was calculated to be 25.9 kcal/mol, suggesting an endothermic process for HAT through Cu-O-O·. However, The Michaelis-Menten kinetics of cleavage of a soluble substrate by $L.\ similis$ gives $K_m = 43 \ \mu \text{M}$ and $k_{\text{cat}} = 0.11 \ \text{s}^{-1}$ at 310 K,\cite{4} which corresponds to the activation energy of ~15
kcal/mol in the rate determining step. Hence, this implicates that HAT is unlikely activated through Cu(II)-O-O· due to the high estimated reaction barrier.

Table 5.5: QM triplet and open shell singlet energies (Hartree) for each state along HAT with copper-oxyl species.[a]

<table>
<thead>
<tr>
<th>State</th>
<th>triplet (T)</th>
<th>open shell singlet (S)</th>
<th>∆E_S→T (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E</td>
<td>&lt;S^2&gt;</td>
<td>E</td>
</tr>
<tr>
<td>RS_{OXL}</td>
<td>-4350.56914</td>
<td>2.0063</td>
<td>-4350.56482</td>
</tr>
<tr>
<td>TS_{OXL}</td>
<td>-4350.66689</td>
<td>2.0118</td>
<td>-4350.66678</td>
</tr>
<tr>
<td>PS_{OXL}</td>
<td>-4350.69869</td>
<td>2.0055</td>
<td>-4350.69879</td>
</tr>
</tbody>
</table>

[a] values of E_{corr} were calculated based on Eq. (5.7)

5.5.4 Hydrogen Abstraction with Copper-oxyl species

Due to the high activation free energy of HAT through the Cu(II)-O-O· species, it is suggested that more reactive species is required. One hypothesis is the Cu(II)-O-O· intermediate can be further reduced by a small electron donor such as ascorbic acid to form an oxyl Cu(II)-O· species prior to HAT. The presence of this reactive species has been implicated in various bioinorganic mechanism.[39-41] Kim et al.[12] calculated the transformation of Cu(II)-O-O· to Cu(II)-O· with ascorbic acid as an electron and proton donor using B3LYP/6-31G* and reported that Cu(II)-O· is ~3.1 kcal/mol more reactive. However, no barriers are considered since the order of electron and proton transfers is unknown. In this work, we investigated HAT step presuming that the Cu(II)-O· is already formed and any prior steps are not rate determining steps. This corresponds to step (3) in Fig. 5.2. The optimized structure of the Cu(II)-O· enzyme-substrate complex, denoted RS_{OXL}, is shown in Fig. 5.8. The oxidation state of 2 for Cu(II)-O· was implicated by the natural charge of 1.36. In addition the spin density of 1.11 for O1 reflects a highly reactive radical character for Cu(II)-O·. The RMSD of 0.216 Å suggests that there are slight changes in the active site
compared to that of the X-ray structure. The distances between Cu and amino acid ligands in the equatorial positions are almost identical to those in the X-ray structure. The Cu-O distance, however, is 1.89 Å shorter than 2.34 Å of the Cu-Cl distance in the X-ray structure and than 1.97 Å of the Cu-O₂ distance in RS₉PO structure. The Cu-O(Tyr164) distance of RS₀XL is 2.62 Å, a little longer than 2.48 Å of the X-ray structure. The O₁-C₁ and O₁-C₄ distance is in close proximity for HAT at 3.99 and 3.49 Å, respectively. One water molecule entering the active site and coordinating with the oxyl O₁ was observed during MD simulation and also included in the QM subsystem. RS₀XL is a triplet in its ground state, with ~5.4 kcal/mol more stable than the open-shell singlet state. At the transition state (TS₀XL), the O₁-H₄ bond is partly formed with the distance of 1.24 Å and the C₄-H₄ bond is partly broken with the bond distance changing from 1.10 Å to 1.35 Å. Cu and the other equatorial amino acid ligands move along with O₁ to keep the square planar during HAT, elongating the Cu-O(Tyr164) distance from 2.62 Å at RS₀XL to 2.88 Å at TS₀XL. The distances between Cu and the equatorial ligands are almost identical to those at RS₀XL with the average value of ~2.0 Å. TS₀XL was verified through numerical frequency calculation with one imaginary frequency at 1964i cm⁻¹. At the product state (PS₀XL), H₄ is completely transferred to O₁ and a radical substrate is formed. Cu and equatorial ligands move up a little, reducing the C-O(Tyr164) distance from 2.88 Å at TS₀XL to 2.65 Å. Along the reaction, the water molecule stabilizes O₁ through a hydrogen bond. The triplet and open-shell singlet for TS₀XL and PS₀XL are almost isoenergetic (Table 5.3). The optimized structures of TS₀XL and PS₀XL are shown in Fig. 5.9-5.10.
Figure 5.8: RSOX L structure

Figure 5.9: TS OX L structure
Table 5.6: Free energy of HAT with Cu-oxyl species

<table>
<thead>
<tr>
<th>State</th>
<th>$\Delta E_{\text{int}}$</th>
<th>$\Delta F_{\text{qm-harmonic}}$</th>
<th>$\Delta F_{\text{mm}}$</th>
<th>$\Delta F_{\text{total}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS$_{\text{OXL}}$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>TS$_{\text{OXL}}$</td>
<td>17.12</td>
<td>-3.57</td>
<td>-0.18</td>
<td>13.36</td>
</tr>
<tr>
<td>PS$_{\text{OXL}}$</td>
<td>-4.45</td>
<td>-1.21</td>
<td>1.27</td>
<td>-4.40</td>
</tr>
</tbody>
</table>

Figure 5.10: PS$_{\text{OXL}}$ structure
The activation free energy of HAT through the Cu(II)-O· species was estimated to be 13.36 kcal/mol. Similar to the case of superoxo mechanism, the difference in the internal energy between RS_{OXL} and TS_{OXL} contributes greatly to the reaction barrier and fluctuations from the MM environment are little. The reaction HAT through Cu(II)-O· is slightly exothermic with the reaction free energy calculated to be -4.40 kcal/mol. The calculated activation energy for HAT by Kim et al. was reported to be ~24 kcal/mol with B3LYP/6-311++G**//B3LYP/6-31G*.\textsuperscript{[12]} This step is also suggested to be the rate determining step in their overall oxyl mechanism. Our estimated activation free energy is comparable to activation energy of ~15 kcal/mol in the rate determining step for \textit{L. similis} used for models in this work. Thus, this suggests that C-H activation by PMOs requires a strong oxidative species such as the Cu(II)-O· intermediate. However, this is proposed based on the assumption that prior reduction step of Cu(II)-O-O· to Cu(II)-O·, in which the detail of electron
and proton transfers is still unknown, is favorable and not the rate determining step. In addition, Cu(II)-oxyl intermediate has been only detected in the gas phase but has been implicated from theoretical studies to play an important role other enzymatic reaction.

5.6 Conclusions

The hydrogen abstraction of a soluble oligosaccharide via an oxidative mechanism of a polysaccharide monooxygenase from *L. similis* was investigated using the QM/MM methodology. Two reaction mechanisms were examined—superoxo and oxyl mechanism. The high estimate reaction barrier (~30 kcal/mol) and reaction free energy (~26 kcal/mol) given by the superoxo mechanism suggests that the reaction is thermodynamically unfavorable. Therefore, the activation of the C-H bond does not likely occur through the Cu(II)-O-O⁻ intermediate. On the other hand, the hydrogen abstraction via the oxyl mechanism gives the reaction barrier of ~13 kcal/mol, which is comparable to the reaction barrier of ~15 kcal/mol from the experiment. The calculated reaction free energy of ~4.0 kcal/mol also indicates a slight thermodynamically favorable reaction. Thus, a more favorable reaction pathway for the hydrogen abstraction is implicated from the oxyl mechanism. The interpretation from the free energy calculations also suggests that the main contribution of free energy comes from the internal energy part of the QM subsystem while little effects are contributed by the MM subsystem.

The calculations in this work suggest that a more reactive species such as Cu(II)-O⁻ is likely required for the hydrogen abstraction of PMOs, consistent with the results from the theoretical study by Kim *et al.*[12] However, we cannot preclude the possibility that another reactive oxygen binding Cu that can be formed and activate C-H bond using a different mechanism. Recently, the study by Tolman *et al.*[42] indicated that the hydrocarbon C-H bond of up to 90 kcal/mol can be oxidized through a Cu(III)-OH intermediate of a small molecule with histidine brace. It is also possible that PMOs may adopt multiple catalytic pathways. Additionally, there are still many
unanswered questions for these fascinating enzymes such as; whether O₂ binding of PMOs happens prior to or after or synergistically with the substrate binding or whether this is an important factor for reactivity; what is the external electron source and the electron transfer mechanism to create a more reactive Cu-oxygen intermediate such as Cu-O; what is the selectivity factors for C1-H or C4-H abstraction; or whether the N-methylation of His1 impacts the catalytic activity of PMOs. All these problems require a synergistic contribution of experimental and computational studies for more insightful information to unravel the mystery behind these enzymes. This study provides a primary insight about the catalytic activity of PMOs on soluble polysaccharides which can be used as a baseline for a further analysis of cellulose decomposition.

Also presented in this work is the application through the newly developed QM/MM NWChem-AMBER interface to gain more insights into a chemical process of PMOs. The entire systems used in this work were treated with explicit models. The QM/MM multiregion optimization was validated through a good agreement between the optimized and reference X-ray structures. The combination of the QM/MM NEB and multi-level free energy perturbation provide an efficient tool to determine the optimized reaction paths and estimate the free energies of enzymatic reactions.
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