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ABSTRACT OF THE DISSERTATION

Quantitative Nondestructive Testing using Infrared Thermography

by

Arun Manohar

Doctor of Philosophy in Structural Engineering

University of California, San Diego, 2012

Professor Francesco Lanza di Scalea, Chair

Nondestructive Testing (NDT) is an important tool to increase the service life of critical structures. Infrared Thermography is an attractive NDT modality because it is a non-contact technique, and it has full-field defect imaging capability. Typically, two problems are relevant in the domain of NDT of structures. The first problem deals with the detection of defects, while the second problem is based on estimating the defect parameters like size and depth. This dissertation aims at enhancing the capability of Infrared Thermography NDT vis-a-vis defect detection and defect quantification in metal and composite structures.

In this dissertation, detection of defects was performed using two active thermography techniques – Pulsed Thermography and Lock-In Thermography. A
two-stage signal reconstruction approach based on Pulsed Thermography was developed to analyze raw thermal data. In the first stage, the data was low-pass filtered using Wavelets. In the second stage, a Multivariate Outlier Analysis was performed on filtered data using a set of signal features. The proposed approach significantly enhances the defective area contrast against the background. In the second part of the study, a Lock-In Thermography technique was developed to detect defects present in a 9m CX-100 wind turbine blade. A set of image processing algorithms and Multivariate Outlier Analysis were used in conjunction with the classical Lock-In thermography technique to counter the “blind frequency” effects and to improve the defect contrast. Receiver Operating Characteristic curves were used to quantify the gains obtained.

Following detection of defects, the determination of defect depth and size was addressed. The problem of defect depth estimation has been previously studied using 1D heat conduction models. Unfortunately, 1D heat conduction based models are generally inadequate in predicting heat flow around defects, especially in composite structures. A novel approach based on virtual heat sources was proposed in this dissertation to model heat flow around defects accounting for 2D axisymmetric heat conduction. The proposed approach was used to quantitatively determine the defect depth and size in isotropic materials. Further, the approach was extended to model 3D heat conduction in quasi-isotropic composite structures. The approach used the excess temperature profile that was obtained over a defective area with respect to a sound area to estimate the defect dimensions and depth. Using coordinate transformations, the anisotropic heat conduction problem was reduced to the isotropic domain, followed by separation of variables to solve the resulting partial differential equation. Relevant experiments were performed to validate the proposed theory.
Chapter 1

Introduction
1.1 Nondestructive Testing

Nondestructive Testing (NDT) encompasses a wide variety of analysis techniques used to evaluate the properties and integrity of a test specimen without causing any damage [1, 2]. Since NDT does not affect the properties of the specimen being inspected, it is a highly valuable technique that can save resources and extend the useful life of the test specimen. NDT has a wide variety of applications in the fields of aviation, railways, transportation, manufacturing, automotive, powerplants, civil structures, art and medicine, to name a few. Commonly NDT of structures is performed using, but it is not limited to, ultrasound [3], Radiographic testing [4], Magnetic-Particle inspection [5], Liquid Penetrant testing [6], eddy-current testing [7], Shearography [8], Acoustic Emission testing [9] and Infrared Thermography [10].

1.2 Infrared Thermography in NDT

Infrared Thermography [10–30] deals with detection of subsurface damage by monitoring the temperature differences that are observed on the surface of the test specimen with an Infrared camera. Infrared Thermography is an attractive technique because it is a non-contact technique and it is capable of rapid, wide-area inspection. Infrared Thermography is based on the measurement of radiated electromagnetic energy. The energy emitted by a surface at a given temperature is called the “spectral radiance” and is defined by the Planck’s law. An Infrared camera is a spectral radiometer measuring this energy and with appropriate calibration based on the Planck’s law, allows to retrieve the temperature distribution on the surface of interest [10]. The emissivity of a material is the relative ability of its surface to emit energy by radiation, and it is denoted by $e$. Values of $e$ lie between 0 to 1. An emissivity value of 0, corresponds to a perfect reflector, while an emissivity of 1, corresponds to a perfect emitter, also called a “blackbody”. Emissivity depends on surface orientation, temperature, and wavelength, although, for practical reasons, it is usually considered a constant. A surface having a low emissivity acts like a mirror and makes Infrared Thermography measurements difficult.
since spurious radiations emitted by neighboring bodies affect the readings through reflections. In order to avoid that, a thin layer of a high emissivity black colored paint is applied over the surface to be inspected.

Two modes of Infrared Thermography are commonly used in NDT of structures – passive mode and active mode [17,31–33]. In the passive mode, the defective areas are naturally at a different temperature than the surroundings. Common applications of the passive Infrared Thermography mode in NDT are for the evaluation of buildings, bridges and components. In these applications, abnormal temperature profiles indicate a potential problem relevant to detect. In passive thermography, the temperature difference with respect to the surrounding, often referred to as the \( \Delta T \), is a critical parameter. A \( \Delta T \) of about 4\(^\circ\)C value is a strong evidence of abnormal behavior and it indicates the presence of an underlying defect [10]. In these applications, passive thermography provides qualitative, but not a quantitative estimate of the damage present.

In the case of active mode [6,17], an external loading is necessary to induce noticeable thermal contrasts between the defective and sound areas since the test specimen is at uniform temperature prior to the loading. Various modes of thermal loading are possible, and have been studied in literature. The active mode can further be sub-classified based on the source of external loading into Pulsed Thermography, Lock-In Thermography and Vibrothermography [34–39]. The active mode has numerous applications in NDT. Moreover, since the characteristics of the external loading is known along with the material geometry and properties, quantitative measurement and characterization is possible. This aspect of active mode will be subject of this dissertation and it will be discussed in detail in the following chapters.

1.2.1 Pulsed Thermography

In Pulsed Thermography [7,15,18,20,21,27,40–50], the specimen to be inspected is rapidly heated by a “pulse” of thermal energy, which instantaneously heats the front surface of the object. The rate of cooling of the front surface is recorded using an Infrared camera. A typical schematic of the Pulsed Thermogra-
Pulsed thermography setup is shown in Figure 1.1. The temperature of the surface changes rapidly after the initial thermal pulse because the thermal front propagates to the interior of the test specimen, by diffusion. The radiation and convection losses though present, are assumed to be minimal. The presence of a defect offers resistance to the thermal front, hence reducing the diffusion rate. Consider two points, 1 and 2, on the surface of the test specimen containing a defect as shown in Figure 1.2. The rate of cooling at point 2 is much slower than point 1, due to the resistance offered by the defect present directly underneath point 2. Due to this, the areas present over the defect cool at a slower rate. The defects appear on the surface as areas of hotter temperatures with respect to surrounding areas without defects as shown in Figure 1.3. Since the thermal front needs more time to reach the deeper sections, deeper defects will be observed at a later time instant as a hot-spot with reduced contrast.

![Figure 1.1: A typical Pulsed Thermography setup](image)
Figure 1.2: Resistance offered by the presence of defect to the pulsed heating

Figure 1.3: The hot-spots indicate the presence of a underlying defect
1.2.2 Lock-In Thermography

Lock-In Thermography [26, 28, 35, 41, 51–55] is based on the application of a periodic thermal energy input to the surface of the object. This technique is particularly effective to detect defects in thick composite structures. When the resulting heat wave encounters a defect, some of it is reflected, causing a phase shift with respect to the input heat wave. The Lock-In Thermography setup is similar to the one used in Pulsed Thermography, except that halogen lamps that are capable of continuous heating are used instead of strobes. In Lock-In Thermography, phase and magnitude images become available through simple FFT operations at every spatial point. One of the main advantages in using Lock-In Thermography is that, the phase image is insensitive to non-uniform heating and local emissivity variations. Typically, slow sinusoidal heating is used, the frequency of which is decided based on the maximum depth that needs to be inspected. The thermal diffusion length, $z$, is related to the thermal conductivity of the material, $k$, density, $\rho$, Lock-In frequency, $f$, and specific heat conductivity, $c$, by,

$$z = \sqrt{\frac{k}{\pi f \rho c}}$$  \hspace{1cm} (1.1)

Based on Equation 1.1, it is clear that higher Lock-In frequencies will restrict the analysis in a near-surface region, while lower frequencies will allow to probe deeper under the surface.

1.3 Post-Processing in Infrared Thermography

It is very difficult to isolate the defective areas from the raw thermal image sequence as the data is corrupted with noise. Post-processing in Infrared Thermography plays a very important part. Various kinds of signal processing methods are used to eliminate this noise and to enhance the defect signature. Most of the existing methods require user input or intervention, and automation is not usually possible. A brief summary of some of the popular methods is presented.

Almost all the existing post processing methods for Thermographic NDE are based on the basic 1D heat conduction model is given in Equation (1.2). The
model holds well for thin plates and short time.

\[
\frac{\partial^2 T}{\partial^2 z} - \frac{1}{\alpha} \frac{\partial T}{\partial t} = 0
\]  \hspace{1cm} (1.2)

where \( T \) is the temperature, \( z \) is the one dimensional through thickness spatial coordinate, \( t \) is the time and \( \alpha \) is the thermal diffusivity of the test material.

Absolute Thermal Contrast was one of the earliest post processing methods used to enhance the thermal signature of the defective areas [31,45]. A typical cooling curve that is expected across sample Sound and Defective area is represented in Figure 1.4. The rate at which the temperature falls across the Defective area is slower compared to Sound area. This is due to the resistance offered to the flow of heat by the defect. The thermal contrast is mathematically represented using the simple definition, \( \Delta T(t) = T_{\text{defective}}(t) - T_{\text{sound}}(t) \) and a typical trend is shown in Figure 1.5. While the implementation is simple, the method suffers from a couple of disadvantages. The definition of the sound area (area without any defects) requires operator input and the choice affects considerably the results. Secondly, since the method involves differences, the presence of noise in the raw data plays a significant effect on the results.

![Figure 1.4: Expected cooling profiles at sample Sound and Defective areas](image-url)
Figure 1.5: Absolute Temperature Contrast based on cooling profiles at sample Sound and Defective area

The Differential Absolute Contrast (DAC) is an alternate method that does not require the specification of Sound Area [27]. Instead of looking for an area without any defects, the time instant when the defect first starts showing up at a pixel is treated as the reference time. At each pixel, this reference time is calculated. This requires an iterative approach. The thermal contrast at each pixel is represented as a function of the time instant $t$ as,

$$
\delta T = T_{def}(t) - \sqrt{\frac{t'}{t}} T(t')
$$

(1.3)

where $t'$ is a time instant when there is no indication of the defect yet.

Sun [48] proposed the least-squares fitting method to fit the raw thermal data as shown in Equation (1.4).

$$
T(t) \approx A \left[ 1 + 2 \sum_{n=1}^{\infty} \exp \left( -\frac{n^2 \pi^2 \alpha t}{L^2} \right) \right] - st
$$

(1.4)

The slope $s$ is determined by linear fitting of the experimental data in the time period $\frac{L^2}{2\alpha} < t < \frac{3L^2}{2\alpha}$. Equation (1.4) is valid for the time instants $0 < t < \frac{3L^2}{2\alpha}$. For a
case of defect free sample, $s$ is zero. The approach is robust to non-uniform heating and also more accurate compared to conventional methods as it partly accounts for the three dimensional conduction effects by incorporating the constant slope decay term. Since the method involves curve fitting, the undesirable effects on high frequency temporal noise is minimal. The main disadvantage of the least-squares fitting approach is the need for operator intervention in calculating the slope $s$ at every spatial point in the field.

In Pulsed Phase Thermography [15,18,19,50], the time domain data is converted to the frequency domain using the Fast Fourier transform (FFT) algorithm. The frequency domain data includes both the amplitude and phase information. The phase information is less affected by non-uniform heating, surface geometry and irregularities than the raw thermal data. Different techniques have been proposed to compute the depth of the defect $L$ using the phase component of the raw thermal data. One such definition is shown in Equation (1.5). [19]

$$L = C \sqrt{\frac{\alpha}{\pi f_b}}$$

Where, $f_b$ is defined as the “blind frequency” (the frequency in [Hz] at which a defect located at a particular depth shows enough phase contrast to be detected), and $C$ is an experimental constant that usually lies between 1.5 to 2. While this method is pretty robust in handling non-uniform heating and surface irregularities, operator intervention is required in specifying the blind frequency, $f_b$. Moreover, the constant $C$ varies among different materials, and the presence of high frequency noise in the raw data significantly affects the results.

To address some of the shortcomings of the discussed methods, the Thermosonic Reconstruction method (TSR) was developed by Shepard et al [32]. In this method, the time history at every spatial point is compared to a 1D heat conduction model in the logarithmic domain where deviations from ideal behavior are readily noticeable. This approach also serves as a low-pass filter, which effectively removes the temporal noise in the time sequence. If $Q$ is the input energy and $e$ is the thermal effusivity of the material, the solution to Equation (1.2) at the object surface ($z=0$) is

$$T = \frac{Q}{e \sqrt{\pi t}}$$

[29,32,44,46,47]. By taking the logarithm on
both sides, this can be written as,

$$\ln(T) = \ln \left( \frac{Q}{e} \right) - \frac{1}{2} \ln(\pi t)$$  \hspace{1cm} (1.6)

From Equation (1.6), it is evident that the temporal temperature variation at a point is separated from the material properties and the input energy. A significant advantage is that no reference point is required in this method. The logarithmic series is now fit using a simple low order polynomial function so as to eliminate the high frequency temporal noise while preserving the underlying thermal response.

$$\ln([T(t)]) = a_0 + a_1[\ln(t)]^1 + ... + a_5[\ln(t)]^5$$  \hspace{1cm} (1.7)

Based on Equation (1.7), it is clear that the entire time series at a spatial location can be represented using the coefficients \(a_1, a_2 \ldots a_5\). Significant data compression is achieved in the process. Once the reconstruction is performed, the original time series can be obtained by performing a simple mathematical operation,

$$T(t) = \exp \left[ a_0 + a_1[\ln(t)]^1 + ... + a_5[\ln(t)]^5 \right]$$  \hspace{1cm} (1.8)

From Equation (1.8), the rate of cooling can be obtained using the first derivative. This enables early detection of the defective areas as 3D conduction effects cause blurring at later time instants. One of the main drawbacks of the method is the aggressive low-pass filtering of the data, which may miss subtle defects. Performance of the algorithm can also significantly vary as the order of polynomial is changed. Figure 1.6 presents the TSR results obtained over three skin-skin delaminations of sizes 2", 1" and 0.5", present in a composite wind turbine blade at a depth of 0.7mm from the surface. A polynomial of order 5 was used.

Principal Component Thermography (PCT) [22, 56–60] is another widely used technique to process raw thermal data. The technique is based on a Singular Value Decomposition (SVD) of the measured thermal data. When the data is subjected to SVD, numerous orthogonal functions are possible. Typically, the first two orthogonal functions capture most of the significant spatial variations from the data. The first mode corresponds to an exponential decay, very similar
to overall heat decay profile measured at the front surface. The second mode, however, corresponds to the contrast signal produced by defects. This leads to a very compact representation of the entire raw data. Figure 1.7 presents the PCT results obtained over three skin-skin delaminations of sizes 2”, 1” and 0.5”, present in a composite wind turbine blade at a depth of 0.7mm from the surface.

![Figure 1.6: TSR applied over an area containing three skin-skin delaminations of sizes 2", 1" and 0.5" present at depth of 0.7mm from the surface in a composite wind turbine blade after a time of 2s has elapsed](image1)

![Figure 1.7: PCT applied over an area containing three skin-skin delaminations of sizes 2”, 1” and 0.5” present at depth of 0.7mm from the surface in a composite wind turbine blade](image2)
1.4 Equipment Used in Infrared Thermography

**Infrared Camera:** A FLIR™ A320G Infrared camera was used for the Pulsed Thermography and Lock-In Thermography experiments performed in this dissertation. The camera is shown mounted in Figure 1.8. The specifications of the camera are shown in Table 1.1.

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detector Type</td>
<td>Focal Plane Array (FPA), uncooled microbolometer</td>
</tr>
<tr>
<td>Spectral Range</td>
<td>7.5-13 µm</td>
</tr>
<tr>
<td>Resolution</td>
<td>240x320 pixels</td>
</tr>
<tr>
<td>Detector Pitch</td>
<td>25 µm</td>
</tr>
<tr>
<td>Detector Time Constant</td>
<td>12ms</td>
</tr>
<tr>
<td>Lens Material</td>
<td>Germanium</td>
</tr>
<tr>
<td>Field of View</td>
<td>25° × 19°</td>
</tr>
<tr>
<td>Close Focus Limit</td>
<td>0.4m</td>
</tr>
<tr>
<td>Focal Length</td>
<td>18mm</td>
</tr>
<tr>
<td>Spatial Resolution</td>
<td>1.36mrad</td>
</tr>
<tr>
<td>F-number</td>
<td>1.3</td>
</tr>
<tr>
<td>Thermal Sensitivity</td>
<td>50mK</td>
</tr>
<tr>
<td>Maximum Image Frequency</td>
<td>60Hz</td>
</tr>
<tr>
<td>Focus</td>
<td>Automatic or Manual</td>
</tr>
<tr>
<td>Communication Type</td>
<td>Gigabit Ethernet</td>
</tr>
<tr>
<td>Supply Voltage</td>
<td>12/24V DC</td>
</tr>
<tr>
<td>Operating Temperature</td>
<td>−15°C – 50°C</td>
</tr>
<tr>
<td>Weight</td>
<td>0.7kg</td>
</tr>
<tr>
<td>Dimensions</td>
<td>170mmx70mmx70mm</td>
</tr>
<tr>
<td>Housing Material</td>
<td>Aluminum</td>
</tr>
<tr>
<td>Base Mounting</td>
<td>2xM4 thread mounting</td>
</tr>
</tbody>
</table>
Lighting Power: A Speedotron\textsuperscript{TM} 4803cx powerpack was used in the Pulsed Thermography experiments to power the Speedotron\textsuperscript{TM} 206VF strobes. The powerpack is capable of emitting a maximum power of 4800Ws at a recycle rate of 4s. The weight of the powerpack is 37 pounds and the dimensions are 9”x14”x14” and is shown in Figure 1.9.
**Strobes:** A pair of Speedotron™ 206VF strobes as shown in Figure 1.10 were used in the Pulsed Thermography experiments to apply thermal loading on the test specimen’s surface. The 206VF light unit couples with the full power outlets on the 4803cx power supply, and emits 4800Ws of power. The 206VF features a plug-in vented flash tube, noiseless fan cooling, switched 250W quartz model lamp to test the coverage area, tube cover and a 11.5” reflector. It also has a focusing reflector mount which can be used to control the coverage angle of the flash from narrow to wide. The strobe body is a uni-body construction utilizing a tough, high glass-fill nylon, and has a detachable stand mount.

![Figure 1.10: Speedotron™ 206VF strobes](image)

**Halogen Lamps:** A pair of Husky™ halogen lamps was used in the Lock-In Thermography experiments to apply the continuous thermal loading. Each of the lamps were rated at a maximum power of 700W, making the total power output at 1400W. Each lamp contained two halogen bulbs that were rated at 500W and 200W. The halogen lamp setup is shown in Figure 1.11 and are supported on a pair of air-cushioned Manfrotto™ 1052BAC light stands to isolate vibrations. The stands have three sections with a maximum height of 7.75’. They weigh 2.65 pounds and support a maximum weight of 11 pounds.
Function Generator: An Agilent™ 33250A function generator was used in the Lock-In Thermography experiments. The function generator is shown in Figure 1.12 (Image courtesy – www.agilent.com) and was used to generate sinusoidal signals at frequencies ranging from 30mHz-70mHz. The corresponding time periods of the signals were in the range of 14.28s–33.33s. The sinusoids ranged from 0–10V DC and they had a mean voltage level of 5V DC.
**Lighting Dimmer Pack:** A Leviton™ DDS6000 dimming system was used to amplify the output of the function generator. The dimming pack weighs 14 pounds and measures at 10”x4”x11”, it is shown in Figure 1.13. The dimmer pack is capable of outputting through four channels at 1200W per channel. The maximum total possible output of the system is 2400W. The dimmer contained a $400\mu s$ toroidal filtering circuit and a “soft start” option to prolong lamp life. The dimmer pack has the following input options, 128 channel Micro-Plex (3-pin XLR male and female), 0–10V analog input (5-pin DIN) and a DMX512 digital control (5-pin XLR male and female). For the Lock-In experiments, the 0–10V analog input was used since it was easy to interface with the output of the function generator.

![Figure 1.13: Leviton™ DDS6000 dimming system](image)

**Support System:** A Manfrotto™ 055XPROB tripod system was used with a 498RC2 ball-head to support the infrared camera. The setup is shown in Figure 1.14. The support system consists of three legs and is made primarily of Aluminum. It offers solid support to the infrared camera by isolating vibrations. The tripod has a center column that can be quickly and easily swung from vertical to horizontal without any disassembly, permitting use in tight areas. The horizontal column
feature also allows the tripod to reach extremely low positions. The tripod has ergonomic flip-locks, with only 45° of movement. The flip-locks allow for extension of the individual legs. Four leg-angle settings are possible, the minimum leg angle is 25°. The other possible leg angles are 46°, 66° and 88°. The tripod has a bubble level that is included to help level the system. The maximum height of the tripod is 70.3” and the weight of the tripod legs is 5.4 pounds.

The Manfrotto 498RC2 ball-head with quick release plate is constructed of die-cast aluminum. It is rated strong enough to securely support a weight of 18 pounds. It has a repositionable locking lever for 360° panoramic rotation and offers 90° tilt movements, plus a friction control for precise positioning. Infrared camera was attached to the ball head through the mounting plate with 1/4” male threads. The head to tripod attachment has 3/8” female threads. Additionally, the Quick Release has a safety system to prevent an accidental detaching from the head. The height of the ball-head is 4.92” and the weight is 1.34 pounds.

Figure 1.14: The Manfrotto™ tripod system
Computation System and Software: A Lenovo™ T61P laptop was used for the data acquisition and processing. The laptop interfaced with the infrared camera via a CAT6 ethernet cable that attaches to the gigabit ethernet port on the laptop. The laptop had an Intel™ Core i7 Q720 CPU with 4GB of DDR2 RAM along with a 256MB nvidia Quadro FX 570M graphics card. The computer had the FLIR™ ExaminIR software installed. ExaminIR is a thermal measurement, recording, and analysis software for FLIR™ cameras. The ExaminIR software connects directly to the cameras via gigabit ethernet to acquire thermal snapshots or movie files. ExaminIR supports multiple acquisition options, including high-speed burst mode recording to RAM or slower speed data logging to a hard drive. The user can customize recording options. ExaminIR can perform real-time image analysis, with an extensive set of ROI measurement tools including spots, lines, and areas. ExaminIR supports Preset Sequencing and superframing for analysis of scenes with large temperature differences or targets with rapid thermal dynamics. ExaminIR also provides an array of charting and plotting capabilities including line profiles, histograms, and temporal plots. The image and plot data from ExaminIR can be exported graphically as a bitmap or as a .CSV file for reporting and analysis in other software programs like MATLAB™ and Mathematica™, where further analysis can be performed.

1.5 Summary of Original Contributions

The thesis aims at enhancing the performance of Infrared Thermography NDT through improving contrast for defect detection and improving defect size and depth estimation.

Two types of defect detection methods based on Pulsed Thermography and Lock-In Thermography are presented in this thesis. The first method is based on Pulsed Thermography. A novel two stage signal processing method to detect delaminations and skin-core disbonds in composite plates was presented. The method addressed some of the shortcomings of the classical Infrared Thermography methods. No reference area specification and no user intervention is required.
Since each pixel is treated independently, the effects of non-uniform heating are minimized. In addition, an approach combining Lock-In Thermography, image processing and statistical analysis to detect defects in a wind turbine blade was presented. The approach countered “blind frequency” effects since Lock-In tests were performed at multiple frequencies and the defect detection performance was improved as the Multivariate Outlier Analysis combined in a statistically robust manner the detection performance of the individual Lock-In detectors.

The concept of Virtual Heat Sources in Infrared Thermography was introduced in Infrared Thermography and an analytical model was developed to simulate its effect. Since 1D heat conduction based methods, that are commonly used in literature, were inadequate in modeling the heat flow around defects, a novel 3D heat conduction based defect quantification method to accurately predict the defect depth and size was developed. In particular, a method to model 2D axisymmetric heat diffusion around circular defects in isotropic materials like stainless steel was presented. Further, the model was extended to account for 3D heat conduction around rectangular defects in quasi-isotropic composite materials.

1.6 Outline of the Dissertation

The reminder of the thesis is organized as follows. In chapter 2, the use of Pulsed Thermography to identify defects using a novel two-stage signal reconstruction approach is proposed. The first stage involves low-pass filtering using Wavelets. In the second stage, a Multivariate Outlier Analysis is performed on filtered data using a set of signal features. The results are presented for the case of a composite plate with simulated delaminations, and a composite sandwich plate with skin-core disbonds.

In chapter 3, a NDT technique based on Lock-In thermography is proposed to detect defects present in a composite wind turbine blade. A set of image processing algorithms and Multivariate Outlier Analysis were used in conjunction with the classical Lock-In thermography technique to counter the “blind frequency” effects and to improve the defect contrast. Receiver Operating Characteristic curves
were used to quantify the gains obtained by using Multivariate Outlier Analysis. Experimental results were presented on a set of sixteen defects of various sizes that were incorporated during the construction of the wind turbine blade.

In chapter 4, the problem of determining defect depth and size using Pulsed Thermography is presented. Since, 1D heat conduction based models are generally inadequate in predicting heat flow around defects, a novel approach based on virtual heat sources was proposed to model heat flow around defects accounting for 2D axisymmetric heat conduction. The proposed approach was used to quantitatively determine the defect depth and size. The validity of the model was established using experiments performed on a stainless steel plate specimen with flat bottom holes at different depths.

In chapter 5, the problem of defect depth and size estimation using Pulsed Thermography is extended to quasi-isotropic composite structures. The proposed approach uses the excess temperature profile that is obtained over a defective area with respect to a sound area to estimate the defect dimensions and depth. The modeling process involved coordinate transformations and partial differential equation techniques. The validity of the model and approach is established using experiments performed on a composite panel containing rectangular flat-bottom holes of different sizes, present at different depths.

Finally, in chapter 6, the conclusions and suggestions for future work are presented.
Chapter 2

Defect Detection using Pulsed Thermography
2.1 Abstract

Composites are becoming an integral part of high performance structures. Low weight, high strength and corrosion resistance are some of the main reasons they are favored compared to metals. One of the main beneficiaries of the composite technology is the aerospace industry. Many structural components like fuselage and wings are being made out of composites. Nondestructive detection of defects in composites is important in order to avoid catastrophic events \[35, 36, 46, 61–66\]. In this chapter, a novel two-stage signal reconstruction approach is proposed to filter and reconstruct raw thermal image sequences to detect defects. The first stage involves low-pass filtering using Wavelets. In the second stage, a Multivariate Outlier Analysis is performed on filtered data using a set of signal features. The proposed approach significantly enhances the defective area contrast against the background. The two-stage approach has some advantages in comparison to the traditionally used methods, including automation in the defect detection process and better defective area isolation through increased contrast. The method does not require a reference area to function. A detailed description of the approach is presented in the subsequent sections. The results will be presented for the case of a composite plate with simulated delaminations, and a composite sandwich plate with skin-core disbonds.

2.2 Experimental Setup and Data Collection

A speedotron\textsuperscript{TM} 4800W power pack was used to trigger two strobes which output 2400W each. In order to have a fairly uniform heating profile on the surface, the two strobes are placed symmetrically as shown in Figure 2.1. The strobes cause approximately, \(10^\circ\text{C}\) rise in temperature at each point in the frontal surface of the test object.

Experiments were performed on a composite plate with simulated delaminations and a sandwich plate with skin-core disbonds. A brief description of the test specimens is presented here.
Defected composite plate: A composite plate measuring 12” × 12” was fabricated at the UCSD composites laboratory. It was made using T300/5208 fiber and epoxy combination. It consists of 8 layers in the orientation [0/−45/+45/0]_s. The thickness of each layer is 0.125mm. At known depths, thin teflon inserts measuring 1” × 1” were inserted to create delaminations. The delaminations were inserted at depths of 0.25mm, 0.50mm and 0.75mm from the top surface. Henceforth, the three delaminations will be referred to as top, middle and bottom delaminations respectively. The top delamination is the rightmost, while the bottom delamination is the leftmost in Figure 2.2.

Defected sandwich plate: A sandwich plate containing a honeycomb core and a Carbon Fiber Reinforced Plastic (CFRP) skin was also fabricated. The CFRP skin was made of the same material combination as the previous plate. Again, three thin teflon inserts were inserted between the skin and the core to simulate the skin-core disbonds. The dimensions of the disbonds are 0.5” × 0.5”, 1” × 1” and 1” × 1”. A schematic of the sandwich plate is shown in Figure 2.3. The cross-section view of the plate is shown in Figure 2.4.

![Experimental setup](image)
Figure 2.2: Schematic of composite plate with delaminations

Figure 2.3: Schematic of sandwich plate with skin-core disbonds
2.3 Signal Processing and Results

In this section, the two-stage signal processing algorithm is described. In the first stage, the raw thermal data is filtered using the Wavelet Transform. The filtered data is then subjected to a Multivariate Outlier Analysis using a set of signal features to boost the defective area contrast in the thermal images.

2.3.1 Wavelet Filtering

The basis functions of the Wavelet Transform [50, 67–69] are small waves, called Wavelets which have varying frequency and limited duration [70]. The Wavelet Transform provides both temporal and frequency information. Wavelets provide tremendous flexibility in data analysis and also form the basis of Multiresolution Theory [67, 69]. As the name implies, Multiresolution Theory [67] is used to represent the raw signal at more than one resolution.

In the raw thermal sequences, the low-frequency content is the most important part for damage detection. In Wavelet analysis, the low and high frequency content is often referred to as Approximations and Details. The Approximations are the high-scale, low-frequency components of the signal. The Details are the
low-scale, high-frequency components. As the decomposition level is increased, the Wavelet Transform zooms into the lower frequencies as shown in Figure 2.5. At each level of decomposition, the number of data points is halved. In this study, the thermal signals are decomposed into five levels using the Coiflets Wavelet.

Figure 2.6 shows the cooling curve recorded at a point of the composite plate with delaminations following the flash input. The composite plate is shown in Figure 2.2. It is clear that the temperature falls rapidly from $40.5^\circ C$ to $33.5^\circ C$ within the first 0.5s. During this stage, a much lower level of decomposition is sufficient to filter the signal as the noise levels are not significant compared to the magnitude of the raw signal. A level 3 of decomposition is used. After 0.5s, the noise content is significant and hence a more aggressive filter is required to produce clean signal. A level 5 of Wavelet decomposition is used in this time window. When automating, the transition point could be identified by tracking the slope of the temperature variation. To show details clearly, Figure 2.7 presents the wavelet filtering performance in the time window, 1-2s.

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{wavelet_decomposition.png}
\caption{Wavelet decomposition}
\end{figure}
Figure 2.6: Cooling profile at a sample point on the composite plate with delaminations

Figure 2.7: Denoising performance comparison of Wavelet filtering - (1-2s)
It is to be noted from Figure 2.7 that the Wavelet filtering approach retains the key signal fluctuations while efficiently filtering the high frequency temporal noise. The Wavelet filtered signal was calculated at the different points of the composite plate and sandwich plate yielding a filtered sequence of frames which was available for further processing.

2.3.2 Multivariate Outlier Analysis

The subsequent analysis is based on Outlier Statistical Processing [68, 71]. An outlier is a datum that appears statistically inconsistent with a set of data, the baseline. The baseline describes the normal condition of the structure under investigation. In the analysis of one-dimensional elements, the detection of outliers is a straightforward process based on the determination of the discordancy between the one-dimensional datum and the baseline. One of the most common discordancy tests is based on the deviation statistics, $Z_\zeta$, defined as

$$Z_\zeta = \frac{x_\zeta - \bar{x}}{\sigma} \quad (2.1)$$

where $Z_\zeta$ is the potential outlier, $\bar{x}$ and $\sigma$ are the mean and the standard deviation of the baseline, respectively. A set of $p$-dimensional (multivariate) data consists of $n$ observations in $p$ variables. The discordancy test in the multivariate case is expressed by the Mahalanobis Squared Distance, $D_\zeta$, which is a non-negative scalar defined as

$$D_\zeta = (x_\zeta - \bar{x})^T[K]^{-1}(x_\zeta - \bar{x}) \quad (2.2)$$

where $x_\zeta$ is the potential outlier vector, $\bar{x}$ is the mean vector of the baseline, $[K]$ is the covariance matrix of the baseline and $T$ represents a transposed matrix. Multivariate Outlier Analysis for the composite plate with delaminations and for the sandwich plate with skin-core disbonds was performed using the following set of features extracted from the Wavelet filtered thermal images.

- Area under the cooling curve
- Root Mean Square of the rate of cooling
- Kurtosis of the rate of cooling
- Goodness of fit of the cooling curve compared to theoretical 1D heat conduction model

- Correlation between the observed cooling curve and the theoretical 1D heat conduction model

Figure 2.8 and Figure 2.9 compare the raw thermal images and the two-stage signal processed data for the composite plate and the sandwich plate respectively. Figure 2.10 and Figure 2.13 show the raw thermal data intensity for the composite plate and the sandwich plate respectively, obtained at 0.5s after flash input. Figure 2.11 and Figure 2.14 show the result of the wavelet filtering on the raw thermal data for the composite plate and the sandwich plate respectively, obtained at 0.5s after flash input. 3D surface representations of the result of the two-stage signal processing are shown in Figure 2.12 and Figure 2.15. From these figures it can be seen that the two-stage signal processing approach brings out the contrast of the defective areas (delaminations and skin-core disbands) clearly against the background in both the cases.

To better compare the performance of the algorithm, the profile plots of the normalized intensity values are plotted across lines Y1, X1, X2, X3 as shown in Figure 2.8 and Figure 2.9. The results are shown in Figure 2.16 and Figure 2.17 along Y1 for the composite plate and the sandwich plate respectively. The profiles along X1-X2-X3 directions are shown in Figure 2.18 and Figure 2.19. A significant improvement in the signal intensity across the defective areas against the sound area is observed as a result of the two-stage signal processing. Based on results presented, all defects present in the two test specimens are clearly detected following the two-stage signal processing approach.
Figure 2.8: Results obtained on composite plate with delaminations

Figure 2.9: Results obtained on sandwich plate with skin-core disbonds
Figure 2.10: 3D surface view of raw thermal data intensity obtained on composite plate with delaminations, 0.5s after flash input

Figure 2.11: 3D surface view of the wavelet filtered data obtained on composite plate with delaminations, 0.5s after flash input
Figure 2.12: 3D surface view of Mahalanobis Squared Distance obtained on composite plate with delaminations

Figure 2.13: 3D surface view of raw thermal data intensity obtained on sandwich plate with skin-core disbonds, 0.5s after flash input
Figure 2.14: 3D surface view of the wavelet filtered data obtained on sandwich plate with disbonds, 0.5s after flash input

Figure 2.15: 3D surface view of Mahalanobis Squared Distance obtained on sandwich plate with skin-core disbonds
Figure 2.16: Profile plots comparing signals along Y1 for composite plate with delaminations

Figure 2.17: Profile plots comparing signals along Y1 for sandwich plate with skin-core disbonds
Figure 2.18: Profile plots comparing signals along X1, X2 and X3 for composite plate with delaminations

Figure 2.19: Profile plots comparing signals along X1, X2 and X3 for sandwich plate with skin-core disbonds
To further quantify the usefulness of the two-stage signal processing approach, the Signal-to-Noise Ratio (SNR) was computed along linear distances across the defects as,

\[
\text{SNR} = \frac{\Sigma I_d}{\Sigma I_s}
\]  

(2.3)

Where \( \Sigma I_d \) is the sum of the normalized Mahalanobis Squared Distance values across a defect and \( \Sigma I_s \) is the sum of the normalized Mahalanobis Squared Distance values across the same length on either side of a defect. The SNR obtained across the three delaminations in the composite plate with delaminations is presented in Table 2.1. The same metrics in the Sandwich plate is shown in Table 2.2. The two-stage signal processing clearly produces a notable SNR improvement for all defects in both the test specimens.

**Table 2.1**: SNR comparison across the bottom, middle and top delaminations in the composite plate

<table>
<thead>
<tr>
<th>Position</th>
<th>Raw data</th>
<th>Top</th>
<th>Middle</th>
<th>Bottom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y1</td>
<td></td>
<td>1.00</td>
<td>0.99</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>Two-stage signal processing</td>
<td>4.53</td>
<td>5.76</td>
<td>2.31</td>
</tr>
<tr>
<td>X1</td>
<td>X</td>
<td>X</td>
<td></td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>Two-stage signal processing</td>
<td>X</td>
<td>X</td>
<td>3.12</td>
</tr>
<tr>
<td>X2</td>
<td>X</td>
<td>1.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Two-stage signal processing</td>
<td>X</td>
<td>7.04</td>
<td>X</td>
</tr>
<tr>
<td>X3</td>
<td>0.99</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Two-stage signal processing</td>
<td>4.29</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

**Table 2.2**: SNR comparison across the left, middle and right skin-core disbonds in the sandwich plate

<table>
<thead>
<tr>
<th>Position</th>
<th>Raw data</th>
<th>Left</th>
<th>Middle</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y1</td>
<td></td>
<td>1.01</td>
<td>0.99</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td>Two-stage signal processing</td>
<td>1.71</td>
<td>2.39</td>
<td>5.79</td>
</tr>
<tr>
<td>X1</td>
<td>0.99</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Two-stage signal processing</td>
<td>1.45</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>X2</td>
<td>X</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Two-stage signal processing</td>
<td>X</td>
<td>3.19</td>
<td>X</td>
</tr>
<tr>
<td>X3</td>
<td>X</td>
<td>X</td>
<td></td>
<td>1.60</td>
</tr>
<tr>
<td></td>
<td>Two-stage signal processing</td>
<td>X</td>
<td>X</td>
<td>4.44</td>
</tr>
</tbody>
</table>
For the above results, an inclusive baseline was used in the second stage to compute the Mahalanobis Squared Distance. An inclusive baseline consists of the sound and the defective areas. This is feasible since there is no user intervention that is needed in specifying the sound area and the approach is particularly useful in blind tests when the sample does not have too many defects. However, in some cases, the sound area could be specified and this helps in further improving the contrast since the baseline comprises of the sound area without any defects. Figures 2.20–2.23 compare the effect of inclusive and exclusive baselines on the two-stage processing on the composite plate with delaminations and the sandwich plate with disbonds.

Figure 2.20: 3D surface view of Mahalanobis Squared Distance obtained on composite plate with delaminations with an inclusive baseline
Figure 2.21: 3D surface view of Mahalanobis Squared Distance obtained on composite plate with delaminations with an exclusive baseline.

Figure 2.22: 3D surface view of Mahalanobis Squared Distance obtained on sandwich plate with disbonds with an inclusive baseline.
2.4 Conclusions

A Wavelet-aided Multivariate Outlier Analysis was proposed for enhancing the contrast of thermographic NDE images. The method is able to function without a reference frame and could be automated. In the first stage, the raw thermal curve at each pixel is filtered using Wavelet processing. In the second stage, Multivariate Outlier Analysis is performed on the Wavelet filtered data using a specific set of signal features. Five features, based on the cooling curve $T(t)$ vs. $t$ and on the rate of cooling curve $\frac{\partial T}{\partial t}$ vs. $t$, were chosen and used in the study. The two-stage approach substantially increased the contrast of the defective areas against the sound area. The method was tested successfully on a composite plate with delaminations and on a sandwich plate with skin-core disbonds.
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Chapter 3

Defect Detection using Lock-In Thermography
3.1 Abstract

Delaminations are a common type of defect that occurs in composite structures like wind turbine blades. In this chapter, a Nondestructive Testing technique based on Lock-In thermography is proposed to detect skin-skin delaminations and skin-core delaminations present in a 9m CX-100 [72] wind turbine blade. A set of image processing algorithms and Multivariate Outlier Analysis were used in conjunction with the classical Lock-In thermography technique to counter the “blind frequency” effects and to improve the defect contrast. Receiver Operating Characteristic curves were used to quantify the gains obtained by using Multivariate Outlier Analysis. Experiments were performed on a set of sixteen defects of various sizes that were incorporated during the construction of the CX-100 wind turbine blade at different locations and depths.

3.2 Introduction

The U.S. Department of Energy has recently set a target of adding 300GW of wind power over the next 20 years [73]. During this period, a surge in production of wind turbine blades is expected. Defects in wind turbine blades could occur during manufacturing, transportation, installation or while in operation. The Nondestructive Testing (NDT) community is still in the process of developing inspection techniques and standards for composite wind turbine blades [11,74–88]. The problem of defect detection using infrared thermography has been studied extensively in the literature [21,32,45,47,48]. The most common implementation is based on Pulsed Thermography which is very well suited for detection of shallow defects. For deeper defects, Lock-In Thermography is generally preferred [26].

Lock-In Thermography [41,51,52] is based on the application of a periodic thermal energy input at very low frequency over a test object’s surface. One of the main drawbacks of Lock-In Thermography is that “blind frequencies” affect defect detection [51]. To address this shortcoming, the current study proposes performing Lock-In tests at multiple frequencies, and subsequently applying Multivariate Outlier Analysis (MOA) to improve defect contrast and to counter the “blind fre-
quency” effects. Experiments were performed on a set of sixteen defects present in a test wind turbine blade at UCSD’s Powell structural laboratories. The known defects created during the fabrication of the test blade were of different sizes and created at different positions and depths within the blade. The effectiveness of the proposed statistically-aided Lock-In Infrared Thermography is demonstrated quantitatively by computing the Receiver Operating Characteristic of the defect detection technique.

3.3 The CX-100 Wind Turbine Blade

Experiments were performed on defects present in a 9m wind turbine blade. The 9m test blade was built using the CX-100 design developed by TPI Composites and Sandia National Laboratory [72]. The blade is cantilevered at the UCSD Powell labs as shown in Figure 3.1. The blade contains materials and construction techniques similar to those used for today’s typical turbine blade with lengths in the 40 meter range [81]. Several defects were added to the low-pressure side of the blade during the manufacturing stage. The types of embedded defects include skin-skin delaminations, skin-core delaminations, out-of-plane waviness, in-plane fiber waviness, shear web-to-skin disbonds and trailing edge adhesive disbonds [81]. In all, forty-five individual defects were embedded in the blade during the manufacturing process by using methods developed by both TPI Composites and Sandia National Laboratory for simulating actual defect characteristics.

Figure 3.1: The CX-100 blade cantilevered at the UCSD Powell Labs
In this study, skin-skin delaminations and skin-core delaminations were considered. The skin-skin delamination defects are delaminations within the plies of the laminate, while the skin-core delamination defects are delaminations between the fiber glass skin and the core. The implementation of these defects in the structure was accomplished by placing specially designed pillow inserts between the layers during the layup process. The inserts were developed at the Sandia National Laboratory. The thickness of the inserts used in the blade was measured at 0.25 mm. The diameters of the inserts used were 12.7mm, 25.4mm and 50.8mm. The defects were mostly implemented at locations in sets of 3, one of each size, and separated by 15cm. In a few locations, only the two larger sizes were used. In all, sixteen skin-skin delaminations and skin-core delaminations were considered. The details of the defects considered are shown in Table 3.1 and the schematic is presented in Figure 3.2.

Table 3.1: Defects considered in the experiment

<table>
<thead>
<tr>
<th>Defect Type</th>
<th>Defect Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Index</td>
<td>x (cm)</td>
</tr>
<tr>
<td>skin-skin delamination</td>
<td>1</td>
<td>135</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>165</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>315</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>330</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>345</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>520</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>535</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>685</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>700</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>715</td>
</tr>
<tr>
<td>skin-core delamination</td>
<td>12</td>
<td>485</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>515</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>595</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>610</td>
</tr>
</tbody>
</table>
3.4 Defect Detection Approach

The unfinished surface of the wind turbine blade was very reflective and some of the sub-surface defects were visible to the naked eye. The areas to be inspected by Infrared Thermography were prepared by a thin coat of black, water-soluble paint to hide the defects. Moreover, the paint layer improved the heat absorption at the surface and minimized the reflection of other heat sources present in the vicinity of the test area. For optimal detection of defects using the Lock-In technique, it is well established that the depth of the defect must be less than the thermal diffusion length [41]. The thermal diffusion length, $z$, is related to the thermal conductivity of the material, $k$, density, $\rho$, Lock-In frequency, $f$, and specific heat conductivity, $c$, by,

$$z = \sqrt{\frac{k}{\pi f \rho c}} \quad (3.1)$$

However, at some frequencies, commonly referred to as “blind frequencies” in the Lock-In Thermography literature, the defects are undetected even though the thermal diffusion length is greater than the defect depth. Thus, the ability to detect defects within the object depends on the Lock-In frequency used. For a single-layer material, Equation 3.1 can be used to compute the thermal diffusion length. However, the test specimen that was used in the presented study is a wind turbine blade.
blade which has layers of different materials whose properties and thickness are different. The calculation of the thermal diffusion length is not a straight-forward task. For the presented study, numerous experiments were performed at different Lock-In frequencies in order to determine the sensitive working range. Lock-In frequencies in the range of 30mHz–70mHz yielded the best results and were chosen for the experiments.

### 3.4.1 Lock-In Thermography

Lock-In Thermography is based on the application of a periodic thermal energy input to the surface of the object. When the resulting heat wave encounters a defect, some of it is reflected, causing a phase shift with respect to the input heat wave.

The Lock-In Thermography setup that was used in the present study is shown in Figure 3.3. The main components are the function generator, lighting dimmer pack, halogen lamps, IR camera and laptop. The function generator was used to generate the sinusoidal wave at a particular frequency and amplitude. The output of the function generator was fed into the lighting dimmer pack that amplified the power of the signal and delivered to the halogen lamps. The lamps heated the blade surface, that was imaged by the IR camera connected to the laptop for subsequent analysis.

The IR camera used was a FLIR™ A320G camera with a maximum frame rate of 60Hz. The detector is a focal plane array uncooled microbolometer with a spectral range of 7.5–13 µm, a resolution of 240x320 pixels, and Thermal Sensitivity of 50mK.

For the Lock-In heating, five different frequencies ranging from 30mHz to 70mHz were used at each test location as shown in Table 3.2. A pair of halogen lamps that were rated at 1400W maximum total power was used to heat the test areas over three Lock-In time-periods. The temperature profile that was obtained at the surface can be compared to a sinusoid plus a constant temperature slope that is a consequence of the multiple heating cycles. A typical temperature profile at a sample location on the blade’s surface is shown in Figure 3.4 when three heating
cycles were used at a Lock-In frequency of 50mHz. At every location, linear fitting is performed to determine the temperature slope and the slope is removed from the raw data. The resulting temperature-time distribution that is obtained after the temperature slope removal is shown in Figure 3.5.

Figure 3.3: Experimental setup used in Lock-In Thermography test of the blade

Table 3.2: Details of Lock-In experiment

<table>
<thead>
<tr>
<th>Lock-In Frequency [mHz]</th>
<th>Time Period [s]</th>
<th>Acquisition Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>33.30</td>
<td>100</td>
</tr>
<tr>
<td>40</td>
<td>25.00</td>
<td>75</td>
</tr>
<tr>
<td>50</td>
<td>20.00</td>
<td>60</td>
</tr>
<tr>
<td>60</td>
<td>16.67</td>
<td>50</td>
</tr>
<tr>
<td>70</td>
<td>14.28</td>
<td>42.85</td>
</tr>
</tbody>
</table>
**Figure 3.4**: Temperature-Time history measured at a point on the surface of the blade for three heating cycles at a 50mHz Lock-In frequency - Before temperature slope removal

**Figure 3.5**: Temperature-Time history measured at a point on the surface of the blade for three heating cycles at a 50mHz Lock-In frequency - After temperature slope removal
Fourier Transforms are then used to calculate the amplitude and phase at the Lock-In frequency at each spatial location. The phase and amplitude values are then combined at the different spatial locations to form the phase and amplitude images. The phase image is less susceptible to non-uniform heating and surface irregularities when compared to the amplitude image [41, 53], and it was used for subsequent processing. The phase and amplitude images that were obtained over an area containing a 5.08cm diameter skin-skin delamination at a depth of 1.3mm from the blade surface are shown in Figure 3.6 and 3.7, respectively.

Figure 3.6: Phase image obtained from Lock-In heating at a 50mHz frequency over an area containing a 50.8mm diameter skin-skin delamination at a depth of 1.3mm from the blade surface
Figure 3.7: Amplitude images obtained from Lock-In heating at a 50mHz frequency over an area containing a 50.8mm diameter skin-skin delamination at a depth of 1.3mm from the blade surface

3.4.2 Image Enhancement

Figure 3.6 shows the presence of the 50.8mm diameter skin-skin delamination at a depth of 1.3mm from the blade surface. While the defect is visible, further contrast gains can be obtained through the use of image processing algorithms. Figure 3.8 shows the distribution of image intensity in the phase image in histogram form. The intensity values are linearly scaled between 0–1 using the maximum and minimum intensity values present in the image. Thresholding is performed at an intensity value to yield a binary image. All spatial locations whose intensity is greater than the threshold value are represented by a white pixel, while all spatial locations whose intensity is lower than the threshold value are represented by a black pixel. Simple morphological operations are then performed on
the thresholded binary image using MATLAB™. The holes are filled in the binary image, followed by removal of isolated pixels (white pixel surrounded by eight black pixels). Figure 3.9 shows the binary image that is obtained when the phase image is thresholded at a value of 0.7 and after the application of the morphological operations. The different connected components are identified and labeled as shown in Figure 3.10. The area of the different connected components is calculated, and the connected components whose area is less than 5% of the image area are discarded. The final result is shown in Figure 3.11. This final result yields maximum contrast of the defect, and is also now suitable for the quantitative evaluation of the defect detection performance via computation of the Receiver Operating Characteristic curves.

Figure 3.8: Sequence of image processing steps performed on a phase image obtained over an area containing a 50.8mm diameter skin-skin delamination at a depth of 1.3mm from the blade surface. Histogram of the intensity distribution in the phase image. Intensity values are linearly scaled between 0–1
Figure 3.9: Sequence of image processing steps performed on a phase image obtained over an area containing a 50.8mm diameter skin-skin delamination at a depth of 1.3mm from the blade surface. Binary image that is obtained by thresholding the scaled intensity value at 0.7, followed by application of morphological operations.

Figure 3.10: Sequence of image processing steps performed on a phase image obtained over an area containing a 50.8mm diameter skin-skin delamination at a depth of 1.3mm from the blade surface. Boundaries of the different connected components.
3.4.3 Multivariate Outlier Analysis

Since “blind frequencies” affect defect detection in Lock-In Thermography, five different Lock-In frequencies in the range 30mHz–70mHz were used at each defect location to ensure that at least one of the frequencies provides effective detection. Multivariate Outlier Analysis [71] is an efficient way of combining the spatially registered Lock-In data that are obtained at a defect location at different Lock-In frequencies. An outlier is a datum that appears statistically inconsistent with the baseline. The baseline describes the normal condition of the data set under investigation. The discordancy test in the multivariate case is expressed by the Mahalanobis Squared Distance, \( D_\zeta \), which is a non-negative scalar defined as

\[
D_\zeta = (x_\zeta - \bar{x})^T[K]^{-1}(x_\zeta - \bar{x})
\]  

(3.2)

where \( x_\zeta \) is the potential outlier vector, \( \bar{x} \) is the mean vector of the baseline, \([K]\) is the covariance matrix of the baseline, and \( T \) represents a transposed matrix. In this study, the data is five dimensional, corresponding to the five different Lock-In frequencies used. Figure 3.12 compares the phase images obtained using Lock-In heating at 30mHz, 50mHz, and 70mHz, respectively. Notice that the phase images
corresponding to Lock-In heating at 30mHz and 50mHz clearly show the presence of defect. Lock-In heating at 70mHz is much less effective. Apart from helping counter the “blind frequency” effects, the use of Multivariate Outlier Analysis helps improving the Signal-to-Noise Ratio of the defective areas by statistically “adding” the contrast performance of multiple Lock-In frequencies.

Figure 3.12: Comparison of different Lock-In frequencies at a location containing a 2.54cm diameter skin-skin delamination at a depth of 1.3mm from the blade surface. The phase images were obtained by Lock-In heating over three heating cycles at 30mHz, 50mHz and 70mHz frequency.
3.4.4 Receiver Operating Characteristic Curves

Receiver Operating Characteristic (ROC) curves are a quantitative indicator of performance when comparing different detectors [89]. For each detector and the chosen detection threshold value, the True Positive Rate (TPR) and the False Positive Rate (FPR) can be calculated since the actual locations of the defects in the blade and their sizes are known. For certain applications, a high TPR is desired, while other applications demand a low FPR. The choice of threshold value is ultimately based on the application requirements. In this study, the performance across different thresholds is studied over the sixteen blade defects that are considered as shown in Table 3.1. The thresholds are varied between 0.1–0.9 in steps of 0.05. Figure 3.13 compares the performance of the different detectors against the Multivariate Outlier Analysis detector at a location containing a 5.08cm diameter skin-skin delamination at a depth of 1.3mm from the blade surface. The line connecting the coordinates (0,0)–(1,1) is the “random guess” line. An ideal detector should have TPR of 1 with a FPR of 0 at all thresholds. The best detector is the one that has an ROC curve furthest away from the “random guess” line towards the top left corner of the ROC space.

To quantify the performance of the various detectors considered, the Area Under Curve (AUC) is computed for each of the different detectors using the trapezoidal interpolation. The results are tabulated in Table 3.3 for all the sixteen defects considered. Based on the AUC values in Table 3.3, it can be concluded that in 51 of the 80 total cases, the use of Multivariate Outlier Analysis yields higher AUC over Lock-In heating at any of the individual frequencies. The mean gain in AUC that is obtained by using the Multivariate Outlier Analysis, compared to the 30mHz, 40mHz, 50mHz, 60mHz and 70mHz Lock-In frequencies is 0.96%, 1.73%, 1.79%, 9.36%, and 14.73%, respectively. The overall gain in AUC obtained by Multivariate Outlier Analysis is 5.61% over the individual detectors averaged over the sixteen defects.
Figure 3.13: Receiver Operating Characteristic curves comparing the performance of five different Lock-In frequencies and the Multivariate Outlier Analysis for different thresholds. The phase images were obtained over an area containing a 5.08cm diameter skin-skin delamination at a depth of 1.3mm from the blade surface.
Table 3.3: Comparison of AUC of the different detectors at the locations of the various defects

<table>
<thead>
<tr>
<th>Defect Index</th>
<th>Lock-In frequency</th>
<th>M.O.A.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30mHz</td>
<td>40mHz</td>
</tr>
<tr>
<td>1</td>
<td>0.9961</td>
<td>0.9969</td>
</tr>
<tr>
<td>2</td>
<td>0.9679</td>
<td>0.9824</td>
</tr>
<tr>
<td>3</td>
<td>0.9339</td>
<td>0.9501</td>
</tr>
<tr>
<td>4</td>
<td>0.9015</td>
<td>0.8661</td>
</tr>
<tr>
<td>5</td>
<td>0.9278</td>
<td>0.9227</td>
</tr>
<tr>
<td>6</td>
<td>0.9187</td>
<td>0.9082</td>
</tr>
<tr>
<td>7</td>
<td>0.9434</td>
<td>0.9334</td>
</tr>
<tr>
<td>8</td>
<td>0.8687</td>
<td>0.8593</td>
</tr>
<tr>
<td>9</td>
<td>0.8919</td>
<td>0.8868</td>
</tr>
<tr>
<td>10</td>
<td>0.8541</td>
<td>0.8098</td>
</tr>
<tr>
<td>11</td>
<td>0.9050</td>
<td>0.9156</td>
</tr>
<tr>
<td>12</td>
<td>0.9679</td>
<td>0.7901</td>
</tr>
<tr>
<td>13</td>
<td>0.8398</td>
<td>0.8847</td>
</tr>
<tr>
<td>14</td>
<td>0.8180</td>
<td>0.9001</td>
</tr>
<tr>
<td>15</td>
<td>0.8449</td>
<td>0.8290</td>
</tr>
<tr>
<td>16</td>
<td>0.8286</td>
<td>0.8755</td>
</tr>
</tbody>
</table>

3.5 Conclusions

A novel approach combining Lock-In Infrared Thermography, image processing and statistical analysis was proposed to address the problem of defect detection on composite wind turbine blades. Sixteen defects (skin-skin delaminations and skin-core delaminations) ranging in size between 12.7mm–50.8mm, were considered for this study. The depth of the defects were in the range of 0.7mm–1.3mm from the blade surface. Since “blind frequencies” affect defect detection, Lock-In tests were performed at multiple (five) different frequencies at each defect location, to ensure that any defect could be detected by at least one of the Lock-In frequencies. Multivariate Outlier Analysis was then performed on the spatially registered multi-frequency Lock-In data to combine in a statistically robust manner, the defect detection performance of the multiple Lock-In frequencies. Prior to the application of Multivariate Outlier Analysis, image processing algorithms
including binarization and morphological operations were performed on the raw
Lock-In thermal phase images. The defect detection performance of the single
Lock-In frequencies, and the combined MOA, for various detection thresholds, was
quantified via Receiver Operating Characteristic (ROC) curves. The ROC’s plot
the True Positive Rate (TPR) vs. the False Positive Rate (FPR) computed for
the known sixteen test defects. The ROC results demonstrate that the approach
of sweeping multiple Lock-In frequencies and combining the phase image results
via MOA provides the nest overall defect detection performance compared to any
single Lock-In frequency. This result is important in Infrared Thermographic de-
tection of defects in composite structures, where Lock-In schemes are necessary
to ensure enough penetration. The effectiveness of the MOA applied to Lock-In
thermal phase images derives from (1) the statistical addition of defect contrast
yielded by multiple Lock-In frequencies, and (2) the mitigation of the “blind fre-
quency” problem affecting conventional Lock-In Thermography because several
Lock-In frequencies are applied at each of the defective areas.

The detection of defects using Lock-In thermography is a slow process. A
bulk of the time is spent in the data acquisition process. This could be a concern
for deeper defects, since very low Lock-In frequencies are needed to achieve the
required thermal diffusion length, especially when five different Lock-In frequencies
are used at each location. In a typical carbon fiber composite material, to achieve
a thermal diffusion length of about 1”, a 1mHz Lock-In frequency needs to be used.
The time period is 1000s, corresponding to and acquisition time as long as 3000s.
Hence, there is a trade-off between depth of defects targeted and inspection time.
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Chapter 4

Defect Depth and Size Estimation in Isotropic Materials
4.1 Abstract

The determination of defect depth and size using Pulsed Infrared Thermography is a critical problem. The problem of defect depth estimation has been previously studied using 1D heat conduction models. Unfortunately, 1D heat conduction-based models are generally inadequate in predicting heat flow around defects. In this study, a novel approach based on virtual heat sources is proposed to model heat flow around defects accounting for 2D axisymmetric heat conduction. The proposed approach is used to quantitatively determine the defect depth and size. The validity of the model is established using experiments performed on a stainless steel plate specimen with flat bottom holes at different depths.

4.2 Introduction

In the domain of NDT, two problems are of importance. The primary problem is to localize the defect, the secondary problem deals with the estimation of defect depth and size [48, 90]. The problem of defect detection by Infrared Thermography has been studied extensively in the literature. [10, 21, 32, 45, 47, 48]

For the estimation of defect depth, some methods have been proposed based on Pulsed Thermography [48, 91]. Ringermacher’s method deals with two cases of heat flow interacting with the flaw. The first is the case of a thin flaw so that heat flows through the flaw (through-heat flaw), and the second case deals with thick flaws where the heat flows around the flaw (lateral-heat flaw). For the case of a through-heat flaw, the stored thermal images are used to determine each pixel’s contrast by subtracting the mean pixel intensity for that image (point in time) from the individual pixel’s intensity at that point in time. The contrast is then plotted versus time for each pixel. Ringermacher states that the time instant that corresponds to the peak contrast ($t_{peak}$) is related to the defect depth at that location using the following equation,

$$\text{depth} = \sqrt{\frac{\alpha \times t_{peak}}{3}}$$  \hspace{1cm} (4.1)

where $\alpha$ is the thermal diffusivity of the material. In the case of a lateral-heat flaw,
the rate of heat flow is faster around the flaw than through the flaw. This results in the contrast peak not being evident in the pixel contrast plot. A time derivative of the contrast curve is taken in order to determine the derivative contrast peak. The defect depth can then be determined from the peak time using the following equation,

\[
\text{depth} = 0.524\pi \sqrt{\alpha \times t_{\text{peak}}} \tag{4.2}
\]

In the present study, Ringermacher’s method was tested experimentally on a 6.24mm thick stainless steel plate containing flat-bottom holes at different depths. The flat-bottom holes are 7.5mm radius each and the depths of the different defects are 0.39mm, 0.92mm, 1.94mm, 2.92mm, 3.94mm, 4.95mm from the surface. A detailed description of the stainless steel plate specimen is presented in the subsequent sections. The flat-bottom holes are ideally supposed to serve as lateral-heat flaws, but the contrast that is obtained indicates that there is considerable through-heat diffusion near the flaws. The result of this experiment is shown in Figure 4.1. Further, from equations 4.1 and 4.2, it can be seen that the defect depth is supposed to be proportional to the square root of the time instant at which the peak contrast occurs. Based on contrast peaks obtained across each defect, it can be seen from Figure 4.2 that this is not the observed case.

![Figure 4.1: Temperature contrast that was obtained experimentally using Ringermacher’s method on a steel plate with flat-bottom holes at different depths](image)
Figure 4.2: Defect depth is not proportional to square root of the characteristic time in the stainless steel plate experiment

Sun [48] proposed the least-squares fitting method to fit the raw thermal data as shown in Equation (1.4). The method is based on Parker’s [92] 1D heat conduction solution.

\[
T(t) \approx A \left[ 1 + 2 \sum_{n=1}^{\infty} \exp \left( -\frac{n^2 \pi^2 \alpha t}{L^2} \right) \right] - st \tag{4.3}
\]

Where \(L\) is the thickness of the specimen, \(A\) and \(s\) are fitting constants. \(s\) is determined by linear fitting of the experimental data in the time period \(\frac{L^2}{2\alpha} < t < \frac{3L^2}{2\alpha}\). Equation (1.4) is valid for the time instants \(0 < t < \frac{3L^2}{2\alpha}\). For a case of defect free sample, \(s\) is zero. Since the method involves curve fitting, the undesirable effects of high frequency temporal noise is minimal. The slope \(s\) is dependent on the defect gap thickness and the distance of the point to the defect edge. At each spatial point, the depth is computed by fitting the above function with the experimentally obtained data by employing least-squares fitting and Newton iteration techniques. Sun’s approach is built on an 1D heat diffusion framework. However, the author mentions that the approach is more accurate compared to conventional methods as it partly accounts for the 3D conduction effects by incorporating the constant
The basis of most 1D heat conduction based methods comes from Parker’s solution [92]. The temperature at any location, \( z' \), within a thermally insulated solid at time \( t \) is given by,

\[
T(z', t) = T_0 \left[ 1 + 2 \sum_{n=1}^{\infty} \cos \left( \frac{n\pi z'}{L} \right) \exp \left( \frac{-n^2\pi^2 \alpha t}{L^2} \right) \right]
\]

(4.4)

Where \( T_0 \) is the initial temperature at the front surface that is caused by a heat pulse on a specimen of thickness \( L \), and Thermal Diffusivity \( \alpha \). Note that \( z' \) is the distance from the front surface. Due to absorption of heat at the surface, an instantaneous temperature rise is observed at the surface, which gradually decreases as heat is conducted to the interior.

In Figure 4.3, the experimentally obtained cooling curve over a 1.94mm deep defect present in the stainless steel plate specimen and the 1D cooling curve based on Equation 4.4 are compared. To facilitate easier comparison of the two cooling curves, the results must be presented on the same scale. The maximum and the minimum temperature of each cooling curve is identified and the temperature profiles are linearly scaled using those values between 0-1. For the experiments, the stainless steel specimen was pulse heated with symmetrically placed heat strobes that emit 2400w each. It is clear that the experimental and theoretical cooling curve based on 1D heat conduction do not agree. A likely reason is that heat flow around defects is not 1D.

The limitations of the existing depth estimation methods in Infrared Thermography are evident. An alternative method based on the use of virtual heat sources is proposed in this chapter. The fundamental basis of the method is a 2D axisymmetric heat conduction model. In the subsequent sections, a closed-form analytical solution to the 2D axisymmetric heat conduction problem using appropriate boundary conditions is derived to model the virtual heat source. The results of the model are compared with the experiments that were performed on the stainless steel specimen with flat-bottom holes at different depths. The model is able to accurately estimate the size and depth of the defects considered.
4.3 Proposed Heat Diffusion Model for Internal Defects

Consider a cylindrical specimen of radius $R$ and depth $L$ containing a flat-bottom hole at depth $d$ and radius $a$ as shown in Figure 4.4. When a temperature loading in the form of a heat pulse is applied over the surface, slower rate of cooling is observed at an area directly above the defect since the flat-bottom hole resists the flow of heat. The slower rate of cooling can be accounted for by using a virtual heat source that is present at a depth $d$ and radius $a$. The resulting rate of cooling at the surface, $z = d$ is the sum of two components,

1. 1D heat diffusion that is caused in an object without any defects

2. presence of a virtual heat source at $z = 0$ that causes a slower rate of cooling on the surface, $z = d$
Figure 4.4: Proposed heat diffusion model to account for 2D axisymmetric heat flow around internal defects

Equation 4.4 is the solution to the first effect (1D heat diffusion that is caused in an object without any defects). By letting $T_0 = 1^\circ C$, $L = 6.24\text{mm}$ and setting $z' = 0$ in Equation 4.4, Figure 4.5 represents the 1D cooling curve that is obtained at the surface of a defectless specimen of cross-sectional radius $R$ and depth $L$.

Figure 4.5: Cooling curve obtained at the surface over a defectless area using 1D heat diffusion model
The temperature-time history at a depth \(d\) is obtained by setting of \(z' = d\) in Equation 4.4. Figure 4.6 shows the temperature-time history at depths corresponding to 0.39mm, 0.92mm, 1.94mm and 2.92mm from the heated surface. In order to present the details clearly, Figure 4.6b shows a zoomed-in section in the narrow time window 0-0.3s. As expected, Figure 4.6 shows that as the depth increases, the temperature amplitude decreases and the time-stamp at which the maxima occurs increases. The location of temperature maxima increases with depth as more time is required to effect a change at that depth.

![Graph](image)

**Figure 4.6:** (a) Temperature-Time history obtained using the proposed heat diffusion model at four different depths from the surface in a defectless stainless steel specimen (b) Temperature-Time history in the time window 0-0.3s

Next, the effect of the virtual heat source is modeled. The virtual heat source is denoted by \(T_v\) and it’s units are in degrees Centigrade. Corresponding to a defect at a depth \(d\) from the top surface, the authors define \(T_v\) as the maximum temperature that is obtained at \(z = 0\) when a temperature loading is applied at the surface, \(z = d\). The temperature loading is caused by a heat pulse that causes the temperature of the front surface to rise instantaneously to \(T_0\). The coordinate system is defined with respect to origin, \(O\), as shown in Figure 4.4. Mathematically,

\[
T_v = \max \left\{ T_0 \left[ 1 + 2 \sum_{n=1}^{\infty} \cos \left( \frac{n \pi d}{L} \right) e^{x p \left( -\frac{n^2 \pi^2 \alpha t}{L^2} \right)} \right] \right\} \tag{4.5}
\]
From Figure 4.6, corresponding to defects at depths 0.39mm, 0.92mm, 1.94mm and 2.92mm, \( T_v \) can be computed as 0.6, 0.24, 0.11 and 0.07, respectively.

The heat conduction problem has to be solved in a cylindrical region with radial symmetry. This condition implies the assumption of defects with circular cross-section that are oriented parallel to the specimen’s surface. The governing heat conduction equation in the cylindrical coordinates where \( r \) is the radial coordinate and \( z \) the depth coordinate is given by Carslaw et al. [93]

\[
\frac{\partial^2 T}{\partial z^2} + \frac{1}{r \frac{\partial}{\partial r}} \left( r \frac{\partial T}{\partial r} \right) = \frac{1}{\alpha} \frac{\partial T}{\partial t} \quad (4.6)
\]

The equation has to be solved in the region \( 0 \leq r \leq R \) and \( 0 \leq z \leq d \) (see Figure 4.4), with insulated ends at \( r = R \), \( z = 0 \) and \( z = d \), subject to initial temperature, \( T_v \), on the surface \( z = 0 \) in the range \( 0 \leq r \leq a \). The nature of boundary conditions permits the separation of Equation 4.6 into two separate problems in the radial and depth direction [93]. The solutions are therefore obtained in the radial and depth dimension separately before merging them [94].

Let \( T_1(r, t) \) be the solution of the radial part, therefore,

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial T_1}{\partial r} \right) = \frac{1}{\alpha} \frac{\partial T_1}{\partial t} \quad (4.7)
\]

in the region \( 0 \leq r \leq R \), with initial condition and boundary conditions,

\[
T_1 = T_v \quad 0 \leq r \leq a, \quad t = 0
\]

\[
T_1 \text{ is bounded} \quad r = 0, \quad t > 0
\]

\[
\frac{\partial T_1}{\partial r} = 0 \quad r = R, \quad t > 0
\]

Similarly, let \( T_2(z, t) \) be the solution of the depth part, therefore,

\[
\frac{\partial^2 T_2}{\partial z^2} = \frac{1}{\alpha} \frac{\partial T_2}{\partial t} \quad (4.9)
\]

in the region \( 0 \leq z \leq d \) with initial condition and boundary conditions,

\[
T_2 = 1 \quad z = 0, \quad t = 0
\]

\[
T_2 = 0 \quad 0 < z \leq d, \quad t = 0
\]

\[
\frac{\partial T_2}{\partial z} = 0 \quad z = 0, \quad t > 0
\]

\[
\frac{\partial T_2}{\partial z} = 0 \quad z = d, \quad t > 0
\]

(4.10)
\[ T = T_1(r,t)T_2(z,t) \] is the solution of equation 4.6 in the region \( 0 \leq r \leq R \) and \( 0 \leq z \leq d \) with initial conditions \( T = T_v \) at the surface \( z = 0 \) for \( 0 \leq r \leq a \) and boundary conditions for \( T_1 \) and \( T_2 \) given in Equations 4.8 and 4.10.

Equations 4.7 and 4.9 are solved separately. At first the radial part of the solution is addressed by solving Equation 4.7 using boundary and initial conditions given in Equation 4.8.

Let \( T_1(r,t) = k_1(r)k_2(t) \). Then from equation 4.7,

\[
k_2 \frac{\partial^2 k_1}{\partial r^2} + k_2 \frac{1}{r} \frac{\partial k_1}{\partial r} \neq k_1 \frac{1}{\alpha} \frac{\partial k_2}{\partial t}
\]

The above equation can be written as,

\[
\frac{1}{k_1} \left[ \frac{\partial^2 k_1}{\partial r^2} + \frac{1}{r} \frac{\partial k_1}{\partial r} \right] = \frac{1}{k_2} \frac{1}{\alpha} \frac{\partial k_2}{\partial t}
\]

By letting both sides of the equation equal to the constant, \( -\mu^2 \), we have

\[
\frac{\partial^2 k_1}{\partial r^2} + \frac{1}{r} \frac{\partial k_1}{\partial r} + k_1 \mu^2 = 0 \quad (4.13)
\]

and

\[
\frac{\partial k_2}{\partial t} + k_2 \alpha \mu^2 = 0 \quad (4.14)
\]

Solving by standard methods yields, \( k_2(t) = c_1 e^{-\alpha \mu^2 t} \) and \( k_1(r) = c_2 J_0(\mu r) + c_3 Y_0(\mu r) \). \( J_0 \) is the Bessel’s function of the first kind with order 0 and \( Y_0 \) is the Bessel’s function of the second kind with order 0. \( c_1, c_2, c_3 \) and \( \mu \) are constants that need to determined based on the prescribed initial and boundary conditions in the radial direction. It should be noted that \( Y_0 \), the Bessel’s function of the second kind at order 0, is unbounded at \( r = 0 \). For boundedness of the solution, \( c_3 = 0 \). No flux condition at \( r = R \) implies, \( \frac{\partial T}{\partial r} = 0 \), and hence \( \frac{\partial k_1}{\partial r} = 0 \). This implies \( -\mu c_2 J_1(\mu r) = 0 \) as \( \frac{\partial J_0(\mu r)}{\partial r} = -\mu J_1(\mu r) \). For non-trivial solutions, \( J_1(\mu R) = 0 \).

Using standard tables for roots of Bessel functions, the roots of the function are 3.83, 7.01, 10.17 . . . . Thus, \( T_1(r,t) \) can be written as the product of \( k_1(r) \) and \( k_2(t) \).

\[
T_1(r,t) = c_1 c_2 e^{-\mu^2 \alpha t} J_0(\mu r) \quad (4.15)
\]
where \( \mu \in \{ \frac{3.83}{R}, \frac{7.01}{R}, \frac{10.17}{R}, \ldots \} \). By letting \( c_1 c_2 = A \), a constant, and by using principle of superposition of the solutions, we have,

\[
T_1(r, t) = \sum_{n=1}^{\infty} A_n e^{-\mu_n^2 \alpha t} J_0(\mu_n r)
\]

(4.16)

\( A_n \) are a series of multiplicative constants that need to be determined by using the initial conditions and properties of Bessel’s functions. At \( t = 0 \),

\[
\sum_{n=1}^{\infty} A_n J_0(\mu_n r) = \begin{cases} 
T_v & 0 \leq r \leq a \\
0 & a < r \leq R 
\end{cases}
\]

(4.17)

If \( \mu_n \) and \( \mu_m \) are roots of \( J'_0(\mu R) = 0 \), it follows that [93],

\[
\int_0^R r J_0(\mu_n r) J_0(\mu_m r) \, dr = 0 \quad \forall m \neq n,
\]

(4.18)

\[
\int_0^R r \{J_0(\mu_n r)\}^2 \, dr = \frac{R^2}{2} \{J_0(\mu_n R)\}^2
\]

Multiplying both sides of Equation 4.17 by \( r J_0(\mu_n r) \, dr \) and integrating between the limits 0 to \( R \), we have,

\[
A_n \int_0^R \{J_0(\mu_n r)\}^2 \, r \, dr = \int_0^a T_v J_0(\mu_n r) r \, dr
\]

(4.19)

On further simplifying using Equation 4.18,

\[
A_n = \frac{2T_v}{R^2 J'_0^2(\mu_n R)} \int_0^a J_0(\mu_n r) r \, dr
\]

(4.20)

The radial part of the solution can be written as,

\[
T_1(r, t) = \sum_{n=1}^{\infty} \frac{2T_v}{R^2 J'_0^2(\mu_n R)} \left( \int_0^a J_0(\mu_n r) r \, dr \right) e^{-\mu_n^2 \alpha t} J_0(\mu_n r)
\]

(4.21)

where \( \mu_n \in \{ \frac{3.83}{R}, \frac{7.01}{R}, \frac{10.17}{R}, \ldots \} \). For solution completeness, a constant first term analogous to the Fourier series has to be added to the expansion [93]. The constant first term would be \( \frac{2}{R^2} \int_0^R \zeta f(\zeta) \, d\zeta \) which reduces to \( \frac{2}{R^2} \int_0^a \zeta T_v \, d\zeta \) for the given set of boundary and initial conditions. Thus, the constant first term equals \( T_v \frac{a^2}{R^2} \).

The radial part of the solution with the added constant term can be finally written as,

\[
T_1(r, t) = T_v \left[ \frac{a^2}{R^2} + 2 \sum_{n=1}^{\infty} \frac{J_0(\mu_n r) r \, dr}{R^2 J'_0^2(\mu_n R)} e^{-\mu_n^2 \alpha t} J_0(\mu_n r) \right]
\]

(4.22)
Equation 4.9 is now solved to determine $T_2(z,t)$ using boundary and initial conditions given in Equations 4.10. By letting $T_2(z,t) = k_3(z)k_4(t)$. Equation 4.9 simplifies to,

$$k_4 \frac{\partial^2 k_3}{\partial z^2} = k_3 \frac{1}{\alpha} \frac{\partial k_4}{\partial t}$$

(4.23)

By letting both sides of the equation equal to the constant, $-\lambda^2$, and rearranging, we have,

$$\frac{\partial^2 k_3}{\partial z^2} + k_3 \lambda^2 = 0$$

(4.24)

and

$$\frac{\partial k_4}{\partial t} + \alpha k_4 \lambda^2 = 0$$

(4.25)

Solving Equations 4.24 and 4.25 yields, $k_3(z) = c_5 \cos(\lambda z) + c_6 \sin(\lambda z)$ and $k_4(t) = c_4 e^{-\alpha \lambda^2 t}$ and by using the boundary conditions in the $z$ direction, we have $\frac{\partial k_3}{\partial z} = 0$ at $z = 0$ and $z = d$.

$$\frac{\partial k_3}{\partial z} = \lambda (-c_5 \sin(\lambda z) + c_6 \cos(\lambda z))$$

(4.26)

$\frac{\partial k_3}{\partial z} = 0$ at $z = 0$ implies $c_6 = 0$, and $\frac{\partial k_3}{\partial z} = 0$ at $z = d$ implies $-c_5 \lambda \sin(\lambda d) = 0$. For non-trivial solutions, $\sin(\lambda d) = 0$ which implies, $\lambda = \frac{m\pi}{d}$ for $m = 1, 2, 3, \ldots$. Thus,

$$k_3(z) = c_5 \cos\left(\frac{m\pi z}{d}\right), \quad m = 1, 2, 3, \ldots$$

(4.27)

The resulting solution of the partial differential equation in the $z$ direction is a product of $k_3(z)$ and $k_4(t)$,

$$T_2(z,t) = B \cos\left(\frac{m\pi z}{d}\right) e^{-\left(\frac{m\pi}{d}\right)^2 \alpha t}, \quad m = 1, 2, 3, \ldots$$

(4.28)

where $B = c_4 c_5$ is an arbitrary multiplicative constant. By principle of superposition, the above equation can be written as

$$T_2(z,t) = \sum_{m=0}^{\infty} B_m \cos\left(\frac{m\pi z}{d}\right) e^{-\left(\frac{m\pi}{d}\right)^2 \alpha t}, \quad m = 1, 2, 3, \ldots$$

(4.29)

The series of constants, $B_m$ will be determined using the initial condition in the $z$ direction.

$$\sum_{n=0}^{\infty} B_n \cos\left(\frac{n\pi z}{d}\right) = \begin{cases} 1 & z = 0 \\
0 & 0 < z \leq d \end{cases}$$

(4.30)
By using,
\[ \int_0^d \cos \frac{k_1\pi z}{d} \cos \frac{k_2\pi z}{d} \, dz = \begin{cases} 0 & k_1 \neq k_2 \\ \frac{d}{2} & k_1 = k_2 \neq 0 \\ d & k_1 = k_2 = 0 \end{cases} \quad (4.31) \]

Thus, \( B_0 = 1 \) and \( B_m = 2 \) for all \( m \geq 1 \). The solution in the \( z \) direction can be written as,
\[ T_2(z, t) = 1 + 2 \sum_{m=1}^{\infty} \cos \left( \frac{m\pi z}{d} \right) e^{-\left( \frac{m\pi}{d} \right)^2 \alpha t} \quad (4.32) \]

The overall heat conduction solution is obtained as a product of \( T_1(r, t) \) and \( T_2(z, t) \) and can be written as,
\[ T(r, z, t) = T_v \left[ 1 + 2 \sum_{m=1}^{\infty} \cos \left( \frac{m\pi z}{d} \right) e^{-\left( \frac{m\pi}{d} \right)^2 \alpha t} \right] \times \left[ \frac{a^2}{R^2} + 2 \sum_{n=1}^{\infty} \int_0^a J_0(\mu_n r) \frac{r \, dr}{R^2 J_0^2(\mu_n R)} e^{-\mu_n^2 \alpha t} J_0(\mu_n r) \right] \quad (4.33) \]

where \( \mu_n \in \{ \frac{3.83}{R}, \frac{7.01}{R}, \frac{10.17}{R}, \ldots \} \). Equation 4.33 represents the 2D axisymmetric solution of the virtual heat source internal to the object. Heat conduction happens both in the radial as well as the depth direction.

The effect of the virtual heat source at the center-point of surface above the defect can be calculated by letting \( z = d, r = 0 \) in Equation 4.33 and by using the appropriate \( T_v \) corresponding to the defect. Equation 4.33 reduces to,
\[ T_{vsrc} = T_v \left[ 1 + 2 \sum_{m=1}^{\infty} \cos (m\pi) e^{-\left( \frac{m\pi}{d} \right)^2 \alpha t} \right] \times \left[ \frac{a^2}{R^2} + 2 \sum_{n=1}^{\infty} \int_0^a J_0(\mu_n r) \frac{r \, dr}{R^2 J_0^2(\mu_n R)} e^{-\mu_n^2 \alpha t} J_0(\mu_n r) \right] \quad (4.34) \]

where \( \mu_n \in \{ \frac{3.83}{R}, \frac{7.01}{R}, \frac{10.17}{R}, \ldots \} \). For the stainless steel experimental specimen discussed in the next section, \( a = 7.5 \text{mm}, R = 20 \text{mm}, \alpha = 4.05 \times 10^{-6} \text{m}^2\text{s}^{-1} \). Corresponding to the shallowest defect, \( d = 0.39 \text{mm} \) and \( T_v = 0.6 \). 50 terms were used in the summation in the radial and depth directions. Figure 4.7 shows the surface temperature-time history that is obtained from the model, corresponding to virtual heat sources present at different depths. It is evident that the effect of the virtual heat sources on the surface decreases with the defect depth.
Figure 4.7: Comparison of the effect of virtual heat sources at the surface, caused by the presence of defects at different depths, from the proposed heat diffusion model

The resulting cooling profile at the surface of a defective sample is obtained as the sum of 1D heat diffusion that is caused in an object without any defects and the effect of a virtual heat source at \( z = 0 \). Mathematically, it is represented as the sum of Equation 4.4 and Equation 4.34.

\[
T = T_0 \left[ \frac{1 + 2 \sum_{n=1}^{\infty} \cos \left( \frac{n\pi d}{L} \right) \exp \left( \frac{-n^2\pi^2 \alpha t}{L^2} \right)}{3} \right] + T_v \left[ 1 + 2 \sum_{m=1}^{\infty} \cos \left( m\pi \right) e^{-\left( \frac{m\pi}{d} \right)^2 \alpha t} \right] \left[ \frac{a^2}{R^2} + 2 \sum_{n=1}^{\infty} \frac{J_0(\mu_n r)}{R^2 J_0^2(\mu_n R)} e^{-\mu_n^2 \alpha t} \right] \quad (4.35)
\]

From Equation 4.35, given the surface temperature loading \( T_0 \), defect depth \( d \), defect radius \( a \), depth of the test specimen \( L \), Thermal Diffusivity \( \alpha \), the model can predict the cooling curve at the surface. \( T_v \) is calculated using Equation 4.5. Figure 4.8 compares the model-predicted cooling curve that is obtained on the surface of the stainless steel specimen containing flat-bottom holes at depths 0.39mm, 0.92mm, 1.94mm and 2.92mm from the surface. For easier comparison of the cooling curves, the individual cooling curves are linearly scaled between 0-1.
It is important to also point out that the proposed heat diffusion model can not only account for the different depths, but it can also account for different defect sizes as long as the defect cross-section is circular and the defect orientation is parallel to the specimen’s surface (circular flat-bottom holes and circular cracks). In fact, for defects of different size at the same depth, the model can predict the cooling curve at the surface by altering the value of parameter $a$ in Equation 4.35. A larger defect corresponds to a larger virtual heat source, while a small defect corresponds to a smaller virtual heat source. Figure 4.9 compares the cooling curve that is obtained for two defects at depth 1mm, whose radii are 5mm and 15mm respectively. The 15mm radius defect produces a slower cooling rate at the surface than the 5mm radius defect. This can be attributed to the intuitive fact that larger defects offer more resistance to the flow of heat more than smaller defects.

**Figure 4.8**: Predicted cooling curves over defective areas of the stainless steel specimen containing flat-bottom holes at depths of 0.39mm, 0.92mm, 1.92mm and 2.94mm using the proposed model
Figure 4.9: Comparison of defects of different sizes at the same depth in stainless steel using the proposed heat diffusion model

4.4 Experimental Tests

4.4.1 Experimental Setup and Data Collection

The experimental setup used for the Pulsed Thermography experiments is shown in Figure 4.10. A Speedotron™ 4800W power pack was used to trigger two strobes which output 2400W each with a flash duration of 1/300s. In order to have a fairly uniform heating profile on the surface, the two strobes were placed symmetrically with respect to the test specimen. The strobes cause an instantaneous temperature increase, followed by cooling due to diffusion of heat into the interior.

The cooling trend is captured by the FLIR™ A320G Infrared camera which acquires data at 60Hz. The detector is a focal plane array uncooled microbolometer with a spectral range of 7.5 – 13µm and the resolution is 240x320 pixels. The detector pitch is 25µm and the detector time constant is 12ms. The Thermal Sensitivity of the camera is 50mK. The focal length of the lens is 18mm and the f-number is 1.3 with a spatial resolution of 1.3 mrad. The 16 bit data is transferred
to a laptop via ethernet where it is further processed.

Experiments were performed on a 6.24mm thick 304-stainless steel plate sample with six flat-bottom holes at known depths as shown in Figure 4.11. The flat-bottom holes are 7.5mm radius each at the following depths: 0.39mm, 0.92mm, 1.94mm, 2.92mm, 3.94mm and 4.95mm from the surface. The front surface of the stainless steel specimen was coated with black paint to maximize heat absorption. The front and back surfaces of the stainless steel plate are assumed to be insulated in the proposed heat diffusion model. In reality, there is a very small convective heat loss to the surroundings.

Figure 4.10: Pulsed Thermography experimental setup
4.4.2 Experimental Results

The model-predicted cooling curves and the experimental results obtained on the stainless steel specimen are compared in this section. The model-predicted cooling curve and the experimentally obtained cooling curve above a defectless area are shown in Figure 4.12. The model-predicted cooling curves are compared with experiments at the surface of locations containing flat-bottom defects at depths 0.39mm, 0.92mm, 1.92mm and 2.92mm in Figures 4.13-4.16. In all cases, there is an excellent agreement between the model and the experiments. The flat-bottom defects present at 3.94mm and 4.95mm depth from the surface could not be detected as they were found to be too deep to be detected by the Pulsed Thermography setup utilized in the tests. The Infrared camera used in the tests had a Thermal Sensitivity of about 50mK which is quite low compared to the more costly Infrared cameras that are typically used in Pulsed Thermography NDE, which have a Thermal Sensitivity of about 18mK.
Figure 4.12: Comparison of experimental and model-predicted cooling curves at a sound area

Figure 4.13: Comparison of experimental and model-predicted cooling curves for different defect present in the stainless steel specimen at depth of 0.39mm from the surface
Figure 4.14: Comparison of experimental and model-predicted cooling curves for different defect present in the stainless steel specimen at depth of 0.92mm from the surface.

Figure 4.15: Comparison of experimental and model-predicted cooling curves for different defect present in the stainless steel specimen at depth of 1.94mm from the surface.
Defect depth and size estimation in Pulsed Infrared Thermography is usually based on 1D heat conduction models. However, 1D heat conduction based models are generally inadequate in predicting the heat flow around defects. A novel method based on virtual heat sources was proposed to account for the 2D axisymmetric heat diffusion around defects and accurately predict the defect depth and size using Pulsed Infrared Thermography. The model predictions of surface temperature cooling trends were compared to experimental results obtained on a stainless steel plate specimen with flat-bottom holes drilled at different depths. The match was found to be quite satisfactory, validating the model. In the modeling process, perfectly insulated boundary conditions were assumed, whereas, in reality there is a small convective heat loss to the surroundings which could cause minor errors in the predicted cooling curves. Due to the low Thermal Sensitivity of the Infrared camera that was used, the two deepest defects could not be detected in the experiments. The model uses values of defect depth and defect
size independently, and it can therefore be parameterized to predict both of these quantities.
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Chapter 5

Defect Depth and Size Estimation in Quasi-Isotropic Materials
5.1 Abstract

In this chapter, a novel approach based on 3D heat conduction is proposed to estimate the defect depth and size in quasi-isotropic composite structures. The proposed approach uses the excess temperature profile that is obtained over a defective area with respect to a sound area to estimate the defect dimensions and depth. The modeling process involved extensive coordinate transformations to reduce the anisotropic heat conduction problem to the isotropic domain, followed by separation of variables to solve the partial differential equation. The validity of the model and approach is established using Pulsed Thermography experiments performed on a composite panel containing rectangular flat-bottom holes of different sizes, present at different depths.

5.2 Introduction

Composites are becoming an integral part of high performance structures in the aerospace and wind energy industry. Accurate and efficient NDT methods are needed to monitor the state of health of these structures [36, 40, 61, 62, 64–64, 80, 82–85, 95]. Most of the existing methods on defect size and depth estimation in Infrared Thermography NDT are based on the assumption of 1D heat diffusion, the solution of which is based on the study by Parker et al. [92]. In most cases of extended defects, the heat flow interaction with defects is more than one dimensional as shown in Figure 5.1a, especially in the case of composites with different thermal properties in different directions. It was discussed earlier how simple 1D heat diffusion based models are unable to predict accurately the heat diffusion around defects, hence the estimation of defect size and depth is not accurate.

When a pulse of thermal energy is deposited on the surface of an object, heat flows to the interior of the object, thereby, cooling the surface. When the heat flow encounters a defect, heat flows around it. The presence of the defect hampers heat flow to the interior, causing a build up of heat directly above the defective area. However, in a sound area (an area without any underlying defect), heat flows quicker due to the absence of any resistance. For the two points, 1 and
2, considered in Figure 5.1a, Figure 5.1b shows the temperature profile with time.

![Diagram of heat flow and temperature profile with time](image)

(a) Heat flow around a defect  
(b) Comparison of cooling at points over the defective area and a sound area

**Figure 5.1:** The rate of cooling at a point above the defective area is slower due to the resistance offered to the flow of heat by the presence of the defect.

Based on the cooling curve obtained over a defective area with respect to the sound area, which will be referred to by “excess temperature”, and denoted by $T_e$, the authors propose to determine the defect size and depth. Figure 5.2 shows a typical excess temperature variation with time obtained over a defective area with respect to the sound area. The excess temperature is caused by the presence of the defect which resists the flow of heat, which is modeled using virtual heat sources. The concept of virtual heat sources was introduced by the author of this dissertation in a previous work [20]. The previous study discussed in the chapter 4 of this dissertation involved studies on homogeneous and isotropic materials like stainless steel that contained 2D axisymmetric defects like flat-bottom holes. In this chapter, the concept is extended to quasi-isotropic composites containing rectangular defects. In the subsequent sections, the heat flow interaction with defects is modeled and a closed-form analytical solution is derived to represent the excess temperature. The results of the model were compared with Pulsed Thermography experiments that were performed on a quasi-isotropic composite panel containing rectangular flat-bottom defects. Specifically, the test specimen that was fabricated was 6mm thick and contained nine rectangular, flat-bottom defects.
of different sizes, present at different depths from the surface. The experimental results obtained validated the model.

Figure 5.2: The excess temperature that builds up over a defective area with time with reference to the sound area.

5.3 Modeling Heat Flow in Composites

Figure 5.3 depicts the based idea of the modeling process. The excess temperature that is obtained over a surface containing an underlying defect can be modeled using the virtual heat source introduced in chapter 4. The virtual heat source is present at a depth $d$ from the surface and it has the same dimensions as the underlying flaw.

Figure 5.3: Modeling the presence of the defect in composite structures.

The governing equation of the flow of heat in a composite plate with density
\( \rho, \) specific heat capacity \( c \) is given by,

\[
\rho c \frac{\partial T}{\partial t} = K_p \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} \right) + K_z \frac{\partial^2 T}{\partial z^2} \tag{5.1}
\]

Since we are assuming a quasi-isotropic material here, the thermal conductivity is the same along all directions in the \( x-y \) plane. The \( x-y-z \) coordinate system is defined with respect to origin, \( O \), as shown in Figure 5.4. \( K_p \) refers to the longitudinal thermal conductivity in the \( x-y \) plane and \( K_z \) refers to the transverse thermal conductivity in the \( z \) direction. The boundary conditions correspond to the case of insulated surfaces at \( x = \pm h_1, y = \pm h_2, z = 0 \) and \( z = d \). At \( t = 0 \), the surface \( z = 0, -a \leq x \leq a, -b \leq y \leq b \) is subjected to a heat pulse of magnitude \( T_0 \). It is assumed that the heat is absorbed over a very thin layer of material whose thickness is \( \delta \). The set of boundary and initial conditions is shown in Equation 5.2.

\[
\begin{align*}
\frac{\partial T}{\partial x} &= 0 \quad & x &= \pm h_1, \quad t > 0 \\
\frac{\partial T}{\partial y} &= 0 \quad & y &= \pm h_2, \quad t > 0 \\
\frac{\partial T}{\partial z} &= 0 \quad & z &= 0 \text{ and } z = d \quad & t > 0 \\
T &= T_0 \quad & 0 \leq z \leq \delta, -a \leq x \leq a, -b \leq y \leq b, \quad & t = 0 \\
T &= 0 \quad & \delta < z \leq d, -a \leq x \leq a, -b \leq y \leq b, \quad & t = 0
\end{align*}
\tag{5.2}
\]

![Figure 5.4: Virtual Source heating model](image)
Equation 5.1 depicts the heat conduction equation in a quasi-isotropic material, which is difficult to solve analytically. Carslaw et al. [93] suggest the following coordinate transformation that will reduce the problem to an isotropic domain. By letting, \( X = x \left( \frac{K}{K_p} \right)^{\frac{1}{2}} \), \( Y = y \left( \frac{K}{K_p} \right)^{\frac{1}{2}} \) and \( Z = z \left( \frac{K}{K_z} \right)^{\frac{1}{2}} \), Equation 5.1 transforms to,

\[
\rho c \frac{\partial T}{\partial t} = K \left( \frac{\partial^2 T}{\partial X^2} + \frac{\partial^2 T}{\partial Y^2} + \frac{\partial^2 T}{\partial Z^2} \right) \tag{5.3}
\]

The boundary conditions in Equation 5.2 transform to,

\[
\begin{align*}
\frac{\partial T}{\partial X} &= 0, & X &= \pm h_1 \left( \frac{K}{K_p} \right)^{\frac{1}{2}} \\
\frac{\partial T}{\partial Y} &= 0, & Y &= \pm h_2 \left( \frac{K}{K_p} \right)^{\frac{1}{2}} \\
\frac{\partial T}{\partial Z} &= 0, & Z &= 0 \text{ and } Z &= d \left( \frac{K}{K_z} \right)^{\frac{1}{2}} \tag{5.4}
\end{align*}
\]

In the region, \( -a \left( \frac{K}{K_p} \right)^{\frac{1}{2}} \leq X \leq a \left( \frac{K}{K_p} \right)^{\frac{1}{2}} \), \( -b \left( \frac{K}{K_p} \right)^{\frac{1}{2}} \leq Y \leq b \left( \frac{K}{K_p} \right)^{\frac{1}{2}} \), the initial conditions in Equation 5.2 transform to,

\[
\begin{align*}
T &= T_0, & 0 \leq Z \leq \delta \left( \frac{K}{K_z} \right)^{\frac{1}{2}} \\
T &= 0, & \delta \left( \frac{K}{K_z} \right)^{\frac{1}{2}} < Z \leq d \left( \frac{K}{K_z} \right)^{\frac{1}{2}} \tag{5.5}
\end{align*}
\]

An infinitesimal element’s volume must be the same in the \( x-y-z \) and \( X-Y-Z \) coordinate systems [96]. Thus, \( dx \, dy \, dz = dX \, dY \, dZ \). From the above set of transformations, \( dX = dx \left( \frac{K}{K_p} \right)^{\frac{1}{2}} \), \( dY = dy \left( \frac{K}{K_p} \right)^{\frac{1}{2}} \) and \( dZ = dz \left( \frac{K}{K_z} \right)^{\frac{1}{2}} \) and hence \( K = (K_p^2 K_z)^{\frac{1}{3}} \). By letting \( \alpha = \frac{K}{\rho c} \), Equation 5.3 can be written as,

\[
\frac{1}{\alpha} \frac{\partial T}{\partial t} = \left( \frac{\partial^2 T}{\partial X^2} + \frac{\partial^2 T}{\partial Y^2} + \frac{\partial^2 T}{\partial Z^2} \right) \tag{5.6}
\]

Equation 5.6 can be solved analytically [94] with the transformed set of boundary and initial conditions. The nature of boundary and initial conditions permit the separation of the problem into three separate problems in the \( X \), \( Y \) and \( Z \) directions [93]. Let \( T_X \) be the solution of \( \frac{1}{\alpha} \frac{\partial T_X}{\partial t} = \frac{\partial^2 T_X}{\partial X^2} \). Similarly, let \( T_Y \) and \( T_Z \) be the solutions of \( \frac{1}{\alpha} \frac{\partial T_Y}{\partial t} = \frac{\partial^2 T_Y}{\partial Y^2} \) and \( \frac{1}{\alpha} \frac{\partial T_Z}{\partial t} = \frac{\partial^2 T_Z}{\partial Z^2} \) respectively. The final solution for Equation 5.6 with the set of boundary and initial conditions shown in Equation 5.4 is obtained as a product of \( T_X \), \( T_Y \) and \( T_Z \).
In the $X$ direction, the partial differential equation to be solved and the set of boundary and initial conditions is,

$$\frac{1}{\alpha} \frac{\partial T_X}{\partial t} = \frac{\partial^2 T_X}{\partial X^2},$$

$$\frac{\partial T_X}{\partial X} = 0 \quad X = \pm h_1 \left( \frac{K_z}{K_p} \right)^{\frac{1}{6}}, \quad t > 0 \quad (5.7)$$

$$T_X = 1 \quad -a \left( \frac{K_z}{K_p} \right)^{\frac{1}{6}} \leq X \leq a \left( \frac{K_z}{K_p} \right)^{\frac{1}{6}}, \quad t = 0$$

By letting $\beta = \left( \frac{K_z}{K_p} \right)^{\frac{1}{6}}$, Equations 5.7 simplifies to,

$$\frac{1}{\alpha} \frac{\partial T_X}{\partial t} = \frac{\partial^2 T_X}{\partial X^2},$$

$$\frac{\partial T_X}{\partial X} = 0 \quad X = \pm h_1 \beta, \quad t > 0 \quad (5.8)$$

$$T_X = 1 \quad -a \beta \leq X \leq a \beta, \quad t = 0$$

Similarly, the set of equations in the $Y$ direction is given by,

$$\frac{1}{\alpha} \frac{\partial T_Y}{\partial t} = \frac{\partial^2 T_Y}{\partial Y^2},$$

$$\frac{\partial T_Y}{\partial Y} = 0 \quad Y = \pm h_2 \beta, \quad t > 0 \quad (5.9)$$

$$T_Y = 1 \quad -b \beta \leq Y \leq b \beta, \quad t = 0$$

In the $Z$ direction,

$$\frac{1}{\alpha} \frac{\partial T_Z}{\partial t} = \frac{\partial^2 T_Z}{\partial Z^2},$$

$$\frac{\partial T_Z}{\partial Z} = 0 \quad Z = 0 \text{ and } Z = \frac{d}{\beta^2}, \quad t > 0 \quad (5.10)$$

$$T_Z = T_0 \quad 0 \leq Z \leq \frac{d}{\beta^2}, \quad t = 0$$

$$T_Z = 0 \quad \frac{d}{\beta^2} < Z \leq \frac{d}{\beta^2}, \quad t = 0$$

The most general solution for the partial differential equation in the $X$ direction is,

$$T_X = (c_1 \sin(\lambda_1 X) + c_2 \cos(\lambda_1 X)) e^{-\alpha \lambda_1^2 t} \quad (5.11)$$

where $c_1$, $c_2$ and $\lambda_1$ are general constants that need to determined using the prescribed boundary and initial conditions. The partial derivative in the $X$ direction is given by,

$$\frac{\partial T_X}{\partial X} = (c_1 \lambda_1 \cos(\lambda_1 X) - c_2 \lambda_1 \sin(\lambda_1 X)) e^{-\alpha \lambda_1^2 t} \quad (5.12)$$

Using boundary conditions from Equation 5.8, we have,

$$c_1 \lambda_1 \cos(\lambda_1 h_1 \beta) + c_2 \lambda_1 \sin(\lambda_1 h_1 \beta) = 0 \quad (5.13)$$

$$c_1 \lambda_1 \cos(\lambda_1 h_1 \beta) - c_2 \lambda_1 \sin(\lambda_1 h_1 \beta) = 0$$
The set of equations implies that either $c_1 = 0$ or $c_2 = 0$ and for non-trivial solutions, $c_2 \lambda_1 \sin(\lambda_1 h_1 \beta) = 0$ or $c_1 \lambda_1 \cos(\lambda_1 h_1 \beta) = 0$, respectively. In this study, $c_1 = 0$ is picked. For non-trivial solutions, $\sin(\lambda_1 h_1 \beta) = 0$. This implies $\lambda_1 = \frac{n \pi}{h_1 \beta}$, where $n$ is any integer. The most general solution is, $T_X = c_2 \cos \left( \frac{n \pi X}{h_1 \beta} \right) e^{-t \alpha \left( \frac{n \pi h_1}{h_1 \beta} \right)^2}$.

By using principle of superposition of the solutions, we have,

$$T_X = \sum_{n=0}^{\infty} c_n \cos \left( \frac{n \pi X}{h_1 \beta} \right) e^{-t \alpha \left( \frac{n \pi}{h_1 \beta} \right)^2}$$ \hspace{1cm} (5.14)

c_n are a series of multiplicative constants that need to determined by using the initial conditions and by using the orthogonality property of cosines. At $t = 0$, $T_X = 1$ for $-a \beta \leq X \leq a \beta$.

$$\sum_{n=0}^{\infty} c_n \cos \left( \frac{n \pi X}{h_1 \beta} \right) = 1 \hspace{1cm} -a \beta \leq X \leq a \beta$$ \hspace{1cm} (5.15)

By using orthogonality property of cosines,

$$\int_{-h_1 \beta}^{h_1 \beta} \cos \left( \frac{n_1 \pi X}{h_1 \beta} \right) \cos \left( \frac{n_2 \pi X}{h_1 \beta} \right) dX = \begin{cases} 0 & n_1 \neq n_2 \\ \frac{1}{h_1 \beta} & n_1 = n_2 \neq 0 \\ 2 & n_1 = n_2 = 0 \end{cases}$$ \hspace{1cm} (5.16)

Thus, $c_0 = \frac{a}{h_1}$ and $c_n = \frac{1}{h_1 \beta} \int_{-a \beta}^{a \beta} \cos \left( \frac{n \pi a}{h_1 \beta} \right) dX$. This implies $c_n = \frac{2}{n \pi} \sin \left( \frac{n \pi a}{h_1} \right)$ for all $n \neq 0$. The general solution in the X direction can be written as,

$$T_X = \frac{a}{h_1} + \sum_{n=1}^{\infty} \frac{2}{n \pi} \sin \left( \frac{n \pi a}{h_1} \right) \cos \left( \frac{n \pi X}{h_1 \beta} \right) e^{-t \alpha \left( \frac{n \pi h_1}{h_1 \beta} \right)^2}$$ \hspace{1cm} (5.17)

Since the governing equation, boundary conditions and the initial conditions in the Y direction are similar to the X direction, the general solution in the Y direction can be written as

$$T_Y = \frac{b}{h_2} + \sum_{m=1}^{\infty} \frac{2}{m \pi} \sin \left( \frac{m \pi b}{h_2} \right) \cos \left( \frac{m \pi Y}{h_2 \beta} \right) e^{-t \alpha \left( \frac{m \pi h_2}{h_2 \beta} \right)^2}$$ \hspace{1cm} (5.18)

In the Z direction, the most general solution is,

$$T_Z = (c_3 \sin(\lambda_3 Z) + c_4 \cos(\lambda_3 Z)) e^{-t \alpha \lambda_3^2}$$ \hspace{1cm} (5.19)
where \( c_3, c_4 \) and \( \lambda_3 \) are general constants that need to determined using the prescribed boundary and initial conditions. The partial derivative in the \( Z \) direction is given by,

\[
\frac{\partial T}{\partial Z} = (c_3 \lambda_3 \cos(\lambda_3 Z) - c_4 \lambda_3 \sin(\lambda_3 Z)) e^{-\alpha \lambda_3^2} \tag{5.20}
\]

Using boundary conditions from Equation 5.10, we have, \( \frac{\partial T}{\partial Z} = 0 \) at \( Z = 0 \) implies \( c_3 \lambda_3 \cos(\lambda_3 Z) = 0 \) and hence \( c_3 = 0 \). \( \frac{\partial T}{\partial Z} = 0 \) at \( Z = \frac{d}{\beta^2} \) implies \( c_4 \lambda_3 \sin(\frac{d \lambda_3}{\beta^2}) = 0 \).

For non-trivial solutions, \( \frac{d \lambda_3}{\beta^2} = k \pi \) which implies \( \lambda_3 = \frac{k \pi \beta^2}{d} \) for any integer \( k \).

Thus, \( T_Z = c_4 \cos\left(\frac{k \pi \beta^2 Z}{d}\right) e^{-\alpha \left(\frac{k \pi \beta^2}{d}\right)^2} \). By using principle of superposition of the solutions, we have,

\[
T_Z = \sum_{k=0}^{\infty} c_k \cos\left(\frac{k \pi \beta^2 Z}{d}\right) e^{-\alpha \left(\frac{k \pi \beta^2}{d}\right)^2} \tag{5.21}
\]

\( c_k \) are a series of multiplicative constants that need to determined by using the initial conditions and by using the orthogonality property of cosines. At \( t = 0 \),

\[
\sum_{k=0}^{\infty} c_k \cos\left(\frac{k \pi \beta^2 Z}{d}\right) = \begin{cases} 
T_0 & 0 \leq Z \leq \frac{\delta}{\beta^2} \\
0 & \frac{\delta}{\beta^2} < Z \leq \frac{d}{\beta^2} 
\end{cases} \tag{5.22}
\]

By using orthogonality property of cosines,

\[
\int_0^{\frac{d}{\beta^2}} \cos\left(\frac{k_1 \pi \beta^2 Z}{d}\right) \cos\left(\frac{k_2 \pi \beta^2 Z}{d}\right) dZ = \begin{cases} 
0 & k_1 \neq k_2 \\
\frac{d}{2 \beta^2} & k_1 = k_2 \neq 0 \\
\frac{d}{\beta^2} & k_1 = k_2 = 0 
\end{cases} \tag{5.23}
\]

Thus, \( c_0 = \frac{\delta T_0}{d} \) and \( c_k = \frac{2T_0}{k \pi} \sin\left(\frac{k \pi \delta}{d}\right) \) for all \( k \neq 0 \). The general solution in the \( Z \) direction can be written as,

\[
T_Z = T_0 \delta \frac{d}{d} \left(1 + \sum_{k=1}^{\infty} 2 \frac{\sin\left(\frac{k \pi \delta}{d}\right)}{k \pi \delta} \cos\left(\frac{k \pi \beta^2 Z}{d}\right) e^{-\alpha \left(\frac{k \pi \beta^2}{d}\right)^2}\right) \tag{5.24}
\]

Since the heat absorption length, \( \delta \) is assumed to be very small, \( \frac{\sin\left(\frac{k \pi \delta}{d}\right)}{k \pi \delta} \rightarrow 1 \). Thus 5.24 reduces to,

\[
T_Z = T_0 \delta \frac{d}{d} \left(1 + \sum_{k=1}^{\infty} 2 \cos\left(\frac{k \pi \beta^2 Z}{d}\right) e^{-\alpha \left(\frac{k \pi \beta^2}{d}\right)^2}\right) \tag{5.25}
\]
The overall effect of the virtual source, $T$, is obtained as the product of $T_X$, $T_Y$ and $T_Z$ which are obtained from Equations 5.17, 5.18 and 5.25. Thus,

$$ T = \frac{ab}{h_1 h_d} \delta T_0 (1 + \sum_{n=1}^{\infty} \frac{2h_1}{n \pi a} \sin \left( \frac{n \pi a}{h_1} \right) \cos \left( \frac{n \pi X h_1}{h_2} \right) e^{-\alpha \frac{\pi \beta}{h_1 h_2}}) \times$$

$$ (1 + \sum_{m=1}^{\infty} \frac{2h_2}{m \pi b} \sin \left( \frac{m \pi b}{h_2} \right) \cos \left( \frac{m \pi Y h_2}{h_3} \right) e^{-\alpha \frac{\pi \beta}{h_2 h_3}}) \times$$

$$ (1 + \sum_{k=1}^{\infty} 2 \cos \left( \frac{k \pi \beta^2 Z}{d} \right) e^{-\alpha \frac{\pi \beta}{h_2 h_3}}) \times$$

$$ (1 + \sum_{k=1}^{\infty} 2(-1)^k e^{-\alpha \frac{\pi \beta}{h_2 h_3}}) \times$$

$$ (1 + \sum_{k=1}^{\infty} \frac{2h_3}{k \pi Z} \sin \left( \frac{k \pi Z}{h_3} \right) e^{-\alpha \frac{\pi \beta}{h_2 h_3}}) \times$$

$$ (1 + \sum_{k=1}^{\infty} \frac{(-1)^k}{k \pi Z} e^{-\alpha \frac{\pi \beta}{h_2 h_3}}) \times$$

where $\delta$ and $T_0$ are scaling factors and can be factored out by assuming that $T_0$ is unity and $\delta$ is a constant absorption thickness. Of particular interest is the effect of virtual source at a point on the surface, directly above the defective area, which is the excess temperature, $T_e$. By letting, $X = 0, Y = 0, Z = \frac{d}{\beta^2}$,

$$ T_e = \frac{ab}{h_1 h_d} \delta T_0 (1 + \sum_{n=1}^{\infty} \frac{2h_1}{n \pi a} \sin \left( \frac{n \pi a}{h_1} \right) e^{-\alpha \frac{\pi \beta}{h_1 h_2}}) \times$$

$$ (1 + \sum_{m=1}^{\infty} \frac{2h_2}{m \pi b} \sin \left( \frac{m \pi b}{h_2} \right) \cos \left( \frac{m \pi Y h_2}{h_3} \right) e^{-\alpha \frac{\pi \beta}{h_2 h_3}}) \times$$

$$ (1 + \sum_{k=1}^{\infty} 2(-1)^k e^{-\alpha \frac{\pi \beta}{h_2 h_3}}) \times$$

$$ (1 + \sum_{k=1}^{\infty} \frac{(-1)^k}{k \pi Z} e^{-\alpha \frac{\pi \beta}{h_2 h_3}}) \times$$

$$ (1 + \sum_{k=1}^{\infty} \frac{(-1)^k}{k \pi Z} e^{-\alpha \frac{\pi \beta}{h_2 h_3}}) \times$$

Equation 5.27 represents the excess temperature on the surface of the test specimen caused by the presence of an underlying defect. The defect is present at a depth $d$ from the surface and the defect area is $2a \times 2b$. Thus, given the dimensions and the thermal properties of the test specimen, using the excess temperature, the dimensions and the depth of the defect can be estimated using Equation 5.27.

The thermal and mechanical properties of the CFRP (Carbon Fiber Reinforced Plastic) plate tested experimentally are taken from literature [65,96]. The longitudinal Thermal Conductivity of the plate, $K_p$ is 48 $W/m.K$. The transverse Thermal Conductivity of the plate, $K_z$ is 0.3 $W/m.K$. The density of CFRP material, $\rho$ is 2000 $Kg/m^3$ and the Specific Heat Conductivity, $C$ is 1000 $J/Kg.K$. Since, $\beta = \left( \frac{K_z}{K_p} \right)^{\frac{1}{2}}$, using values of $K_z$ and $K_p$, the value of $\beta$ was calculated as 0.43. Since $\alpha = \left( \frac{K_z^2 K_z}{\rho C} \right)^{\frac{1}{2}}$, the value of $\alpha$ was calculated as $0.44 \times 10^{-5} m^2/s$.

Using Equation 5.27, the excess temperature is calculated and presented in Figures 5.5 and 5.6. Figure 5.5 compares the excess temperature that was obtained over regions containing defects of three different size at the same depth. The dimensions of the defects modeled were 12mmx12mm, 25mmx25mm and 37mmx37mm,
respectively. All the three defects were present at a depth of 3mm from the surface. Note that the excess temperature corresponding to the larger defect has higher magnitude overall. This is due to the fact that the larger defect offers more resistance to the flow of heat than a smaller defect. Figure 5.6 compares the excess temperature that was obtained over regions containing defects of the same size, but present at different depths from the top surface. The dimensions of the defects were 25mmx25mm and were present at depths 2mm, 3mm and 4mm from the surface, respectively. The shallowest defect has the most excess temperature when compared to the deeper defects due to the fact that it offers the most resistance to the flow of heat when compared to the other defects.

**Figure 5.5**: Comparison of excess temperature that was obtained at the surface of locations containing rectangular flat-bottom defects of size 12mmx12mm, 25mmx25mm and 37mmx37mm at a depth of 3mm from the surface
Figure 5.6: Comparison of excess temperature that was obtained at the surface of locations containing rectangular flat-bottom defects at depths 2mm, 3mm and 4mm from the surface. All the three defects were 25mmx25mm.

5.4 Experimental Setup and Results

The experimental setup used for the Pulsed Thermography experiments is shown in Figure 5.7. A Speedotron™ 4800W power pack was used to trigger two strobes which output 2400W each with a flash duration of 1/300s. In order to have a fairly uniform heating profile on the surface, the two strobes were placed symmetrically with respect to the test specimen. The strobes cause an instantaneous temperature increase, followed by cooling due to diffusion of heat into the interior. The cooling trend is captured by the FLIR™ A320G Infrared camera which acquires data at 60Hz. The detector is a focal plane array uncooled microbolometer with a spectral range of 7.5 – 13µm and the resolution is 240x320 pixels. The detector pitch is 25µm and the detector time constant is 12ms. The Thermal Sensitivity of the camera is 50mK. The focal length of the lens is 18mm and the f-number is 1.3 with a spatial resolution of 1.3 mrad. The 16 bit data was transferred to a laptop via ethernet where it is further processed.
Detailed experiments were performed on a composite panel containing rectangular flat-bottom holes of different sizes and depths as shown in Figure 5.8. The quasi-isotropic composite plate contained layers that were oriented in the $[0^\circ/ -45^\circ/ +45^\circ/90^\circ]$ directions. The panel was 6mm thick and contained rectangular flat-bottom defects at depths of 2mm, 3mm, 4mm and 5mm from the top surface. The dimensions of the defects were 12mmx12mm, 25mmx25mm and 37mmx37mm. Table 5.1 contains the depth and size information about the nine defects present in the composite panel. The defect indices are marked as shown in Figure 5.8. A picture of the composite panel containing defects is shown in Figure 5.9. However, it is to be noted that Pulsed Thermography experiments were performed on the other side of the panel, where the defects are not visible. The surface of the composite panel was coated with a thin layer of black paint to improve the heat absorption at the surface when a thermal loading is applied. The front and back surfaces of the composite test specimen are assumed to be insulated in the proposed heat diffusion model. In reality, there is a small convective heat loss to the surroundings.
Figure 5.8: Schematic of the composite panel consisting of rectangular flat-bottom holes of different sizes, present at different depths

Figure 5.9: The composite panel consisting of rectangular flat-bottom holes of different sizes, present at different depths
Table 5.1: Defect depth and size of the 9 rectangular flat-bottom defects present in the composite panel

<table>
<thead>
<tr>
<th>Defect Index</th>
<th>Defect Dimensions</th>
<th>Defect Depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12mmx12mm</td>
<td>3mm</td>
</tr>
<tr>
<td>2</td>
<td>25mmx25mm</td>
<td>3mm</td>
</tr>
<tr>
<td>3</td>
<td>37mmx37mm</td>
<td>3mm</td>
</tr>
<tr>
<td>4</td>
<td>25mmx25mm</td>
<td>2mm</td>
</tr>
<tr>
<td>5</td>
<td>25mmx25mm</td>
<td>3mm</td>
</tr>
<tr>
<td>6</td>
<td>25mmx25mm</td>
<td>4mm</td>
</tr>
<tr>
<td>7</td>
<td>12mmx12mm</td>
<td>5mm</td>
</tr>
<tr>
<td>8</td>
<td>25mmx25mm</td>
<td>5mm</td>
</tr>
<tr>
<td>9</td>
<td>37mmx37mm</td>
<td>5mm</td>
</tr>
</tbody>
</table>

In the Pulsed Thermography process, the data was acquired for a period of 30 seconds after the composite panel was subjected to thermal loading. The camera was operated at a speed of 15Hz. The excess temperature was computed by calculating the average temperature profile within an area of interest and subtracting from it the average temperature profile of an equivalent area surrounding the area of interest. Figure 5.10 compares the experimentally obtained excess temperature that was obtained over regions containing defects of three different size at the same depth. The dimensions of the defects modeled were 12mmx12mm, 25mmx25mm and 37mmx37mm, respectively. All the three defects were present at a depth of 3mm from the surface. As noted before from Figure 5.5, the largest defect offers the most resistance to the flow of heat and hence, the maximum excess temperature when compared to the smaller defects. Figure 5.11 compares the experimentally obtained excess temperature that was obtained over regions containing defects of the same size at three different depths from the surface. The dimensions of the defects were 25mmx25mm and they were present at depths of 2mm, 3mm and 4mm, respectively, from the surface. Similar to the modeled results, as shown in Figure 5.6, the shallowest defect offers most resistance to the heat flow, causing the highest excess temperature relative to the deeper defects.
Figure 5.10: Comparison of experimentally obtained excess temperature obtained over rectangular flat-bottom defects that are 12mmx12mm, 25mmx25mm and 37mmx37mm at a depth of 3mm from the surface.

Figure 5.11: Comparison of experimentally obtained excess temperature obtained over rectangular flat-bottom defects that are 25mmx25mm at depths of 2mm, 3mm and 4mm from the surface.

The model predicted excess temperature is compared with the experimentally computed excess temperature for the defects 1-6 as shown in Figures 5.12-5.17. In all cases, there is a reasonably good match between the theory and experiments, validating the proposed model. The thickness and depth of defects 7-9 could not
be estimated accurately. These defects did not present any excess temperature, and hence the depth and size could not be estimated for these defects. This could be because of the limitations of the Pulsed Thermography setup that was used in the experiments.

**Figure 5.12:** Comparison of experimentally obtained excess temperature and model predicted excess temperature over a location containing a 12mmx12mm rectangular flat-bottom hole at a depth of 3mm from the surface

**Figure 5.13:** Comparison of experimentally obtained excess temperature and model predicted excess temperature over a location containing a 25mmx25mm rectangular flat-bottom hole at a depth of 3mm from the surface
Figure 5.14: Comparison of experimentally obtained excess temperature and model predicted excess temperature over a location containing a 37mmx37mm rectangular flat-bottom hole at a depth of 3mm from the surface.

Figure 5.15: Comparison of experimentally obtained excess temperature and model predicted excess temperature over a location containing a 25mmx25mm rectangular flat-bottom hole at a depth of 2mm from the surface.
**Figure 5.16:** Comparison of experimentally obtained excess temperature and model predicted excess temperature over a location containing a 25mmx25mm rectangular flat-bottom hole at a depth of 3mm from the surface.

**Figure 5.17:** Comparison of experimentally obtained excess temperature and model predicted excess temperature over a location containing a 25mmx25mm rectangular flat-bottom hole at a depth of 4mm from the surface.
5.5 Conclusions

A novel approach based on 3D heat conduction was developed to estimate the defect depth and size in quasi-isotropic composite structures. Based on the cooling curve obtained over a defective area with respect to the sound area, referred to as “excess temperature”, the author has proposed a method to accurately determine the defect size and depth in quasi-isotropic composites containing rectangular defects. The heat flow interaction with extended defects was modeled and a closed-form analytical solution was derived to represent the excess temperature obtained over a defective area with respect to a sound area. The modeling process involved extensive coordinate transformations to reduce the anisotropic heat conduction problem to the isotropic domain, followed by separation of variables to solve the partial differential equation. The results of the model were compared with detailed Pulsed Thermography experiments that were performed on a 6mm thick quasi-isotropic composite panel containing rectangular flat-bottom holes of different sizes, present at different depths. The experimental results obtained sufficiently validated the model.

In the presented study, the calculation of the excess temperature is a critical step, which is used in the estimation of defect depth and size. The excess temperature is calculated as the temperature profile that is obtained over a defective area with respect to the sound area. Hence, there is need for a reference area for the proposed approach to work. The accuracy of results presented in this study could be affected by a variety of factors. Non-uniform heating of the front surface could potentially affect the accuracy of the results. Though, care was taken to ensure uniform heating by placing the strobes symmetrically, perfectly uniform heating is very difficult to achieve in a practical scenario. The Infrared camera used in the tests had a thermal sensitivity of about 50mK which is quite low compared to the more costly Infrared cameras that are typically used in Pulsed Thermography experiments, which have a thermal sensitivity of about 18mK. In the modeling process, perfectly insulated boundary conditions were assumed, whereas, in reality there is a small convective heat loss to the surroundings which could cause minor errors in the predicted excess temperature. The calculation of the exact values of...
longitudinal thermal conductivity, $K_p$, and transverse thermal conductivity, $K_z$, of plate is beyond the scope of this study. The values of $K_p$ and $K_z$ for quasi-isotropic CFRP plates were taken from literature. The lack of exact values could affect the accuracy of the results.
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Chapter 6

Conclusions and Suggestions for Future Work
NDT is a critical tool to increase the useful service life of critical structures. The potential of active Infrared Thermography as a NDT technique was explored and furthered in this dissertation. Infrared Thermography is an appealing NDT technique because it is non-contact, and it has full-field defect imaging capability. Two problems in the field of Infrared Thermography NDT were explored in this dissertation. The first problem dealt with the detection of defects using two different techniques – Pulsed Thermography and Lock-In Thermography. The second problem was the estimation of defect parameters like size and depth using Infrared Thermography.

A Wavelet-aided Multivariate Outlier Analysis was developed for enhancing the contrast of raw thermal images. The method was able to function without a reference frame. In the first stage, the raw thermal curve at each pixel was filtered using Wavelet processing. In the second stage, Multivariate Outlier Analysis was performed on the Wavelet filtered data using a specific set of signal features. Five features, based on the cooling curve and on the rate of cooling curve, were chosen and used. Based on the results presented on a composite plate with delaminations and on a sandwich plate with skin-core disbonds, it was clear that the two-stage approach substantially increased the contrast of the defective areas.

As in other applications of Multivariate Outlier Analysis, different types and number of features can be chosen. Future studies could be conducted in a parametric manner, to identify optimum feature combinations from the Wavelet processed thermal images for maximizing the contrast of defects.

A novel approach combining Lock-In Infrared Thermography, image processing and statistical analysis addressed the problem of defect detection on a composite wind turbine blade. Sixteen defects located in a CX-100 wind turbine blade were considered in the study. Since “blind frequencies” affected defect detection, Lock-In tests were performed at five different frequencies at each defect location, to ensure that any defect could be detected by at least one of the Lock-In frequencies. Multivariate Outlier Analysis was then performed on the spatially registered multi-frequency Lock-In data to combine in a statistically robust manner, the defect detection performance of the multiple Lock-In frequencies. Prior
to the application of Multivariate Outlier Analysis, image processing algorithms including binarization and morphological operations were performed on the raw Lock-In thermal phase images. The defect detection performance of the single Lock-In frequencies, and the combined MOA, for various detection thresholds, was quantified via Receiver Operating Characteristic (ROC) curves for the sixteen test defects. The ROC results demonstrate that the approach of sweeping multiple Lock-In frequencies and combining the phase image results via MOA provides the best overall defect detection performance compared to any single Lock-In frequency. This result is important in Infrared Thermographic detection of defects in composite structures, where Lock-In schemes are necessary to ensure enough penetration. The effectiveness of the MOA applied to Lock-In thermal phase images derives from (1) the statistical addition of defect contrast yielded by multiple Lock-In frequencies, and (2) the mitigation of the “blind frequency” problem affecting conventional Lock-In Thermography because several Lock-In frequencies are applied at each of the defective areas.

However, the detection of defects using Lock-In thermography was a rather slow process. A bulk of the time was spent in the data acquisition process. This could be a concern for deeper defects, since very low Lock-In frequencies are needed to achieve the required thermal diffusion length, especially when five different Lock-In frequencies are used at each location. In a typical carbon fiber composite material, to achieve a thermal diffusion length of about 1”, a 1mHz Lock-In frequency needs to be used. The time period is 1000s, corresponding to an acquisition time as long as 3000s. Hence, there is a trade-off between depth of defects targeted and inspection time.

Defect depth and size estimation in Pulsed Infrared Thermography is usually based on 1D heat conduction models. However, 1D heat conduction based models are generally inadequate in predicting the heat flow around defects, especially in composites. A novel method based on virtual heat sources was proposed to account for the 2D axisymmetric heat diffusion around defects and accurately predict the defect depth and size using Pulsed Thermography. The model predictions of surface temperature cooling trends were compared to experimental results.
obtained on a stainless steel plate specimen with flat-bottom holes drilled at different depths. The match was found to be quite satisfactory, validating the model. Due to the low Thermal Sensitivity of the Infrared camera that was used, the two deepest defects could not be detected in the experiments. The model uses values of defect depth and defect size independently, and it can therefore be parameterized to predict both of these quantities.

The presented study could only model the presence of circular flat-bottom holes and circular cracks that are oriented parallel to the specimen surface. In the future, the model could be extended to deal with defects of different geometries, present at arbitrary orientations.

Subsequently, the approach was extended to model 3D heat flow in quasi-isotropic composite structures to estimate the defect depth and size. Based on the cooling curve obtained over a defective area with respect to the sound area, referred to as “excess temperature”, a method to accurately determine the defect size and depth in quasi-isotropic composites containing rectangular defects was developed. The heat flow interaction with extended defects was modeled and a closed-form analytical solution was derived to represent the excess temperature obtained over a defective area with respect to a sound area. The modeling process involved coordinate transformations to reduce the anisotropic heat conduction problem to the isotropic domain, followed by separation of variables to solve the partial differential equation. The results of the model were compared with Pulsed Thermography experiments that were performed on a 6mm thick quasi-isotropic composite panel containing rectangular flat-bottom holes of different sizes, present at different depths. The experimental results obtained sufficiently validated the model. Again, due to the low Thermal Sensitivity of the Infrared camera that was used, the three deepest defects could not be detected in the experiments. In the presented study, the calculation of excess temperature was a critical step, which is used in the estimation of defect depth and size. The excess temperature was calculated as the temperature profile that is obtained over a defective area with respect to the sound area. Hence, there is need for a reference area for the proposed approach to work.
In spite of the promising results and the ease of use, Infrared Thermography does suffer from a few limitations. One of the biggest concerns is the difficulty to deposit, uniformly, a large amount of thermal energy, in short period of time, over a large surface. Non-uniform heating of the front surface could potentially affect the accuracy of the results. In the experiments, care was taken to ensure uniform heating by placing the strobes symmetrically. However, perfectly uniform heating is very difficult to achieve in a practical scenario. In the future, the output of the symmetrically placed strobes could be passed through a grid spot to ensure a perfectly uniform heat front. A large amount of energy needs to be deposited in order to ensure that deeper defects are detected with sufficient contrast. However, too much energy could cause permanent damage to the surface. Hence, Infrared Thermography cannot be used to probe very deep into structures. There is a trade-off between detectability of subtle defects and the extent to which the surface can be heated.

In some cases, the cost of the equipment could be substantial. Some of the research-grade infrared cameras cost more than $80,000. However, for the experiments performed in this study, a low cost, micro-bolometer infrared camera was used. The camera had a thermal sensitivity of about 50mK, which is quite low compared to the more costly liquid-cooled infrared cameras that are typically used in Infrared Thermography experiments, which have a thermal sensitivity in the range of 10-20mK. Moreover, the FLIR™ A320G camera that was in the experiments had a conservative resolution of 240x320pixels, with a maximum frame rate of 60Hz. This is very limiting when compared to the other options available in the market.

Typically, thermal emissivity depends on surface orientation, temperature, and wavelength. For practical reasons, the emissivity is usually considered a constant. This could be a concern in Pulsed Thermography as there is a large variation in the surface temperature of the test specimen. Assuming a constant value of emissivity could affect the accuracy of the results. Using emissivity as a function of temperature could boost the accuracy of the models in future. Usually, the surface of the objects to be inspected is coated with a thin layer of high emis-
sivity black paint to improve the heat absorption at the surface and to minimize the perturbations caused by surrounding objects. However, this may not always possible.

The accuracy of defect quantification results presented in this study could be affected by a variety of factors. In the modeling process, all the heat that was deposited on the surface was assumed to heat the interior by conduction. No convective and radiative losses were accounted for. In reality, a small amount of energy is always lost to the surroundings. Perfectly insulated boundary conditions were assumed, which could cause minor errors in the predicted excess temperature. More accurate results could be obtained by accommodating convective and radiative boundary conditions in the future.

The calculation of the exact values of longitudinal thermal conductivity, $K_p$, and transverse thermal conductivity, $K_z$, of the composite plate was beyond the scope of this dissertation. The values of $K_p$ and $K_z$ for quasi-isotropic CFRP plates were taken from literature. The calculation of exact values could improve the accuracy of the results and could be attempted in a future work. Moreover, the defects were assumed not to interact with each other in the modeling process. The interaction of heat flow with multiple defects in a finite space could be modeled in future.
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