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ABSTRACT  
Charge-state fractions and yields of highly excited deuterium atoms produced by electron capture when 8- to 100 keV deuterons emerge from C, Mg, Nb, and Au surfaces deposited on thin carbon foils under high vacuum conditions are reported. Atoms with principal quantum number n = 6 were detected with an optical technique; atoms in the levels n ≈ 12 to 18 were detected by ionizing them in a strong electric field. Changes with time after evaporation, presumably due to contamination of the surfaces, were observed. The experimental results are compared with available theoretical estimates. Solid and vapor targets are compared for Mg.
I. INTRODUCTION

A large amount of experimental and theoretical work on charge transfer in gases and vapors has been reported in the literature. Very little quantitative data is available concerning electron capture by hydrogen ions at solid surfaces, although a great deal of beam-foil interaction work concerned with spectroscopy and other aspects of atomic physics is currently being published.¹

In the present work we report measurements of the charge fractions and excited-atom populations of 8- to 100-keV deuterium beams emerging from freshly deposited solid films. The work of relevance to the present paper probably started with the experiments of Phillips,² who measured charge-state fractions of the beam issuing from a foil freshly coated with various materials under moderately good vacuum conditions (approximately 10⁻⁶ Torr). Phillips showed that the fractions in various charge states changed with time after the material was deposited, all materials eventually giving about the same fractions, presumably due to surface contamination. In 1964, Sweetman et al.³ measured the excited-state yield of 20- to 100-keV H⁰ atoms in the level n = 11 from a carbon foil, and found that it exceeded the yield from a hydrogen gas target. It was this favorable yield of excited-state atoms that provided the motivation for the present study of foils as a charge-exchange medium.

The purpose of the present experiment was to repeat Phillips' charge-fraction measurements under better vacuum conditions and to simultaneously measure the yield of excited states in the neutral component. Since Phillips showed that only the exit surface of a foil
is important for electron capture, we used thin carbon foils as substrates and evaporated the materials to be studied on the exit surface under high vacuum conditions ($< 10^{-8}$ Torr).

II. THEORETICAL BACKGROUND

In the energy range of interest here, electron capture by protons colliding with single atoms has been described fairly well by theoretical treatments that give both the total capture cross sections and partial cross sections for capture into any substate. This is most straightforward for collisions with hydrogen atoms, but experience has shown that calculations, based on the first Born approximation, can be adjusted by empirically based recipes to yield good results for collisions with any atom.\(^4\) Much of this work, with emphasis on capture into highly excited states, has been carried out by Hiskes.\(^5\)

The theoretical situation is much worse for the case of electron capture from condensed materials, perhaps because of the greater difficulty of describing the interaction of the proton with a lattice rather than with a single atom, and perhaps because of the paucity of experimental results for comparison with predictions. Of the papers that have been published on this topic in recent times, \(^6\)-\(^10\) only three give semi-quantitative results. \(^6\)-\(^8\)

In the first paper, Yavlinskii, Trubnikov, and Elesin\(^6\) have calculated the recombination that takes place at the surface of a metal foil (Debye shielding is assumed to prevent capture in the interior of the metal), treating the capture in the electron gas at the surface as a recombination process. The calculation was carried out in the two
limits that the proton speed, $v_p$, is much larger than or much smaller than the speed, $v_0$, of an electron at the Fermi surface. In terms of the conduction electron density within the metal, $n_0$ (cm$^{-3}$), and the kinetic energy of the proton, $E_p$ (keV), they found that the fraction of the total beam emerging as protons is given in the two limits by

$$v_p \ll v_0: \quad F^+ = \exp \left[ -\left( \frac{136}{E_p} \right)^{1/2} \left( \frac{n_0}{10^{22}} \right)^{1/6} \right],$$  \hspace{1cm} (1)

$$v_p \gg v_0: \quad F^+ = \exp \left[ -\frac{6.5}{E_p} \left( \frac{n_0}{10^{22}} \right)^{1/2} \right].$$  \hspace{1cm} (2)

The experiments reported to date fall approximately in the range $1 < v_p/v_0 < 10$. If we neglect the formation of negative ions, we see from the above expressions that the neutral fraction, $F_0 = 1 - F^+$, is predicted to be approximately unity at low energies, in agreement with experiment, and to drop off at high energy as $1/E_p$, which is much slower than is observed experimentally.\(^2\)

In a later paper, Trubnikov and Yavlinskii considered the case of tunnel recombination near the surface of a metal foil.\(^7\) The calculation was again carried out in two limits: The "fixed ion approximation" (essentially the assumption that $v_p \ll v_0$) yields the result that almost all of the neutral atoms are produced in the $n = 2$ and $n = 3$ levels. Using time-dependent perturbation theory, they also calculated the neutral fraction produced in the ground state, $F_1^0$, and showed (for the spherically symmetric $\ell = 0$ states) that the neutral fraction of the total beam in the excited level $n$ is...
The result of the latter calculation shows that the neutral yield should decrease approximately as $E_p^{-1/2}$ for energies above approximately 200 keV.

In principle, both processes described in Refs. 6 and 7 can be taking place. It will be seen later that neither process can, by itself, explain the experimental results. We also shall see that whereas a large change in the density of conduction electrons has a large effect on the predictions of the above theories, the experimental differences in the neutral fraction from, say, gold ($n_0 \approx 6 \times 10^{22}$) and carbon ($n_0 \approx 3 \times 10^{18}$) are minor. Therefore, some other mechanism must be operative in the case of semi-metals or insulators, and may also dominate the capture process in metals.

Recently, McLelland has proposed a model that is applicable only when the conduction-electron density is low, as in semi-metals and insulators: Within the material, a fast proton produces a shower of positive-energy electrons, some of which have velocities close to that of the proton and thus are candidates for possible capture. As these are free electrons, an interaction via the lattice potential is required for the capture process to take place. After making plausible choices of the free-electron yield and energy-distribution function, McLelland calculated capture probabilities for a carbon target that are in order-of-magnitude agreement with experiment. The numerous assumptions required to obtain quantitative results limit the usefulness of these calculations; however, the general features of the model can be tested by comparing the calculated and experimental energy dependence. These calculations were carried out for proton energies...
above 20 keV, and included a $n^{-3}$ distribution over excited states.

There is, of course, the approach introduced by Bohr and Lindhard, considering a solid as a thick target of isolated atoms.\textsuperscript{12,10} In this spirit we will compare equilibrium fractions from solid and gaseous magnesium targets in Sec. IV.

III. APPARATUS AND PROCEDURE

A beam of deuterium ions from an electrostatic accelerator was momentum analyzed and entered the charge exchange and analysis chamber (Fig. 1). After collimation to a diameter of 1.57 mm, the beam, typically 1 \( \mu \)A, passed through a 6-mm-diam self-supporting target foil.

The beam that emerged from the foil consisted of positive and negative deuterium ions and neutral atoms in various states of excitation. The two charged states were separated by electrostatic deflection and stopped in 2.25-cm-diam magnetically-guarded Faraday cups. The neutral component was detected by measuring the power of a 2.25-cm-diam pyroelectric detector,\textsuperscript{13} or, at the lowest energies where the current and power were small, by measuring the current from a 2.25-cm-diam surface-barrier solid-state detector that was operated as an ion chamber. In either case, the neutral detectors were calibrated by switching the beam deflection voltage off, thereby putting the known charged components into the neutral detector. The outputs of the various detectors were amplified and integrated. A block diagram of the general electronic circuitry is shown in Fig. 2. A calibration of the detectors and measurement of the fractions in various charge states required about 30 sec, a time very much shorter than any
observed time constant associated with contamination of the foil surfaces.

The energy of the deuterons emerging from the foil was analyzed by electrostatic deflection into a Faraday cup masked by a plate with a 3-mm-wide slit.

Two methods were used to determine the fractions of the neutral beam that emerged in highly excited levels. The first was an optical method that had previously been used to determine yields from charge exchange in a magnesium vapor target and gave information about the population of the \( n = 6 \) level.\(^{14} \) The second was electric-field ionization of atoms in highly excited levels \(^{15} (12 \leq n \leq 18) \). These two methods will be described in greater detail further on in this section.

The target foil consisted of a 6-mm-diam, 5- to 10-\( \mu \)g/cm\(^2 \) carbon-foil substrate.\(^{16} \) The energy loss in the substrate was usually 2 to 5 keV. The presence of deuterons whose energy had not been degraded by this amount was an indication that there were pinholes in the substrate. If this occurred, the foil was moved until the fraction of primary energy deuterons was less than \( 10^{-4} \).

Fresh material could be evaporated onto the substrate while the target chamber was maintained at high vacuum. To accomplish this, an electron-gun (e-gun) evaporator unit was mounted in a separately pumped vacuum chamber which was connected to the target chamber by means of an electrically operated valve. This valve, which was normally closed, was used as a shutter to control the amount of material deposited on the foil. The procedure was to outgas the material in the
evaporator and open the shutter to expose the foil while the beam was passing through it. When enough material had been deposited to degrade the energy of the emerging beam by several hundred eV, the shutter was closed and the charge fractions were measured. This procedure was repeated until the measured charge fractions no longer changed; this usually occurred after an energy loss of about 2 keV. Once equilibrium was attained a complete set of measurements was taken.

Every attempt was made to achieve a clean high vacuum. Metal gaskets were used everywhere except in three valves which had Viton O-rings. The chamber was baked with a quartz lamp mounted inside the vacuum system. The system was roughed out with N₂ aspirators and sorption pumps, routinely maintained at low pressures (~ 5 x 10⁻⁸ Torr) by a VacIon pump, and during measurements involving evaporation was maintained at 2 x 10⁻⁹ Torr by a liquid-helium cryopump. When the shutter was opened, the pressure usually rose to as much as 3 x 10⁻⁸ Torr, but quickly pumped down again as soon as the shutter was closed.

Two Ti-getter pumps in the beam line and a small aperture (A in Fig. 1) isolated the high-vacuum chamber from the relatively high-pressure (10⁻⁵ to 10⁻⁶ Torr) accelerator section. The foil substrates were introduced through a vacuum lock so that foils could be changed without bringing the entire system up to air.

In the optical method of detecting excited atoms, single photons from the 4101-Å transition (Balmer H_α) from the n = 6 level were counted. At first a monochromator was used to select the proper spectral line, but during most of the experiment we used a bandpass filter. To maximize the light focused on the photomultiplier, the
The first lens of the system was in a re-entrant cavity in the analysis chamber, 5 cm from the beam line. An EMI type 6256s photomultiplier, cooled to -20°C, to eliminate background noise, was used to detect the photons. The optical detection efficiency was measured each time the foil or energy was changed, and after each evaporation. This was accomplished by introducing nitrogen at four gas pressures from 2 to 9 Torr into the analysis chamber and counting photons from the N₂⁺ \( (2S-2S) \) ground state with the band head at 3914 Å, for which the yields produced by either proton or hydrogen-atom impact have been measured by several groups (see Appendix A). The pressure was measured with an ionization gauge which was calibrated with a Barocel capacitance manometer in the 10⁻⁴ to 10⁻⁵ Torr range. Following a scan with a monochromator to determine the band intensity as a function of wavelength, the light from this transition was selected with a second bandpass filter. The relative transmission of the filters, windows, and lenses for the H₀ and N₂ bands, measured independently, was used to obtain the optical efficiency at 4101 Å. The transmission measurements were confirmed by comparing ratios of \( \text{H}_0 \) and \( \text{N}_2 \) band counts made simultaneously with the monochromator and filters. (In the process, we showed by scanning the \( \text{H}_0 \) band with a narrow slit, that >95% of the \( \text{N}_2 \) light was passed by the slit used in the experiments.)

The technique for obtaining the yield of atoms in the \( n = 6 \) isotope was used to make accurate measurements of the hydrogen and nitrogen wavelengths, using the monochromator slit. The slit was replaced by a narrow slit, and the counts made simultaneously with the monochromator and filters. The transmission measurements were confirmed by comparing ratios of \( \text{H}_0 \) and \( \text{N}_2 \) band counts made simultaneously with the monochromator and filters. (In the process, we showed by scanning the \( \text{H}_0 \) band with a narrow slit, that >95% of the \( \text{N}_2 \) light was passed by the slit used in the experiments.)

The difference in photon counting efficiencies, using the monochromator slit, was estimated to be 5%.

The technique for obtaining the yield of atoms in the \( n = 6 \) isotope was used to make accurate measurements of the hydrogen and nitrogen wavelengths, using the monochromator slit. The slit was replaced by a narrow slit, and the counts made simultaneously with the monochromator and filters. The transmission measurements were confirmed by comparing ratios of \( \text{H}_0 \) and \( \text{N}_2 \) band counts made simultaneously with the monochromator and filters. (In the process, we showed by scanning the \( \text{H}_0 \) band with a narrow slit, that >95% of the \( \text{N}_2 \) light was passed by the slit used in the experiments.)

The difference in photon counting efficiencies, using the monochromator slit, was estimated to be 5%.

The technique for obtaining the yield of atoms in the \( n = 6 \) isotope was used to make accurate measurements of the hydrogen and nitrogen wavelengths, using the monochromator slit. The slit was replaced by a narrow slit, and the counts made simultaneously with the monochromator and filters. The transmission measurements were confirmed by comparing ratios of \( \text{H}_0 \) and \( \text{N}_2 \) band counts made simultaneously with the monochromator and filters. (In the process, we showed by scanning the \( \text{H}_0 \) band with a narrow slit, that >95% of the \( \text{N}_2 \) light was passed by the slit used in the experiments.)

The difference in photon counting efficiencies, using the monochromator slit, was estimated to be 5%.
level from the measured counting rates is essentially the same as described in Ref. 14; however, additional information about the nitrogen excitation cross sections has become available and is included here. The way that these data are combined, the method of reducing data, and a brief description of error estimates are given in Appendix A. Additional information can be obtained from Ref. 14. The main sources of uncertainty in this method are the unknown population distribution of the substates of \( n = 6 \) (we assume a statistical distribution here\(^{17} \)) and the nitrogen excitation cross section. Our estimate of the latter is about \( \pm 30\% \) (see Appendix A); the total absolute standard error is estimated to be about \( \pm 40\% \). However, the relative standard errors, based on repeatability, are estimated to be approximately \( \pm 15\% \).

The polarization of the light from hydrogen decays and nitrogen excitation was checked and found to be small, less than \( 4\% \) for 25- to 60-keV deuterons. (We have found previously that the polarization of the \( {\Delta }_{\beta }\) radiation from electron capture in magnesium vapor targets is also negligible.\(^{14} \))

The excited-state measurements made with the electric-field-ionization technique were carried out with a high-voltage gap made of three 22-mm-diam, 8 line/cm, 96% transparent, tungsten mesh grids spaced 3 mm apart on the entrance side and 8 mm apart on the exit side. The pyroelectric detector, which in this case served as a magnetically shielded Faraday cup, was used to detect the ions produced in the gap. The center grid could be operated at voltages up to \( \pm 15 \) kV, which is enough to ionize part of the \( n = 11 \) level. For convenience, the maximum voltage was usually \( \pm 9 \) kV, sufficient to ionize most of the
n = 12 level. The minimum useful voltage, and therefore the maximum measurable n level, was set by the electric field between the beam deflection plates, which varied with energy. Most of the results quoted later are for n values approximately between 12 and 18.

A plot of the ion current vs the square root of the gap voltage was made on an X-Y recorder. As described in Appendix B, the slope of the line obtained in this way is approximately proportional to the excited-state yield, and the absolute yield can be obtained from knowledge of the lifetimes of atoms in the electric field and absolute values of the field strength. The method of data analysis and uncertainty estimation is outlined in Appendix B. Standard errors based on reproducibility are estimated to be about ±15%. The absolute standard error to be assigned to the measurements obtained with this technique is difficult to assess, because of our lack of knowledge about the n-dependence of the population of the levels at low energies (Appendix B). Our estimate is ±30%.

IV. RESULTS

The experimental results are presented in two ways: graphs for carbon and magnesium, in order that the typical scatter in individual points and the comparison among various experiments will be apparent; and tabulations for all of the materials at several energies, obtained from smooth lines drawn through the experimental points. When material was evaporated onto the substrate, the results characteristic of that material were obtained. No appreciable temporal variations of either charge or excited-atom fractions occurred after evaporation under
normal data-collection conditions (~2 x 10^{-9} Torr). However, at a higher pressure, 1 x 10^{-8} Torr, temporal variations could be measured easily for low ion energies. By far the largest change occurred with a Mg surface. As an example, for deuterons with an exit energy of 8 keV, the excited-atom fraction increased at a rate of about 3%/minute following the evaporation, and the F^- fraction decreased at a somewhat slower rate (presumably due to contamination of the foil surface). In time (sometimes several hours at 2 x 10^{-9} Torr) all surfaces acquired the characteristics of a carbon foil prior to evaporation (a "dirty" carbon foil).

A. Total Neutral Fraction

The measured total (all n-values) yields of neutral deuterium atoms exiting from "dirty" C and fresh Mg surfaces are shown in Figs. 3 and 4; Table I contains the yields for all targets. Our estimated standard error in these measurements is ±5%. The "dirty" surface results are seen to be in reasonable agreement with the earlier measurements by Phillips, 2 Wax and Bernstein, 18 and Berry et al. 19

We could detect no significant difference in the neutral fraction between "dirty" or freshly evaporated carbon film. Gold is the only other material for which a comparison with a previous measurement (by Phillips) is possible; these results also agree within the estimated uncertainties.

Also shown in Fig. 4 are the thick-target Mg vapor results of Moses and Futch. 20

B. Negative Fraction

The fraction of the incident beam that emerges as D^- ions is shown
for carbon and magnesium surfaces in Figs. 5 and 6. Averaged values for all of the materials are given in Table I. There is a small difference between yields from "clean" and "dirty" carbon surfaces below 40 keV. The "dirty" carbon data are in general agreement with the earlier data of Phillips. The curves for Nb and Au (not shown graphically) are very much like the carbon data, the yields from all of these being much smaller than from Mg at energies below about 30 keV. Our estimated standard error of these measurements is ±10%. Our gold data agree very well with those of Phillips at energies of 50 keV and higher, but are about 30% lower than Phillips' data at lower energies. Also shown in Fig. 6 are the thick-target Mg vapor results of Moses and Futch.20

C. Excited-Atom Fraction

The basic assumption in the analysis of the electric-field-ionization data is that the excited-atom population has an $n^{-3}$ dependence on the principal quantum number (see Appendix B). The excited-atom results are therefore presented in the form $n^3 F_n$, where $F_n$ is the ratio of the number of atoms in the principal quantum level $n$ to the total number of particles in the beam (charged and neutral). In this presentation one can readily compare our optical measurements for the $n = 6$ level, our field-ionization measurements for the levels $n = 12$ to 18, and the field-ionization measurements of Sweetman et al. for $n = 11$. The results are presented graphically for "dirty" C and fresh Mg surfaces in Figs. 7 and 8. For a comparison of the different foil materials we present the field-ionization results in Table II.

As discussed in the appendices, the standard errors are estimated
to be about ±40% for the optical measurements and ±30% for the field-ionization measurements. Only the relative standard errors, based on reproducibility, are shown in Figs. 7 and 8.

Also shown in Fig. 8 are the field-ionization results (n ~ 9 to 15) for Mg vapor reported by Il'in et al.²¹

V. DISCUSSION AND CONCLUSIONS

A. The Neutral Fraction, F₀

Where our data overlap, they are in good agreement with those of Phillips,² our measurements were made at pressures several orders of magnitude lower than his.

Measured neutral yields from solid Mg and Au surfaces are shown in Fig. 9, together with theoretical predictions from Refs. 6 and 7 (negative ion formation is neglected). The calculated results, using the various theoretical approximations, bracket the experimental data and could be combined empirically to approximate the experimental curves.

The experimental neutral yield from carbon is not very different from the metallic yields (see Table I). Since carbon has a much lower free-electron density than the metals, the models of Refs. 5 and 6 cannot be applicable. As mentioned in Sec. II, the parameters in McLelland's electron-shower model for carbon can be adjusted to give approximate agreement with experiment in the proton energy range from about 20 to 70 keV. However, it seems premature to consider this as verification of the correctness of the model.

In Fig. 4 we included, for comparison with the results for a solid Mg target, and experimental curve of F₀ vs energy for a thick
magnesium-vapor target. One sees that the data from the two types of target are quite different. Nevertheless, in the energy range of the present experiment it is a fair working approximation to treat the solid targets as if they were thick gas targets. Discussion of some of the differences observed and expected for targets in the different phases, as related to stopping power, can be found in the literature.\textsuperscript{22}

\section*{B. Negative Fraction, F\textsuperscript{−}}

Our results for F\textsuperscript{−} are in good agreement with the measurements of Phillips\textsuperscript{2} for the two materials (Au and "dirty" surfaces) common to both experiments. We are not aware of any theoretical estimates with which to compare our results.

There is little difference in the negative fractions produced from C, Nb, Au, or "dirty" surfaces for the energy range covered in this experiment (see Table I). Mg, however, produces a significantly larger fraction of D\textsuperscript{−} below 50 keV. Vapor targets of low-ionization-potential materials (such as alkali or alkali-earth metals) are known to yield relatively large fractions of negative ions at low energies.\textsuperscript{23} From Fig. 6 we see that F\textsuperscript{−} from a Mg surface exceeds that from a thick Mg-vapor target.

\section*{C. Excited-Atom Fractions}

As the data in Figs. 7 and 8 indicate, both for "dirty" C and fresh Mg surfaces the excited-atom fractions obtained with the optical method exceed the field-ionization results. The difference in the results of the two methods is more pronounced for Mg, but even in this case the fractions agree within the estimated standard errors (\pm 40\% for optical and \pm 30\% for field ionization).
Since the optical results are for the level $n = 6$ and those from field-ionization are for $n \approx 12$ to 18, the general agreement of the measurements supports our assumption of an $n^{-3}$ scaling law for the population of the level $n$. The theories of both McLelland$^8$ and Trubnikov and Yavlinskii$^7$ predict this $n^{-3}$ dependence at high energies; however, there is no quantitative agreement between either of these calculations and the experimental results.

As was the case for $F^0$ and $F^-$, the energy dependence of the excited-atom fraction from solid Mg is quite different from that produced in a Mg-vapor target. This is demonstrated in Fig. 8, where we have indicated the field-ionization ($n \approx 9$ to 15) results of Il'in et al.$^{21}$ for both the equilibrium (thick-target) yield and the optimum yield, which occurs at a lower target thickness.

For clean surfaces the excited-atom fractions exhibit a decrease both at the high- and low-energy end of our energy range. The fraction produced in "dirty" carbon, on the other hand, continues to increase with decreasing energy.
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APPENDICES

A. Analysis of the Optical Data

Neutral atoms emerging from the foil travel 1.28 cm before entering a region 1.5 cm long (along the beam line) that is imaged on the photomultiplier cathode. Some of the deuterium atoms that emerge from the foil in the n = 6 level decay before they reach the region of observation, some of the remainder decay within the 1.5-cm region of observation. We can assume that repopulation from higher levels cascading is negligible (see Ref. 14). Only those atoms in the 6s, 6p, and 6d states make the 4101-Å transitions that are recorded. To deduce the number of n = 6 atoms leaving the foil, we must make assumptions about the initial population distribution of angular momentum states, calculate the transition rates for the various states, and calibrate the overall optical efficiency of the system. Then from the observed photon counts, we calculate the number of atoms that were originally in the 6s, 6p, and 6d states; to these must be added the inferred number of atoms that were created in higher angular momentum states of the n = 6 level. If we assume that the states of the n = 6 level initially have a statistical (2L + 1) distribution, 17 we obtain the following expression for N(D0), the measured number of photons per incident beam particle:

\[ N(D_0) = N_0 \sum_{\ell=0}^2 \frac{2\ell + 1}{2\ell} \exp \left[ -v_1^{-1} A(6\ell) \right] \]

\[ \times \frac{A(6\ell + 2sp)}{A(6\ell)} \left\{ 1 - \exp \left[ -v_2^{-1} A(6\ell) \right] \right\} , \]
where \( N_6^0 \) is the fraction of the total incident beam that is in the level \( n = 6 \) at the exit of the foil, \( x_1 \) is the distance from the foil to the observation region, \( x_2 \) is the length of the observation region, \( v \) is the speed of the atoms, and \( A(6\ell) = \sum_{\ell' n'} A(6\ell \rightarrow n' \ell') \) is the transition probability for going to all possible states. Using the decay data in Table II of Ref. 14, we obtain

\[
N_6 = N(D_8) \times 10^3 \times (46.8E^{-1/2} - 23.7E^{-1})^{-1} \epsilon^{-1},
\]

where \( \epsilon \) is the efficiency for detecting a \( 4101-\AA \) photon emitted in the observation region, and \( E \) is the deuteron energy in keV.

In the work of Ref. 14 it was sufficient to determine the optical efficiency at one energy. In the present experiment, however, there was considerable angular scattering of the beam by the foil, which depended on the beam energy, foil material, and foil thickness. This meant that whereas the photomultiplier, which viewed the beam near the exit of the foil, received light from the entire beam, the charge detectors received only that part of the beam that passed through the collimator D (Fig. 1). Consequently, the optical efficiency in this experiment is the number of detected photons per detected particle. The efficiency was determined for each measurement. As described in Sec. III, the method of obtaining \( \epsilon \) is straightforward and the result contains no large uncertainties other than those in the cross sections for excitation of the calibration band at 3914 \( \AA \) by deuterons and deuterium atoms in \( N_2 \) gas. (In the absence of any other information, we assume that the few negative deuterium ions have the same excitation cross sections as \( D^+ \) ions.) Measurements of these cross sections
reported during the past 12 years\textsuperscript{2k-33} are shown in Figs. 10 and 11 for incident protons and hydrogen atoms, respectively. (It has been shown by Thomas et al. that hydrogen cross sections are the same as for deuterons of twice the energy.\textsuperscript{28}) Overlaying the curves in Fig. 10 shows that all but one have the same shape, which we show in our average curve $K$. The position of this average curve was determined by obtaining a weighted geometric mean of the other data at 60 keV (curve $H$ was not used in the average). These data points were weighted as the inverse square of the percentage errors quoted by the original authors. This gives an uncertainty in the $H^+$ cross section of $\pm29\%$ for a 68\% confidence interval.

To obtain the emission cross section for $H^0$ impact we deduced an average energy dependence by overlaying the curves in Fig. 11. Since we know of only two absolute measurements in this case, the following procedure was used to determine the magnitude of the cross section: We used the average value calculated for $H^+$ impact and related it to $H^0$ impact by dividing it by the ratio of the 60-keV cross sections for the three groups who published data for both processes at this energy. This average ratio was 1.52, so the average curve for $H^0$ impact is normalized to $2.49 \times 10^{-17}$ cm\(^2\)/molecule at 60 keV.

The uncertainty in the $H^+$ cross section, using a 68\% confidence interval, is $\pm29\%$. To obtain the uncertainty in the $H^0$ cross section, one folds into this the uncertainty in the ratio of cross sections ($\pm13\%$) and obtains $\pm31\%$. 
B. Analysis of the Electric-Gap Data

A review of the technique of field ionization to measure the population of excited levels of hydrogen atoms can be found in Ref. 15. In the present experiment we used the method of Il'in et al. 34 to analyze the field-ionized proton current. The electric field required to destroy an excited level \( n \), from the Bohr model of the atom, is \( E_n = b n^{-\frac{1}{4}} \), and the population of highly excited states, from Born-approximation calculations of electron capture, is given by \( \alpha m^{-3} \). Il'in et al. showed that these relations lead to an expression for the fraction of the atom beam which is field ionized:

\[
I(E) = \frac{\alpha \sqrt{E}}{2 \sqrt{b}},
\]

(B1)

where \( E \) is the applied electric field. Thus, by plotting \( I \) vs \( \sqrt{E} \), the constant \( \alpha \), which characterizes the excited-state yield, can be obtained from the slope.

From the calculations of Bailey, Hiskes, and Riviere 35 we find that for a statistical distribution of substates and an ionization time of \( 3 \times 10^{-10} \) sec (a typical time-of-flight through our gap), \( E_n = (4.3 \times 10^5)n^{-3.82} \) kV/cm. It can be shown that for our range of \( n \) there will be only a few percent difference in the results if we fit this to the classical expression \( E_n = b n^{-\frac{1}{4}} \), with \( b = 6.8 \times 10^5 \) kV/cm. (Il'in et al. used a value \( b = 6.2 \times 10^5 \) kV/cm, which they deduced from their differential measurements.) Thus Eq. (B1) can be expressed as

\[
I(E) = 6.1 \times 10^{-4} \alpha \sqrt{E} (\text{kV/cm}),
\]

(B2)
We used this expression to determine $\alpha$.

To utilize Eq. (B2), we must relate the potential applied to the gap to the electric field. Since we use grids, the electric field in the gap is not uniform; hence we determined an equivalent electric field, $E = cV$, as follows. The ion current produced in the gap exhibited a threshold behavior because the electric field in the deflection plate region preionized the very highly excited states; therefore no field ionization occurred in the gap until the electric field there exceeded the deflection electric field. From this threshold we could relate the equivalent electric field in the gap to the electric field between the deflection plates, which was obtained from potential profiles in an electrolytic tank. In this way we determined that $c = 4.8 \pm 0.7 \text{ cm}^{-1}$.

The estimated uncertainty in the values of $\alpha$ obtained in this way is made up of a random part, based on internal consistency, for which we estimate a 68% confidence interval of $\pm 15\%$, and a possible systematic error that enters through the constants $b$ and $c$. By comparing our choice of $b$ with that of Il'in et al. we assign it an uncertainty of $\pm 15\%$. Since both $b$ and $c$ appear in Eq. (B2) as square roots, the total systematic error in $\alpha$ due to these constants is $\pm 9\%$.

There is an additional uncertainty due to the assumptions involved in the model. As previously mentioned, in this analysis we assume that the populations of various quantum levels vary as $n^{-3}$. Hiskes' calculations for charge exchange in gases$^5$ show that the exponent may be closer to $-4$ than $-3$ at low energies. We do not know whether this change in $n$-dependence also occurs for electron capture.
in foils. To get an indication of how a change in n-dependence would affect our results, we considered three different functions for the population: $n^{-3}$, $n^{-3.5}$, and $n^{-4}$. For these the analysis leading to Eq. (B1) yields the following dependences on the gap voltage: $v^{0.5}$, $v^{0.625}$, and $v^{0.75}$. An investigation of our gap data shows that we can get an equally good fit for all three exponents over our voltage range. (On an I vs $v^{1/2}$ plot the deviation from linearity for the $v^{0.75}$ case is so slight that it might not be recognized from the data.) If we then use the different values obtained for $\alpha$ to evaluate the population of $n = 6$, the results are in the ratio of 1:0.67:0.44.
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16. Carbon is used as a substrate material because it is strong, low-Z, and easily and economically obtained. Our foils were purchased from Yissum Research Corporation, Hebrew University, Jerusalem, Israel.

17. The consequences and alternatives to choosing an initially statistical substrate distribution are discussed in Ref. 14.


Table I. Charge fractions for deuterium beams emerging from various surfaces. The estimated standard errors are ±5% for $F^0$ and ±10% for $F^-$. The entries were obtained from smooth curves drawn through the data, as in Figs. 3 to 6.

<table>
<thead>
<tr>
<th>Exit energy (keV)</th>
<th>&quot;Dirty&quot; C</th>
<th>C</th>
<th>Mg</th>
<th>Nb</th>
<th>Au</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F^0$</td>
<td>$F^-$</td>
<td>$F^0$</td>
<td>$F^-$</td>
<td>$F^0$</td>
</tr>
<tr>
<td>8</td>
<td>0.84</td>
<td>0.038</td>
<td>0.80</td>
<td>0.024</td>
<td>0.83</td>
</tr>
<tr>
<td>16</td>
<td>0.75</td>
<td>0.024</td>
<td>0.76</td>
<td>0.0185</td>
<td>0.82</td>
</tr>
<tr>
<td>30</td>
<td>0.64</td>
<td>0.016</td>
<td>0.67</td>
<td>0.0140</td>
<td>0.78</td>
</tr>
<tr>
<td>50</td>
<td>0.55</td>
<td>0.0112</td>
<td>0.56</td>
<td>0.0105</td>
<td>0.65</td>
</tr>
<tr>
<td>70</td>
<td>0.50</td>
<td>0.0081</td>
<td>0.50</td>
<td>0.0081</td>
<td>0.53</td>
</tr>
<tr>
<td>100</td>
<td>0.43</td>
<td>0.0053</td>
<td>0.44</td>
<td>0.0053</td>
<td>0.38</td>
</tr>
</tbody>
</table>

aThe large angular scattering in Au at low energies resulted in such low signals that no reliable $F^0$ measurements were obtained.

bDerived from measured $D^+$ and $D^-$ currents and $F^0$ from Phillips (Ref. 2).
Table II. Excited-atom yields, expressed as the product of \( n^3 \) and \( F_n \) (the fraction of the total beam in the level n), for deuterium beams emerging from various surfaces. These results are obtained using electric-field ionization of levels \( n \approx 12 \) to 18. The relative standard errors, based on reproducibility, are \( \pm 15\% \) except at 8 keV, where they are \( \pm 30\% \). The standard errors in the absolute values are estimated to be \( \pm 30\% \), except at 8 keV, where they are \( \pm 45\% \).

<table>
<thead>
<tr>
<th>Exit energy (keV)</th>
<th>&quot;Dirty&quot; carbon</th>
<th>C</th>
<th>Mg</th>
<th>Nb</th>
<th>Au</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>1.27</td>
<td>0.85</td>
<td>0.51</td>
<td>0.40</td>
<td>0.52</td>
</tr>
<tr>
<td>16</td>
<td>1.09</td>
<td>1.09</td>
<td>0.69</td>
<td>0.54</td>
<td>0.52</td>
</tr>
<tr>
<td>30</td>
<td>0.86</td>
<td>0.86</td>
<td>0.90</td>
<td>0.74</td>
<td>0.57</td>
</tr>
<tr>
<td>50</td>
<td>0.71</td>
<td>0.71</td>
<td>0.90</td>
<td>0.88</td>
<td>0.59</td>
</tr>
<tr>
<td>70</td>
<td>0.63</td>
<td>0.63</td>
<td>0.80</td>
<td>0.82</td>
<td>0.62</td>
</tr>
<tr>
<td>100</td>
<td>0.55</td>
<td>0.55</td>
<td>0.64</td>
<td>0.63</td>
<td>0.59</td>
</tr>
</tbody>
</table>
FIGURE LEGENDS

Fig. 1. Analysis chamber. Insert shows collimation: A, 1.32; B, 1.57; C, 2.72 mm diameter.

Fig. 2. Block diagram of the electronics.

Fig. 3. Neutral fractions from "dirty" surfaces. P, Ref. 2; WB, Ref. 18; EBB-1(C) and EBB-2(Al), Ref. 19; •, present work (a representative standard error is shown). The H atom results of Refs. 2, 18, and 19 have been plotted at twice the H energy. The dashed line is drawn through our data.

Fig. 4. Neutral fraction from a fresh Mg surface. The estimated standard error is shown at a representative point. The dashed line is drawn through our data. The solid line is the neutral fraction obtained from a thick Mg vapor target, Ref. 20.

Fig. 5. Negative fraction from a carbon foil: •, "dirty" carbon; o, freshly evaporated carbon. The estimated standard error is shown at a representative point. The dashed lines are drawn through our data. The line labeled P represents the H^- results of Phillips (Ref. 2) for dirty surfaces, plotted at twice the H^- energy.

Fig. 6. Negative fraction from a fresh Mg surface. The estimated standard error is shown at a representative point. A dashed line is drawn through the data. The solid line is the negative fraction obtained from a thick Mg vapor target, Ref. 20.
Excited-atom results for "dirty" carbon surfaces, presented in the form $n^3 F_n$, where $F_n$ is the ratio of the number of atoms in the principal quantum level $n$ to the total number of particles in the beam (charged and neutral). Optical method (this work): o, filter; □, monochromator. Field-ionization measurements: ●, present work; — Sweetman et al. (Ref. 3). The representative standard errors indicated are based on reproducibility only. The estimated standard errors in the absolute values are ±30% for the field ionization and ±40% for the optical results. The dashed line is drawn through our field-ionization data.

Excited-atom results, $n^3 F_n$, for fresh Mg surfaces: o, filter; ●, field ionization. The representative standard errors indicated are based on reproducibility only. The estimated standard errors in the absolute values are ±30% for the field ionization and ±40% for the optical results. The dashed line is drawn through our field-ionization data. The solid lines are for Mg vapor targets: 1, thick target (Ref. 21); 2, target optimized for maximum excited-atom yield (Ref. 21).

A comparison of measured neutral yields from solid Mg, ●, and Au, o, surfaces with theoretical predictions from Ref. 6 (YTE) and Ref. 7 (TY). The solid line, P, is Phillips' Au data (Ref. 2). Our experimental results with deuterium are plotted at half energy.
Fig. 10. Emission cross-section measurements of the 0-0 first negative band of N$_2^+$ (3914 Å) produced by bombardment of N$_2$ by H$^+$. Solid lines indicate absolute measurements, dashed lines indicate relative measurements. A, Ref. 24; B, Ref. 25; C, Ref. 26; D, Ref. 27; E, Ref. 28; F, Ref. 29; G, Ref. 30; H, Ref. 31; I, Ref. 32; J, Ref. 33; K, weighted average curve used in present experiment.

Fig. 11. Emission cross-section measurements of the 0-0 first negative band of N$_2^+$ (3914 Å) produced by bombardment of N$_2$ by H$^0$. Solid lines indicate absolute measurements, dashed lines indicate relative measurements. B, Ref. 25; D, Ref. 27; G, Ref. 30; I, Ref. 32; K, derived cross-section curve used in present experiment (see text).
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