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Performance of the AMOEBA water model in the vicinity of QM
solutes: a diagnosis using energy decomposition analysis
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The importance of incorporating solvent polarization effects into the modeling of solvation processes
has been well-recognized, and therefore a new generation of hybrid quantum mechanics/molecular
mechanics (QM/MM) approaches that accounts for this effect is desirable. We present a fully
self-consistent, mutually polarizable QM/MM scheme using the AMOEBA force field, in which
the total energy of the system is variationally minimized with respect to both the QM electronic
density and the MM induced dipoles. This QM/AMOEBA model is implemented through the
Q-Chem/LibEFP code interface and then applied to the evaluation of solute-solvent interaction
energies for various systems ranging from the smallest water dimer to neutral and ionic solutes
(NH3, NH+

4 , CN
�) surrounded by increasing numbers (up to 100) of water molecules. In order to

analyze the obtained interaction energies, we also utilize an energy decomposition analysis (EDA)
scheme which identifies contributions from permanent electrostatics, polarization and van der Waals
(vdW) interaction for the interaction between the QM solute and the solvent molecules described
by AMOEBA. This facilitates a component-wise comparison against the full QM references where
the corresponding energy components are obtained via a modified version of the absolutely localized
molecular orbitals (ALMO)-EDA. The results show that the present QM/AMOEBA model can
yield reasonable solute-solvent interaction energies for neutral and cationic species, which, however,
highly relies on the delicate balance between insufficiently favorable permanent electrostatics and
softened vdW interaction. For anionic solutes where the charge penetration effect becomes more
pronounced, the QM/MM interface turns out to be unbalanced. These results are consistent with
and further elucidate our findings in a previous study using a slightly different QM/AMOEBA model
(J. Chem. Phys. 145, 124106 (2016)), and the implications on future improvement of this model are
also discussed.

I. INTRODUCTION

The solvation process, where a solute molecule in-
teracts with water or other solvent molecules, plays
a key role in many chemical and biochemical sys-
tems. In chemical reactions, the success with which
inorganic or organic compounds are synthesized can
be greatly affected by the choice of the solvent. In

a)Electronic mail: yihan.shao@ou.edu
b)Electronic mail: mhg@cchem.berkeley.edu

macromolecular systems, the rates for enzymatic
reactions or protein folding and the strengths of
ligand-receptor binding are also dependent upon sol-
vation, because all these processes involve partial ex-
posure of key chemical groups to the solvent.

Given its central role in both basic and applied
sciences, molecular solvation has been investigated
using ab initio quantum chemistry methods in con-
junction with implicit or explicit solvent models
in numerous theoretical and computational studies.
Implicit solvent models1, which ignore the molecular
resolution of the solvent, have a long history dating



back to Born2 and Onsager3. In quantum mechan-
ical (QM) calculations, implicit descriptions for sol-
vent molecules remain in wide use today, mostly in
the formulation of generalized Born (GB) models4–6,
apparent surface charge (ASC) models7–18, and
models based on direct solution of non-homogeneous
Poisson-Boltzmann equations19–22. Despite their
huge successes — solvation free energies for neu-
tral molecules can be predicted on average within
1.0 kcal/mol23,24— implicit solvent models for QM
calculations can be inadequate in several situations:
(a) Larger errors in the predicted solvation free en-
ergies are found for ionic solutes23, which can inter-
act strongly with solvent molecules through perma-
nent electrostatics, polarization, and charge trans-
fer; (b) It is rather difficult to describe systems that
are partly inhomogeneous, such as ionic liquids (and
other mixed solvents) or solvent at different pH con-
ditions; (c) It is clearly ill-suited for describing com-
pletely inhomogeneous environments, such as a “so-
lute” ligand in a partially exposed binding pocket
that is accessible to water or other solvent molecules.
Explicit solvent models, where the solvent

molecules receive an all-atom or united-atom de-
scription, can in principle be employed in such situ-
ations that are challenging for implicit solvent mod-
els. Ideally, one would like to perform fully ab ini-
tio QM (such as density functional theory (DFT)
or perturbation theory (PT)) calculations on the so-
lute molecule together with a larger number of sol-
vent molecules. While there have been fully ab ini-
tio molecular dynamics (AIMD) simulations on some
liquid systems reported,25–29 their routine use is still
beyond the reach of most researchers, in part due
to the substantial cost associated with computing
the ab initio electronic structure for each configura-
tion, and in part due to the large number of con-
figurations required to adequately sample the con-
figuration space. Even when feasible, AIMD sim-
ulations using DFT are not always guaranteed to
produce accurate results for extended neat liquid or
solute-solvent systems if the employed density func-
tional lacks an accurate description for dispersion
interaction,30–37 while many PT methods are known
to overestimate dispersion even for smaller systems.
Explicit solvent models utilizing hybrid quan-

tum mechanical molecular mechanical (QM/MM)
energy functions38–43 come as a natural compro-
mise between computational efficiency and accuracy.
Through treating the solute molecule with ab initio
QM methods and the solvent molecules with molec-
ular mechanics (MM) force fields 44–50, it vastly re-
duces the computational demand compared to full
QM calculations, while potentially retaining the QM

accuracy for the simulation results. Out of three
categories of interactions existing in a solute-solvent
system (intramolecular interactions within the so-
lute, solute-solvent interactions, and solvent-solvent
interactions), it is the most crucial to have an accu-
rate description for the solute-solvent interactions.
This is because one can usually find a QM level of
theory (such as Kohn-Sham (KS)-DFT51) to reli-
ably describe intramolecular interactions within the
solute, and because, for solvent-solvent interactions,
one can take advantage of the error cancellation
within the MM model or reduce the error by av-
eraging over the sampling ensemble.
In QM/MM based solvation models, the solute-

solvent interactions consist of five components: per-
manent electrostatics, forward (MM ! QM) polar-
ization, backward (QM ! MM) polarization, ex-
change repulsion, and dispersion. (Note: forward
and backward polarizations are numerically insep-
arable if mutual polarization is enabled.) Most of
the recent algorithm developments on QM/MM in-
teractions have focused on: a) improving the per-
manent electrostatics and the forward polarization
by adopting a multipolar representation of solvent
electrons52–60 and by introducing damping schemes
to account for the spread of solvent valence electron
density52,53,61–66; and b) adding the backward polar-
ization through employing a polarizable force field
for the solvent molecules, including models based on
Drude oscillators67,68, fluctuating charges69–72 and
inducible dipoles.52–60,73–83

In QM/MM calculations, exchange repulsion and
dispersion interactions are usually combined to-
gether in a classical vdW potential using the
Lennard-Jones (“12-6”) or Halgren (“14-7”) for-
mula84. To this date, there is no fully automated
procedure to assign vdW parameters to QM atoms,
and there is a lack of systematical ways to improve
the description of QM/MM vdW interactions, which
limits the reproducibility of QM/MM results in gen-
eral. But vdW interactions are just as important
as permanent electrostatics and polarization interac-
tions in QM/MM calculations85. In two recent pub-
lications on hydration free energies86,87, for example,
it was reported that the BLYP functional88,89 (for
the QM region) can produce more accurate results
than more sophisticated functionals, when the sol-
vent water molecules are described by the TIP3P90

model. This happens only because the QM/MM
permanent electrostatics based on BLYP electron
density is the most compatible with the employed
classical QM/MM vdW potential. In another re-
cent publication60, we also demonstrated that the
buffered 14-7 potential of AMOEBA needs to be ad-
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justed to reproduce full QM values for the investi-
gated solute-solvent interaction energies.

In this article, a new implementation of
DFT/AMOEBA calculations within the Q-
Chem/LibEFP91,92 software framework is reported,
with a complete derivation of equations for self-
consistent field (SCF) calculations. The AMOEBA
polarizable force field,93–95 which places perma-
nent multipoles (up to quadrupoles) and induced
dipoles on each solvent atom, is supposed to
improve the description for QM/MM permanent
electrostatics and forward/backward polarization
interactions. Our implementation complements the
recent efforts within the Gaussian59, LICHEM58,
and ONETEP/TINKER60 software platforms, and
further improves the accessibility to mutually po-
larizable QM/MM calculations using the AMOEBA
force field.

Equally importantly, we propose a scheme to de-
compose the solute-solvent interaction energy eval-
uated by mutually polarizable QM/MM into contri-
butions from permanent electrostatics, polarization
and vdW interaction. This method, which can be
regarded as a simplified version of the energy de-
composition scheme suggested by Gao,96 facilitates
a component-wise comparison against full QM ref-
erences obtained by performing the absolutely lo-
calized molecular orbitals based energy decompo-
sition analysis (ALMO-EDA).97–99 This allows us
to thoroughly analyze all individual components of
the solute-solvent interaction energy, and provides
valuable insights for guiding future improvements
to the QM/MM modeling of solute-solvent interac-
tions. We note that there have been many other
protocols developed for decomposing intermolecular
interactions calculated by QM,100 while the choice
of the ALMO-EDA scheme has been validated by a
recent benchmark study of the AMOEBA force field
by several of us.101

II. METHODS

A. Fully polarizable QM/AMOEBA SCF calculations

The total energy of the coupled KS-
DFT/AMOEBA system can be expressed as

EQM/MM

tot = EQM

nuc-nuc + EMM

val + EMM

elec + EMM

vdw

+ EQM/MM

vdw + E
QM(nuc)/MM

elec

+ EQM

el + E
QM(el)/MM

elec + EMM

pol . (1)

The first six terms in Eq. (1) do not depend on the
electron density of the QM region. Among them,
the first four terms can be evaluated with a QM or
MM region in isolation: EQM

nuc-nuc represents the re-
pulsion between QM nuclei, EMM

val is the sum of all
the valence terms (bond, angle, and Urey-Bradley)
in AMOEBA, and EMM

elec and EMM

vdw refer to the per-
manent electrostatic and van der Waals (vdW) inter-
actions between AMOEBA fragments, respectively.
For a more detailed introduction to these terms,
we refer the readers to the original references of
AMOEBA.93–95

The next two terms are two components of the
interaction crossing the QM and MM boundary,
i.e., the vdW interaction between QM and MM
atoms and the electrostatic interaction between the
QM nuclei and the permanent multipoles (up to
quadrupoles) of the AMOEBA water molecules.
In our current model, the QM/MM vdW inter-
action energy is computed at the MM level, i.e.,
we assign AMOEBA’s vdW parameters to each

QM atom. And for the evaluation of E
QM(nuc)/MM

elec ,
the same equations for computing charge-charge,
charge-dipole and charge-quadrupole interactions in
AMOEBA can simply be applied.
The last three terms are electron-density-

dependent so they need to be minimized through
an SCF procedure. EQM

el is defined as the KS energy
associated with the present electron density without
accounting for its interaction with the MM embed-
ding potential, and we shall denote the correspond-
ing Fock matrix contribution as

F0 = ∂EQM

el /∂P, (2)

where P is the density matrix for the QM electrons.

The second density-dependent term, E
QM(el)/MM

elec ,
refers to the Coulomb interaction energy between
the QM electrons and the permanent multipoles on
the AMOEBA fragments:

E
QM(el)/MM

elec =

Z

dr ρel(r)V
MM

m-pole(r), (3)

where V MM

m-pole(r) is the electrostatic potential (ESP)
generated by the AMOEBA multipoles. Within the
AMOEBA force field, the permanent multipoles are
usually located on each atomic site i, and Mi =
{qi,µi,Qi}. Taking all the atomic sites in the MM
region together, we have

V MM

m-pole(r) =

nMM
X

i=1

(
qi

|r�Ri|
�rr

1

|r�Ri|
· µi

+
1

3
rrrr

1

|r�Ri|
: Qi), (4)
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where the point charge, dipole and quadrupole mo-
ments on each site are contracted with the electric
potential, field and quadrupole field operators, re-
spectively, to give the electrostatic potential at an
arbitrary point in the 3-space. Transforming Eq. (3)
into the atomic orbital (AO) basis, we obtain

E
QM(el)/MM

elec = Tr[PVMM

m-pole] (5)

and its contribution to the Fock matrix of the cou-
pled QM/AMOEBA system is

VMM

m-pole =
∂EQM(el)/MM

elec

∂P
, (6)

where VMM

m-pole is the representation of the 3-space

ESP (given by Eq. (4)) in the AO basis {ωµ(r)}:

(V MM

m-pole)µν =

Z

dr V MM

m-pole(r)ω
⇤

µ(r)ων(r). (7)

The last term in Eq. (1) denotes the polarization
energy of the MM subsystem. (Note: the polar-
ization of the QM system will be incorporated by
the SCF minimization procedure implicitly.) In the
AMOEBA force field, the polarization effect is de-
scribed using point induced dipoles distributed onto
each MM site. With an isotropic (scalar) polariz-
ability αi, the induced dipole on MM site i can be
expressed as

µ
ind
i = αi(E

perm
i + E

ind
i ). (8)

E
perm
i is the so-called “permanent” electric field. For

the QM/AMOEBA system, it includes the contribu-
tions from QM nuclei and electrons, and permanent
multipoles on other MM sites:

E
perm

i = E
QM(nuc)
i + E

QM(el)
i + E

MM(m-pole)
i . (9)

Note that in the case of AMOEBA water, which is
the focus of our present work, the interactions be-
tween permanent multipoles on the same fragment
are excluded. E

ind
i , on the other hand, refers to the

electric field generated by induced dipoles on every
other MM site, which requires Eq. (8) to be solved
self-consistently. Once the induced dipoles are equi-
librated, the polarization energy of the MM subsys-
tem can be computed as

EMM

pol = �
1

2

nMM
X

i

µ
ind
i · Eperm

i

= �
1

2

nMM
X

i

αi(E
perm
i + E

ind
i ) · Eperm

i . (10)

In our implementation, we first variationally solve
for {µind

i (n)} with the current electron density ma-
trix P(n) before taking the n + 1 SCF step. There-
fore, the contribution of the MM polarization energy
to the Fock matrix can be evaluated with given set
of {µind

i }:

FMM

pol =
∂EMM

pol

∂P

�

�

�

�

{µind
i

}

. (11)

According to Eq. (10), the dependence on the den-
sity matrix arises from the electric field component

E
QM(el)
i . At MM site i, we have

E
QM(el)
i = �rRi

Z

dr
ρel(r)

|r�Ri|

= �Tr[PVRi ] (12)

and

∂E
QM(el)
i

∂P
= VRi , (13)

where VRi is defined by

(V Ri)µν =

Z

dr ω⇤

µ(r)rRi

1

|r�Ri|
ων(r). (14)

Using Eq. (13), FMM

pol can be evaluated as

FMM

pol =
1

2

X

i

(µind
i + µ

ind0
i ) ·VRi , (15)

where µ
ind0
i = αiE

perm
i is the induced dipole arising

from the permanent electric field only. Clearly, this
contribution to the Fock matrix is closely related to
the ESP generated by induced dipoles on all MM
sites.
Taking Eqs. (2), (6), and (15) together, the Fock

matrix for the coupled QM/AMOEBA system can
be expressed as

FQM/MM = F0 +VMM

m-pole +
1

2

X

i

(µind
i +µ

ind0
i ) ·VRi .

(16)
If we add the latter two terms in Eq. (16) to the
core Hamiltonian (Hcore), the one-electron energy
of the QM electrons in the SCF calculation can be
conveniently evaluated using Tr[PHcore]. However,
according to Eq. (10), this will overcount the MM

polarization energy by �1/2
P

i µ
ind0
i ·E

QM(el)
i , which

needs to be subtracted out in the end. Therefore,
the density-dependent part of the total energy for
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the QM/AMOEBA system (the last three terms in
Eq. (1)) can be computed by

EQM

el + E
QM(el)/MM

elec + EMM

pol

= Tr[PHcore] +
1

2
Tr[PIIP] + Exc +

1

2

nMM
X

i

µ
ind0
i · E

QM(el)
i

�
1

2

nMM
X

i

µ
ind
i · (E

QM(nuc)
i + E

MM(m-pole)
i ), (17)

where II represents the two-electron AO integrals
that are used for the construction of Coulomb
and exact exchange (if hybrid functionals are
employed) matrices, and Exc is the exchange-
correlation (XC) energy of KS-DFT. We note that
the SCF equations derived above for mutually po-
larizable DFT/AMOEBA calculations are similar to
those reported by Loco et al.59 in a previous paper
except that {µind0

i } seems to be replaced by {µind
i }

in their equations.
With equations for the total energy and the corre-

sponding Fock matrix available, we adopt a double-
loop SCF optimization scheme to minimize the to-
tal energy of the QM/AMOEBA system, i.e., Etot is
optimized with respect to both QM electron density
(outer loop) and AMOEBA induced dipoles (inner
loop). The entire procedure of this double-loop SCF
calculation is as follows:

1. Compute the contribution from AMOEBA per-
manent multipoles to the core Hamiltonian
(Eq. (7)), and the electric field matrix VRi for
each inducible MM (Eq. (14)).

2. Obtain the initial guess for the QM electron den-
sity matrix (P).

3. With the given P, iteratively solve for the induced
dipoles in the MM region ({µi}) with the inner
loop.

4. Evaluate the contribution from induced dipoles to
the core Hamiltonian (Eq. (15)).

5. Build the Fock matrix for the current (outer
loop) iteration according to Eq. (16), and evalu-
ate the SCF energy (Eq. (17)) and the error vec-
tor/gradient.

6. Check for convergence:

• If NOT converged, update the MO coefficients
and the density matrix with the employed SCF
algorithm, and go back to Step 3.

• If converged, compute the other energy compo-
nents in Eq. (1) that are density-independent
(e.g. the vdW interaction between QM and MM
regions).

B. Energy decomposition analysis

As the first assessment of this mutually polariz-
able and fully self-consistent QM/AMOEBA model,
we apply it to the evaluation of solute-solvent in-
teractions (the solute is described by QM and the
solvent molecules by AMOEBA) and compare the
results to full QM references. In our previous
study (using the ONETEP/TINKER implementa-
tion of QM/AMOEBA),60 it has been revealed that
the unmodified QM/AMOEBA model underesti-
mates solute-solvent interaction energies almost con-
sistently across a range of systems, and further
softening the buffered 14-7 potential for EQM/MM

vdw
significantly improves the agreement with the full
QM reference for most of the investigated systems.
Nonetheless, the major culprit for the poor perfor-
mance of the unmodified QM/AMOEBA model is
not completely clear without further analysis. Here,
similar to a recent benchmark of ion-water interac-
tions that we performed for the AMOEBA force field
(pure MM) against the ALMO-EDA results,101 we
decompose the solute-solvent interactions evaluated
by both QM/AMOEBA and full QM into contribu-
tions from permanent electrostatics (ELEC), polar-
ization (POL), and vdW interaction (vdW), and the
agreement in total interaction energy and in each en-
ergy component will be assessed.
Since our QM/AMOEBA model is mutually po-

larizable, the interaction energy between QM and
MM regions (EQM/MM

int ) cannot be simply represented
by terms in Eq. (1). Instead, it can always be
computed through the so-called supermolecular ap-
proach, i.e.,

EQM/MM

int = EQM/MM

tot � EQM

0 � EMM

0 , (18)

where EQM

0 and EMM
0 refer to the total energies of

isolated QM and MM subsystems, respectively.
With the goal of extracting the energy compo-

nents of this interaction across the QM/MM bound-
ary, we propose the following approach which has
a similar spirit to that of ALMO-EDA. First, we
perform SCF calculations for isolated QM and MM
subsystems, and the resulting QM density matrix
(P0) and MM induced dipoles ({µind

i (0)}) are col-
lected and employed as the initial guess for the
coupled QM/AMOEBA calculation. Note that the
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MM induced dipoles and EMM

pol are both non-zero at
this stage unless there is only one single polariza-
tion group (equivalent to one single fragment for the
AMOEBA water case) in the MM region, whereas
the polarization effect arises from the existence of
MM multipoles only. Then the QM and MM sub-
systems are coupled together, and before any further
relaxation occurs, the permanent electrostatic inter-
action between QM and AMOEBA fragments can
be computed as

EQM/MM

elec = Tr[P0Ṽ
MM

m-pole] + Ẽ
QM(nuc)/MM

elec , (19)

where the tildes indicate that interaction between
the initial set of induced dipoles ({µind

i (0)}) and the
QM region (electron density and nuclei) is also in-
cluded. At this point, the induced dipoles are com-
puted without coupling with the QM subsystem, so
they play the same role as permanent dipoles and
can be treated in the same way computationally,
i.e., ṼMM

m-pole can be computed based on Eqs. (4) and

(7) by simply replacing µi with µ
0

i = µi + µ
ind
i (0).

This definition of permanent electrostatics in mutu-
ally polarizable QM/MM calculations, especially the
use of {µind

i (0)}, is the same as the scheme proposed
in Ref. 96.
We then relax the QM/AMOEBA system follow-

ing the SCF procedure presented above, and the re-
sulting changes in the three terms on the RHS of
Eq. (17) define the polarization energy of the whole
QM/MM system:

EQM/MM

pol = ∆EQM

el +∆E
QM(el)/MM

elec +∆EMM

pol . (20)

Note that due to the mutual character of polariza-
tion here, it is not possible to further decompose
EQM/MM

pol into forward and backward contributions
while retaining additivity. Once the SCF is con-
verged, the vdW interaction between QM and MM
subsystems, EQM/MM

vdw , can be evaluated at the end
since it is fully classical in our current model. Taken
together, the interaction across the QM/MM bound-
ary is decomposed into three energy components:

EQM/MM

int = EQM/MM

elec + EQM/MM

pol + EQM/MM

vdw . (21)

For the purpose of the benchmark, solute-solvent
interaction energies evaluated by full QM also need
to be decomposed into the corresponding energy
components. This can be achieved by applying a
slightly modified version of the ALMO-EDA, which
has been introduced in Ref. 101. To briefly recapitu-
late the modifications, we adopt the “classical” defi-
nition for permanent electrostatics, i.e., the classical

Coulomb interaction between charge distributions of
fragments evaluated in isolation:

Eelec =
X

A<B

Z

r1

Z

r2

ρtotA (r1)
1

r12
ρtotB (r2)dr1dr2,

(22)
where ρtotA (r) = ρelA(r) + ρnucA (r). Here ρA and ρB
simply refer to charge distributions of solute and
solvent molecules, respectively. Then, with the def-
inition for the dispersion energy (Edisp) remaining
unchanged (based on Ref. 98), the remainder of the
frozen interaction energy (interaction between frag-
ments approaching each other whose molecular or-
bitals are not yet relaxed) is defined as the (modi-
fied) Pauli interaction:

Epauli = Efrz � Eelec � Edisp. (23)

The separation of polarization and charge transfer
(CT) still utilizes the so-called “SCF for molecular
interaction” (SCF-MI) approach. Basis set super-
position error (BSSE) evaluated by the counterpoise
correction can also be included if desired, which is
often combined with the CT term because they both
arise from the delocalization effect. Thus the solute-
solvent interaction energy evaluated by full QM can
be decomposed as follows:

Eint = Eelec + Epauli + Edisp + Epol + Ect. (24)

The readers are referred to the original references
of ALMO-EDA (Refs. 97–99) for more details about
this method.
In order to further simplify the compari-

son between energy components evaluated by
QM/AMOEBA and full QM, in this work we intro-
duce another “coarse-grained” modification to the
ALMO-EDA scheme presented above, i.e., we define
the “vdW” component of the full QM interaction
energy as the sum of Pauli repulsion, dispersion and
charge transfer:

Evdw = Epauli + Edisp + Ect, (25)

and then Eq. (24) becomes

Eint = Eelec + Epol + Evdw, (26)

which has a straightforward correspondence to the
decomposition of QM/AMOEBA interaction energy
represented by Eq. (21). This choice, especially the
addition of CT to the other two energy components
that correspond to the vdW term physically, is ratio-
nalized by our previous investigation of vdW inter-
actions in AMOEBA with the same EDA scheme.101
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C. Implementation through the Q-Chem/LibEFP
interface

The QM/AMOEBA model presented above and
the energy decomposition analysis scheme for in-
teractions across the QM/MM boundary are imple-
mented through a Q-Chem/LibEFP code structure.
LibEFP92 is an open source library for effective frag-
ment potential (EFP) calculations and has been in-
terfaced with the Q-Chem 4 software package.91 It
can be naturally extended to support the AMOEBA
force field thanks to their similarities in many as-
pects, e.g., they both use distributed point multi-
poles to model permanent electrostatics and use dis-
tributed inducible dipoles to describe polarization.
Therefore, many routines implemented for EFP cal-
culations, such as those that are utilized to compute
the interactions between point multipoles, can be di-
rectly used for AMOEBA. Nonetheless, several ad-
ditional functionalities are still required in order to
fully support AMOEBA in LibEFP, including

• Parsers for AMOEBA parameter files which con-
tain permanent multipole moments, atomic polar-
izabilities, vdW parameters, etc.;

• The valence terms in the AMOEBA force field
(bond, angle and Urey-Bradley), which were not
included in LibEFP since fragments with fixed ge-
ometries are usually used in EFP calculations;

• vdW interactions between AMOEBA fragments
and between QM and MM atoms, which are both
described by the buffered 14-7 potential;

• Routines transforming AMOEBA’s permanent
multipoles that are in their own local coordinates
(as in the parameter file) into the global coordi-
nate, which is a necessary step before including
these permanent multipoles into the QM/MM sys-
tem;

• Thole-damped electric field arising from
monopole, dipole, and quadrupole moments,
which is required by the evaluation of induced
dipoles based on Eq. (8).

Calculations using the AMOEBA force field can be
correctly handled when these additions are combined
with the original routines in LibEFP. We note that
currently we only enabled the use of the AMOEBA
water model in LibEFP, and a future extension to
more general MM systems described by AMOEBA
should be straightforward.

The Q-Chem/LibEFP code interface for mutu-
ally polarizable QM/AMOEBA calculations is illus-
trated in Figure 1. Q-Chem serves as the driver
for the entire calculation, which parses the geometry
and topology (connectivity between the MM atoms)
and passes the information to LibEFP. LibEFP
computes MM energy terms (such as EMM

val , EMM

elec)
and components of QM/MM interaction energy that
are not density-dependent (such as EQM/MM

vdw and

E
QM(nuc)/MM

elec ), and it also passes AMOEBA’s perma-
nent multipoles (all transformed into the global co-
ordinate frame) and current set of induced dipoles to
Q-Chem. Since routines that evaluate electric poten-
tial, field and field derivative matrices in the AO ba-
sis are already available in Q-Chem, only slight mod-
ifications to the standard SCF routines are needed
to incorporate the MM contribution to the Fock ma-
trix. And standard SCF algorithms, such as the
direction inversion of the iterative subspace (DIIS)
method,102,103 can still be employed for minimizing
the energy of a coupled DFT/AMOEBA system. In
terms of the MM polarization energy (EMM

pol ), the
induced dipoles of AMOEBA are self-consistently
solved in LibEFP, while the electric field component
arising from QM electron density on each inducible
site is evaluated by and then passed from Q-Chem.

III. RESULTS

A. Computational details

All the QM/AMOEBA and full QM calculations
are performed with a locally modified Q-Chem 4.4
software package,91 which has been interfaced with a
locally developed version of LibEFP.92 In this work,
“QM” refers to DFT methods exclusively, and un-
less otherwise specified, the ωB97X-V functional104

is used. ωB97X-V is a range-separated hybrid
GGA which employs the VV10 non-local correlation
functional105 to describe dispersion, and its accuracy
for non-covalent interactions, especially for those
involving ionic species has been shown by several
recent studies.101,106,107 Two Karlsruhe basis sets,
def2-SVPD and def2-TZVPPD,108 are employed in
the calculations presented below, which are of aug-
mented double- and triple-ζ qualities, respectively.

The full QM and QM/AMOEBA solute-solvent
interaction energies are both evaluated with the
supermolecular approach, and counterpoise correc-
tions for BSSE are applied to the former. The
ALMO-EDA calculations are performed based on
the modified scheme introduced in Sec. II B, while
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uation when AMOEBA water serves as the proton
donor in H-bonding systems, we also investigate the
performance of QM/AMOEBA for the dissociation
PES of the water-Cl� dimer (the chloride anion is
treated with QM), which is closely related to the “re-
versed” water dimer case discussed above. Its total
energy and EDA results are shown in Figure 3. Note
that although the choice of basis set has a slightly
larger effect on this system (which can be seen from
the “POL” panel of Figure S4 in the Supplementary
Material), it brings no qualitative changes so that we
can still focus on the def2-TZVPPD results. Indeed,
when the (QM) H-acceptor water is replaced by
Cl� which interacts with the AMOEBA water more
strongly, the issues revealed by the investigation
on the water dimer above are further exacerbated,
which gives rise to an enormously shifted PES. In
contrast to the pure AMOEBA case, QM/AMOEBA
underbinds the H2O··Cl� complex by 3.6 kcal/mol
at the QM minimum (3.10 Å), and the error further
increases in the compressed region. Meanwhile, the
equilibrium Cl··O distance given by QM/AMOEBA
(3.35 Å) is also substantially elongated compared to
the full QM result.

Turning to the energy components, the permanent
electrostatics of QM/AMOEBA shows a similar but
more pronounced feature as in the “reversed” wa-
ter dimer case, as it starts to deviate from the pure
AMOEBA curve considerably at an even longer dis-
tance and the difference at the QM equilibrium dis-
tance is already as large as 7 kcal/mol. This is ev-
idently the main culprit for the significant under-
binding of QM/AMOEBA at all ranges. Although
the polarization energy and vdW interaction given
by QM/AMOEBA are both more favorable than
their full QM counterparts, they are far from be-
ing sufficient to cancel the enormous error in per-
manent electrostatics. It should be noted that the
QM/AMOEBA polarization energy lies in between
the full QM and full AMOEBA results across the
board, i.e., it still overestimates the polarization
energy relative to the full QM reference but less
severely than pure AMOEBA, even though Thole
damping is consistently applied to the latter.

Taking these two examples (the “reversed” wa-
ter dimer and the water-Cl� dimer) together, it is
clearly revealed that QM/AMOEBA can suffer more
from CPE than pure AMOEBA, and that the re-
sulting profile of permanent electrostatics, instead
of lying in between the full QM and full AMOEBA
ones, can be less attractive than both. This is slightly
counterintuitive and will be further discussed in
Sec. III E.

C. Interaction with solvent molecules in the first
solvation shell

As the first step from gas-phase dimers to clus-
ters in condensed phase, we turn to the interaction
between solutes and solvent (water) molecules in
their first solvation shells. Three solutes are con-
sidered in this study: H2O, Na+, and Cl�, which
are representative of neutral, cationic, and anionic
species, respectively. The configurations are taken
from MD simulations of one solute molecule solvated
in a box of 215 H2O molecules using the AMOEBA
force field, and the number of water molecules in the
first solvation shell is determined by an integration
over the first peak of the resulting radial distribu-
tion function (until the position of the first trough).
In order to simplify the discussion below, the same
number of water molecules is applied to each solute
species, which turns out to be 4, 6 and 8 for H2O,
Na+ and Cl�, respectively. Therefore, they are also
referred to as (H2O)5 (water pentamer), Na+(H2O)6
and Cl�(H2O)8 in the discussions below.

TABLE I. Maximum errors (MAX), mean absolute
errors (MAE), and mean signed errors (MSE) of
QM/AMOEBA (in kcal/mol) for interactions between
three solutes (H2O, Na+, and Cl−) and the H2O
molecules in their first solvation shells. The statistical
errors in total energies and energy components are eval-
uated relative to the full QM references over 100 samples
(snapshots) for each solute.

MAX MAE MSE

H2O

INT 5.21 1.35 1.29
ELEC 21.46 11.79 11.79
POL 1.79 0.37 0.36
vdW -21.40 10.86 -10.86

Na+

INT 3.78 1.45 1.44
ELEC 6.55 3.79 3.79
POL 1.89 0.65 0.25
vdW -4.99 2.60 -2.60

Cl−

INT 19.51 10.94 10.94
ELEC 37.32 27.17 27.17
POL -5.93 4.90 -4.90
vdW -18.25 11.33 -11.33

The solute-solvent interaction energies evaluated
with QM/AMOEBA are plotted with respect to the
full QM results in the top row of Figure 4. For
the H2O and Na+ solutes, the QM/AMOEBA in-
teraction energies agree with the full QM results
reasonably but are slightly underbound, where the
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sharp distinction. With full QM, permanent elec-
trostatics and polarization make non-trivial contri-
butions to binding, especially the former which ac-
counts for roughly 50% of the stabilization, while
in the QM/AMOEBA case, their contributions ap-
pear to be trivial and the whole system is al-
most entirely bound by QM/MM vdW interaction
which is described at the AMOEBA level. We note
that contrary to the former F�(H2O)10 system, the
AMOEBA waters are no longer proton donors here
and the resulting QM/AMOEBA polarization en-
ergy is largely underestimated. It is thus evident
that the electrostatic interaction (permanent and in-
duced) between a neutral, non-polar solute and sol-
vent water molecules cannot be correctly described
by the present QM/AMOEBA model which has no
explicit treatment for the charge penetration effect,
and the quality of the obtained total interaction en-
ergy is entirely controlled by the empirical 14-7 po-
tential.

E. More detailed investigations on electrostatics and
polarization in H-bonding systems

According to the examples investigated above, we
have noticed that the most challenging systems for
QM/AMOEBA are H-bonding complexes where the
proton donor is AMOEBA water. For these systems,
one of the most notable features of QM/AMOEBA
is that the resulting permanent electrostatics is even
less favorable than that given by pure AMOEBA. In
order to understand this better, we perform a further
analysis on the electrostatic interaction between Cl�

and H2O at the equilibrium geometry of the water-
Cl� dimer, where the contributions from nuclei and
electrons are separated. The results are shown in Ta-
ble III. Note that for atomic site i in the MM region,
the “electron” part includes a point charge of value
qi�Ni (qi is the original AMOEBAmonopole for site
i and Ni is the corresponding nuclear charge) and all
the higher-order multipoles. Such a definition ren-
ders the “nuclei” part in QM and MM regions being
treated equivalently. According to Table III, when
the QM water is replaced by AMOEBA, the inter-
actions between the electron part of H2O with the
nucleus (+17e) and electron density of Cl� both be-
come less attractive, and the substantial deviation
of QM/AMOEBA’s permanent electrostatics rela-
tive to the full QM reference primarily arises from
the overly unfavorable electron-electron component.
Turning to the pure AMOEBA case, where the elec-
tron density of Cl� collapses onto the same position
as its nucleus and reduces to a point charge (-18e),

the electron-electron part becomes even more repul-
sive. However, the attractive interaction between
the electrons of Cl� and the nuclei of H2O is also
enhanced upon this change, which compensates for
the overly repulsive electron-electron component to
a large extent and results in a more favorable electro-
static interaction than that of QM/AMOEBA. Here
we see that the charge penetration effect, as reflected
by the lack of attractiveness in permanent electro-
statics, involves the interplay of three distinct energy
components.

TABLE III. Components of permanent electrostatic in-
teraction (in kcal/mol) for the H2O··Cl− complex at its
equilibrium geometry, as computed with full QM, full
AMOEBA, and QM/AMOEBA. “n” refers to nuclei, “e”
represents electrons, and the numbers reported in paren-
theses are errors with regard to the full QM values. The
nuclei-nuclei component is identical in all three calcula-
tions (18808.74 kcal/mol) so it is not listed in the table.

Cl−(n)··H2O(e) Cl−(e)··H2O(n) Cl−(e)··H2O(e)

Full QM -18544.86 -19901.80 19618.83

Full AMOEBA
-18544.12 -19915.14 19634.95
(+0.74) (-13.34) (+16.12)

QM/AMOEBA
-18544.12 -19901.80 19624.81
(+0.74) (0.00) (+5.98)

TABLE IV. Polarization energies (in kcal/mol) for the
water dimer and water-Cl−, F− dimers computed with
ALMO-EDA and QM/AMOEBA, by allowing (i) mutual
polarization, (ii) polarization of the H-acceptor only and
(iii) polarization of the H-donor only. “D” (H-donor)
and “A” (H-acceptor) are used to specify the regions
described by QM or AMOEBA.

mutual H-acceptor only H-donor only

water dimer
ALMO-EDA -1.17 -0.73 -0.35
AMOEBA -1.23 -0.42 -0.64
QM(A)/AMB(D) -1.49 -0.56 -0.59

water-Cl−
ALMO-EDA -3.77 -0.99 -2.35
AMOEBA -6.83 -0.59 -5.52
QM(A)/AMB(D) -5.71 -0.85 -3.53

water-F−
ALMO-EDA -16.88 -5.33 -10.12
AMOEBA -19.08 -0.59 -16.67
QM(A)/AMB(D) -19.68 -2.35 -10.23

Another notable feature of QM/AMOEBA for
these H-bonding systems is that it yields overly fa-
vorable polarization energies. To shed some light on
that, here we revisit the water dimer and the water-
halide (F�, Cl�) dimers. Three different types of
calculations are performed: (i) mutually polarizable;
(ii) allowing the polarization of H-acceptor only; (iii)
allowing the polarization of H-donor only, and their
results are collected in Table IV. Note that exclud-
ing the polarization of a certain fragment is realized
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by freezing the associated molecular orbitals or in-
duced dipoles in an SCF calculation. (e.g., for an
“H-donor only” ALMO-EDA (SCF-MI) calculation,
the orbital rotations on the fragment correspond-
ing to the H-acceptor are suppressed.) According to
these results, when AMOEBA water serves as the H-
donor, it consistently under-polarizes the H-acceptor
in terms of the resulting polarization energy once its
own polarization is forbidden, which should be re-
lated to its too weak electrostatic attraction with
the electrons of the H-acceptor, as indicated in Ta-
ble III. It is the over-polarization of AMOEBA wa-
ter as an H-donor (the so-called backward polariza-
tion) and the exaggerated mutual polarization effect
that contribute to the overestimated polarization en-
ergies given by QM/AMOEBA for these systems.
The most illustrative example is the water-F� dimer.
Considering two unidirectional direct polarizations
in QM/AMOEBA, the QM region (the H-acceptor
F�) is significantly under-polarized compared to the
full QM reference based on the energetic criterion,
while the AMOEBA water is only marginally over-
polarized by F�. However, the mutual polarization
effect (whose magnitude can be measured by the dif-
ference between the total polarization energy and
the sum of two unidirectional polarization energies)
in QM/AMOEBA is found to be substantially larger
than that in full QM. We think that such an exagger-
ated mutual polarization effect is related to the lack
of explicit Pauli repulsion that would otherwise curb
excessive electric polarization in our QM/AMOEBA
model. When the H-acceptor is also described by
AMOEBA, the under-polarization of H-acceptor and
over-polarization of H-donor both become more pro-
nounced, and the resulting total polarization energy
can be either less (water dimer, water-F�) or more
(water-Cl�) favorable than that of QM/AMOEBA.
Although for some systems such as the water dimer,
the pure AMOEBA polarization energy is in good
agreement with its QM counterpart, the underly-
ing physical pictures are not in line with each other,
as indicated by the relative strength of “H-donor
only” and “H-acceptor only” polarization energies
for the water dimer. Here we see that AMOEBA
water is excessively prone to electric polarization in
general as a proton donor, and that the improper
strength of mutual polarization effect due to the lack
of explicit modeling of Pauli repulsion in the present
QM/AMOEBA model further exacerbates the over-
polarization problem.

F. Convergence of the errors with the size of MM
region

The last aspect that we investigate in this work is
the convergence behavior of the errors demonstrated
above with increasing sizes of the MM region, i.e.,
the number of AMOEBA water molecules surround-
ing the QM solute. Here we revisit three solutes
that have been previously studied by us in Ref. 60:
NH3, NH+

4 and CN�, which form another set of rep-
resentatives of neutral, cationic and anionic species.
For each solute, we choose one single snapshot from
MD simulation (for the simulation details we refer
the readers to Ref. 60) and vary the number of sol-
vent water molecules. By starting from the 10 water
molecules that are closest to the solute (the position
of the latter is marked by the center of the simulation
sphere), we include 10 more water molecules that are
the next closest at a time until the number of sol-
vent molecules reaches 100, which is the maximum
size of the MM region in this work. In order to make
the full QM benchmarks for these systems compu-
tationally less demanding, we switch to the B97M-
V functional115 (which is a semi-local meta-GGA)
and the smaller def2-SVPD basis set. The choice
of this basis has been validated by a benchmark
study on systems containing 10–30 water molecules,
where def2-SVPD and def2-TZVPPD yield similar
full QM interaction energies once counterpoise cor-
rections are applied (see Table S1 in the Supplemen-
tary Material). Correspondingly, the same density
functional and basis set are applied to the QM region
in the QM/AMOEBA calculations for these systems.

With respect to the full QM references, the er-
rors of QM/AMOEBA in total interaction energies
and their components for three solutes surrounded
by varying numbers of water molecules are shown in
Figure 6 (the original data for interaction energies
and EDA are provided in Table S4 in the Supple-
mentary Material). Note that the solute-solvent in-
teraction energies (and the energy components) are
not guaranteed to vary monotonically with the num-
ber of solvent molecules since those distant solvent
molecules may not be aligned favorably relative to
the solute. For each system, the error in total in-
teraction energy converges to a certain value with
increasing sizes of the MM region, and so do the
errors in three energy components. This is reason-
able because both polarization and vdW interaction
(including exchange-repulsion, dispersion and other
short-range effects such as charge transfer) decay
fairly rapidly with respect to distance, and the mul-
tipole moments on those distant solvent molecules
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tions for the three species studied in Sec. III F, the
interactions with the first 10 water molecules ac-
count for 75–90% of the errors evaluated at the
bulk limit, which can be estimated by the nearly
converged errors with increasing numbers of water
shells. Therefore, in order to eliminate the errors ac-
cumulated in the short range and improve the accu-
racy of resulting solute-solvent interaction energies
systematically, it is necessary to treat the solvent
molecules in close proximity to the solute with more
sophisticated models.
The conceptually simplest approach is to merge

these solvent molecules into the QM region, which,
however, might significantly increase the computa-
tional demand. Meanwhile, it is often challenging to
choose an appropriate size for the QM region a pri-
ori, even though adaptive QM/MM methods have
been reported to address this issue.116–118 Another
plausible approach based on Figure 6 is to add a
buffer layer in the middle of QM and MM regions
wherein an improved AMOEBA model with modi-
fied function forms is applied to describe the solvent
molecules when we consider their interactions with
the QM solute, while the interactions between sol-
vent molecules (including those in the buffer layer)
remain unchanged, which are still described by the
original AMOEBA model. This buffer region is
devised to reduce the errors in short-range solute-
solvent interactions while providing a smooth tran-
sition from QM to AMOEBA, and we note that a
similar approach has been adopted by Olsen et al. in
the formulation of their polarizable density embed-
ding (PDE) model.76

As a roadmap to a modified AMOEBA model
whose interfacing with QM is improved, the first
obvious goal is the proper treatment of charge pen-
etration effect. There have been many efforts made
aiming to incorporate this effect in various MM
and QM/MM models,52,61–66,119–131 and under the
framework of the AMOEBA force field, appropriate
functional forms that account for charge penetration
in the context of pure MM calculations have also
been suggested by recent works.132,133 Many of these
methods are similar in spirit: on each MM site, the
point charge or point multipoles are first separated
into nuclear and electron contributions (similar to
what has been done for the data in Table III), and
then the latter is replaced by a continuous distribu-
tion (e.g. Slater or Gaussian function) with a certain
spatial extent, or alternatively, damping functions
are applied to the components of electrostatic inter-
actions that involve electrons. The development of
these models has provided many options that can be
potentially adopted by our QM/AMOEBA model.

However, we find that although applying a model
similar to that in Ref. 132 to QM/AMOEBA is able
to improve the description for permanent electro-
statics (we refer the readers to the left panel of Fig-
ure S5 in the Supplementary Material and Figure 2
in Ref. 134 for preliminary results), it might exacer-
bate the so-called “electron-spill” effect,135 i.e., the
QM region is enormously over-polarized so that the
electrons are pulled out of the QM region, and en-
ergetically it results in vastly overestimated polar-
ization energies (see Figure S6 and the right panel
of Figure S5 in the Supplementary Material). This
is associated with the aforementioned splitting of
multipole moments which effectively places point
charges of large magnitude (nuclei of MM atoms)
near the QM/MM boundary, while the essential de-
ficiency, nonetheless, is the purely empirical treat-
ment of the repulsive vdW interaction (also termed
exchange/Pauli/non-electrostatic repulsion), which
fails to preclude the over-polarization of QM den-
sity by the electrostatic potential of MM. A model
for Pauli repulsion that depends on electron den-
sity explicitly, despite being challenging because
of the pure quantum nature of this interaction, is
highly desirable not only for the sake of a more
balanced and physically pertinent QM/MM inter-
face, but also for the correct modeling of molec-
ular properties that rely on the actual electronic
structure, such as optical excitation energies.135,136

Popular methods for evaluating or incorporating
Pauli repulsion in QM/MM (or other embedding)
calculations include placing effective potentials on
MM atoms52,53,137–140 and other QM-derived ap-
proaches (e.g. the use of non-additive kinetic en-
ergy functionals, projection operators, etc.) that
make direct use of pre-computed electron densi-
ties/MOs on embedding fragments76,141–148. On
the other hand, overlap-based models have also
been proposed to mimic the effect of Pauli repul-
sion in pure MM124,149–157 and charge-dependent
QM/MM158,159 models. Further investigation is re-
quired to seek for an appropriate approach that ex-
plicitly accounts for the effect of Pauli repulsion be-
tween QM electrons and AMOEBA fragments with
moderate computational costs.

V. CONCLUSION

In this work, we have presented a QM/polarizable
MM model which employs modern density function-
als and the AMOEBA force field. The total energy
of the coupled QM/AMOEBA system is variation-
ally minimized with respect to both the QM electron
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density and the AMOEBA induced dipoles follow-
ing the procedure introduced in Sec. II A so that
the mutual polarization between QM and MM re-
gions is treated in a fully self-consistent fashion. The
implementation of this model is achieved through
the Q-Chem/LibEFP code interface, where Q-Chem
serves as the driver for the whole QM/AMOEBA
calculation and LibEFP is modified to accommo-
date the additional functionalities for the support
of AMOEBA. We note that LibEFP is a portable li-
brary so it can be readily interfaced with other quan-
tum chemistry software packages.
The proposed QM/AMOEBA model is employed

for the evaluation of interaction energies between
several simple solutes (including neutral and ionic
species) and various numbers of solvent water
molecules, which are equivalent to the interactions
between the QM and MM regions. With the goal
of investigating the source of errors in the resulting
solute-solvent interaction energies, an EDA scheme
is proposed to separate the total interaction en-
ergy crossing the QM/MM interface into contri-
butions from permanent electrostatics, polarization
and vdW interaction. This allows us to exam-
ine the agreement of each energy component with
its counterpart in full QM interaction energies ob-
tained by using the modified ALMO-EDA scheme.
In general, the present QM/AMOEBA model yields
reasonable total solute-solvent interaction energies
for investigated neutral (H2O, CH4, and NH3) and
cationic (Na+ and NH+

4 ) species (often not for the
correct reason, vide infra), but significantly under-
estimates the interactions for anionic solutes (Cl�,
F�, and CN�). Looking at the energy components
more closely by means of EDA, the following points
emerge:

• Permanent electrostatic interaction given by the
current QM/AMOEBA model is always not suffi-
ciently attractive, and it can suffer from even more
significant CPE than in the pure AMOEBA sce-
nario. This is most pronounced when the solute
serves as the acceptor of protons from the MM
region.

• The vdW potential of AMOEBA is usually soft-
ened relative to its counterpart in full QM inter-
action energy. However, bearing in mind that
the associated parameters are fitted with pure
AMOEBA’s permanent electrostatics and polar-
ization, they might no longer be suitable for
QM/AMOEBA whose other two energy compo-
nents are both shifted (see Figures 2 and 3).

• The error in polarization energy is usually smaller

compared to the discrepancies in other two energy
components, and the sign of the error turns out
to be system-dependent. According to our tests,
QM/AMOEBA overestimates the polarization en-
ergy for H-bonding systems where AMOEBA wa-
ter plays the role of a proton donor (which are
roughly the same systems that have the largest
CPEs), and it can substantially underestimate
the polarization energy for other systems (such as
CH4(H2O)20) as well.

Taken together, as we have summarized at the end
of Sec. III C, the quality of solute-solvent interaction
energies given by the present QM/AMOEBA model
highly relies on the error cancellation amongst three
components, especially the delicate balance between
insufficiently favorable permanent electrostatics and
vdW potential with extra softness. For several in-
vestigated solute-solvent systems, the “reasonable”
total interaction energy masks the incorrectness of
the underlying physics (one typical example is the
CH4(H2O)20 cluster), and such a “brittle” balance
can break down once the permanent electrostatic
and polarization components of QM/AMOEBA in-
teractions are largely discrepant from their pure
AMOEBA counterparts. It has also been shown that
the errors in individual energy components mostly
result from the solvent molecules in proximity to the
QM region, and they converge rather rapidly with
the increasing numbers of solvent shells, which im-
plies that this model can be systematically improved
by properly addressing the short-range discrepancy
in each individual energy component. Future work
will be devoted to this aspect based on the discus-
sions in Sec. IV.
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