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ABSTRACT

A new low budget slope measuring instrument, the Developmental Long Trace Profiler (DLTP), was recently brought to operation at the ALS Optical Metrology Laboratory. The design, instrumental control and data acquisition system, initial alignment and calibration procedures, as well as the developed experimental precautions and procedures are described in detail. The capability of the DLTP to achieve sub-microradian surface slope metrology is verified via cross-comparison measurements with other high performance slope measuring instruments when measuring the same high quality test optics. The directions of future work to develop a surface slope measuring profiler with nano-radian performance are also discussed.
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1. Introduction

Development of X-ray optics for 3rd and 4th generation X-ray light sources with a level of surface slope precision of 0.1-0.2 μrad requires the development of adequate fabrication technologies and dedicated metrology instrumentation and methods [1,2].

The best performing slope measuring profilers, such as the Nanometer Optical Component Measuring Machine (NOM) at Helmholtz Zentrum Berlin (HZB)/BESSY-II (Germany) [3-6] and the Extended Shear Angle Difference (ESAD) instrument at the PTB (Germany) [7-9], come close to the required precision. These instruments utilize a schematic (Fig. 1) with a movable pentaprisim [10-14] and an electronic autocollimator (AC) as a contactless optical slope sensor [3,15]. The high performance of the instruments is based on the precision calibration of the ACs for the specific application with small apertures of 2.5 - 5 mm in diameter [16,17].

The Developmental Long Trace Profiler (DLTP) is a slope measuring instrument recently brought into operation at the Advanced Light Source (ALS) Optical Metrology Laboratory (OML). Similar to the NOM and ESAD, the DLTP is based on a movable pentaprisim and a precisely calibrated autocollimator. In contrast to the NOM, this is a reasonably low budget instrument used at the ALS OML for the development and testing of new measuring techniques and methods. Some of the methods developed with the DLTP [18-21] have been already implemented into the ALS LTP-II slope measuring long trace profiler [22]. In the course of the developmental work, the ALS LTP-II was upgraded and has demonstrated a
capability for \(<0.25 \mu \text{rad}\) surface metrology with significantly curved optics and about 
0.1 \(\mu \text{rad}\) accuracy with close to flat optics [23].

Besides the application as a test facility at the OML, the DLTP is developed as a slope 
measuring instrument, supplementary to the existing LTP-II. There are a number of 
arguments for the development. First, the systematic errors of an autocollimator-based 
instrument should be significantly different [24] than that of the LTP [18,23]. In the LTP, 
the optical reference arm was added [22] to monitor the carriage wigging and laser pointing 
instability. Unfortunately, currently, the performance of the reference arm is one of the most 
important factors limiting the accuracy of LTP measurements [23]. The use of a movable 
pentaprism in the DLTP makes the slope measurement insensitive, in first approximation, to 
carriage wigging [25], allowing for a schematic free of an optical reference arm. Second, 
the use of an autocollimator precisely calibrated with a high performance stationary 
calibration system, as the one at the PTB [16,17], allows transfer of calibration accuracy to 
the DLTP measurement. Third, the closed and self-sufficient design and high stability of the 
DLTP autocollimator [26] provides an opportunity for a deep automation of the 
measurement process that can require very long time for efficient suppression of the errors 
due to instrumental drifts and systematic effects.

In the present work, we describe the DLTP design and its major components (Sec. 2), the 
methods used to precisely align the components (Sec. 3), and the measurement procedures 
developed to decrease errors of the DLTP measurements (Sec. 4). In Sec. 5, the 
performance of the DLTP is verified via a number of measurements with high quality 
mirrors. A comparison with the corresponding results obtained with the world’s best slope 
measuring instrument, the HZB/BESSY-II NOM, as well as with the upgraded ALS LTP-II, 
proves the accuracy of the DLTP measurements on the level of 0.1-0.4 \(\mu \text{rad}\), depending on 
the curvature of a surface under test (SUT). The directions of future work to develop a 
surface slope measuring profiler with a reliable accuracy of \(<0.1 \mu \text{rad}\) are discussed in 
Sec. 6.

2. DLTP experimental set-up

Figure 1 shows a simplified model of an autocollimator-based profiler. To a large extent, the 
model depicts the arrangement and essential components of the ALS DLTP.

![Figure 1: Simplified model of an autocollimator-based profiler.](image)

The DLTP components are mounted on a Newport optical table with inactivated pneumatic 
isolation. The complete setup is enclosed within a hutch to enable more stable (than that in 
the laboratory) environmental conditions during a measurement. The DLTP uses an 
electronic autocollimator “ELCOMAT 3000 special” [26] as a slope measuring optical 
sensor. The autocollimator is mounted on a kinematic stage that allows precise alignment of 
the autocollimator’s optical axis and the direction of the carriage translation. For diverting 
the autocollimator’s light beam by 90 degrees towards the surface under test (SUT) and the 
reflected beam back to the autocollimator, a bulk pentaprism is mounted on a Thorlabs 
kinematic cage cube platform and placed in a cube case attached to an air-bearing carriage.
The carriage is translated along a ceramic beam with a Nanomotion™ motor to trace the surface under test (SUT) oriented face-up. Below we describe in more detail each DLTP component.

2.1. Autocollimator calibrated at the PTB

The autocollimator ELCOMAT 3000 [26] used in the DLTP is a model originally customized to work with a small aperture in the HZB/BESSY-II NOM [4]. At the specified accuracy of ±0.25 arcsec (for an aperture of ≥5 mm), the specified instrument reproducibility is 0.05 arcsec (0.24 µrad) over the total slope range of ±4.8 mrad. The high reproducibility allows to increase the accuracy by applying a precise calibration and, therefore, to use the autocollimator as a sensor of a surface slope profiler for sub-µrad metrology.

The autocollimator was calibrated at the PTB by a direct comparison of the device with a high precision Heidenhain WMT 220 angle comparator [27] as a reference standard [16,17]. Figure 2 shows the measurement set-up for the calibration of the DLTP autocollimators at the PTB. The fundamental principle of the used comparator is the subdivision of the circle, representing an error-free natural standard: \(2\pi\text{ rad} = 360\text{ degrees}\). In order to ensure the performance of the comparator, different cross- and self-calibration methods have been applied [28-32]. Finally for the comparator, a standard uncertainty [33] of \(u = 0.001\text{ arcsec (5 nrad)}\) is assigned.

Figure 2: Measurement set-up for the calibration of electronic autocollimators against the PTB angle comparator Heidenhain WMT 220. The autocollimator measures the angle of a plane mirror attached to the comparator’s rotor unit. The autocollimator is rotated by 90 degrees to align its main measuring axis for the DLTP application (y-axis) with the comparator’s horizontal plane of rotation. The comparator is located in a clean-room laboratory. The lab is kept at a highly stable ambient temperature (\(\Delta T < 0.05\text{ K}\)), a constant laminar air flow (v = 20 cm/s) and very small floor vibrations.

The calibration data \(\beta_{cal}\) are defined as the angle measurements \(\alpha_{AC}\) by the autocollimator minus the angles \(\alpha_{WMT220}\) provided by the primary standard:

\[
\beta_{cal} = \alpha_{AC} - \alpha_{WMT220}.
\]  

Therefore, to correct a raw angle reading \(\alpha_{AC}\) of the autocollimator, the calibration value \(\beta_{cal}\) has to be subtracted from it:
Two different sets of calibrations were performed. The parameters for the first calibration set were optimized for the application of the autocollimator in the DLTP, see Table 1.

### Table 1: Autocollimator calibration data set for application of the device in the DLTP set-up.

<table>
<thead>
<tr>
<th>AC Aperture</th>
<th>Distance to SUT</th>
<th>SUT reflectivity</th>
<th>Axis</th>
<th>Calibration range [arcsec]</th>
<th>Sampling [arcsec]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5 mm</td>
<td>550 mm</td>
<td>~100% (aluminum coating)</td>
<td>X &amp; Y</td>
<td>±1000</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td>±10</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td>±1</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>330 mm</td>
<td></td>
<td>X &amp; Y</td>
<td>±1000</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>X &amp; Y</td>
<td>±10</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td>±1</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td>-350 ±10</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td>-110 ±10</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Figure 3 shows two selected calibrations (of the y-axis used for the tangential slope measurement) from this data set.

![Figure 3: Calibration data for Y-axis of the autocollimator as a function of a difference between slope angle measured with the autocollimator and one provided by the reference standard. The two calibrations correspond to two different baseline distances of 330 mm (the black line and square dots) and 550 mm (the red line and round dots) between the surface under test and the autocollimator. A circular aperture with diameter of 2.5 mm was placed in front of a high reflectance, aluminum coated reference surface. The aperture is precisely centered on the optical axis of the autocollimator. The saw-tooth-like pattern on small angular scales is caused by the aliasing effect discussed in the text.](image)

The calibrations cover an angle range of ±1000 arcsec (±4.85 mrad) with sampling steps of 10 arcsec (49 μrad). The reflecting surface under test, a temperature stable ceramic mirror, coated for high reflectivity, was placed 330 mm and 550 mm from the autocollimator. A circular aperture with a diameter of 2.5 mm was placed directly in front of the reflecting mirror and, by means of an auxiliary laser pointing device, centered on the optical axis of the autocollimator. This location of the aperture is strongly recommended for deflectometric applications. A standard measurement uncertainty of \( u = 0.015 \text{ arcsec} \) (0.073 μrad) is stated [expanded measurement uncertainty \( U = 0.03 \text{ arcsec} \) (0.146 μrad) with a coverage factor \( k =2 \)]. Measurement uncertainties are calculated according to [33,34]. The standard
measurement uncertainty corresponds to the 68% level of confidence in case of a normal
distribution; whereas, the expanded uncertainty with coverage factor $k = 2$ corresponds to
the 95% level of confidence [35].

The deviations on large angular scales in Fig. 3 are caused by aberrations of the optical
components of the autocollimator and errors in their alignment. The saw-tooth-like
oscillating pattern on smaller angular scales (Fig. 4) is caused by aliasing as deviations in
the autocollimator’s angular response with a period of approx. 2.4 arcsec (11.6 μrad) –
which corresponds to the 7 μm pixel pitch of the CCD detector – are not properly sampled
due to the larger sampling step of 10 arcsec (49 μrad). The stability and precision of our
calibration equipment allows for the resolution of these periodic deviations, see Fig. 4.
However, it is currently not possible to obtain a calibration over the entire measurement
range of the autocollimator which is adequately sampled at all angular scales in a reasonable
amount of time. Larger sampling steps have to be used and aliasing effects do occur. In
Sec. 4.1, a second type of quasi-periodic angle deviation on an angular scale of approx.
60 arcsec (280 μrad) is featured which is caused by internal reflections within the
autocollimator itself. Note that the amplitudes of both types of periodic errors are functions
of the aperture size and the reflectivity of the surface under test. Unfortunately, due to
differing sensitivities to these variables, both error types can not be minimized
simultaneously by a well chosen set of parameters.

Figure 4: Calibration data (Y-axis of autocollimator) obtained with a
sampling of 0.2 arcsec demonstrate periodic deviations in the
autocollimator’s angular response. The 2.4 arcsec (11.6 μrad) period
corresponds to the 7 μm pixel pitch of the CCD detector. Changing the

calibration parameters of the SUT reflectivity (from ~ 100% to ~4%) and the
aperture diameter [from 2.5 mm (the red line and round dots) to 15 mm (the
black line and square dots)] results in reducing the periodic deviations by a
factor of >10.

The parameters for the second calibration set were optimized for an application of the
autocollimator as a traceable secondary standard in the Universal Test Mirror (UTM)
calibration device [24], see Table 2.

Table 2: Autocollimator calibration data with uncoated Zerodur SUT set for
application of the device in the UTM set-up.

<table>
<thead>
<tr>
<th>AC aperture</th>
<th>Distance to SUT</th>
<th>SUT reflectivity</th>
<th>Axis</th>
<th>Calibration range [arcsec]</th>
<th>Sampling [arcsec]</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 mm</td>
<td>250 mm</td>
<td>4 %</td>
<td>X &amp; Y</td>
<td>± 1000</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td>± 10</td>
<td>0.2</td>
</tr>
</tbody>
</table>
Figure 5 shows a calibration curve of the autocollimator Y-axis over the entire dynamic range of the instrument. It covers an angle range of ±1000 arcsec (±4.85 mrad) with sampling steps of 10 arcsec (49 μrad). As a reference SUT, a temperature stable uncoated ceramic mirror was used. The mirror was placed 250 mm in front of the autocollimator. A circular aperture with a diameter of 15 mm was mounted in front of the reflecting uncoated ceramic mirror and precisely centered to the optical axis of the autocollimator. Compared to the calibration with the 2.5 mm aperture (Figs. 3 and 4), angle deviations in Fig. 5 on both large and small angular scales are greatly reduced by the appropriate choice of the calibration parameters, the SUT reflectivity and the aperture size. A comparison of the calibration functions with 0.2 arcsec sampling (over a limited range of ±10 arcsec suitable for metrology with a flat mirror) from both data sets shows that the periodic deviations in the autocollimator’s angle response (causing a wave-like aliasing pattern) are reduced by a factor of >10. A standard measurement uncertainty of $u = 0.005$ arcsec (0.024 μrad) is stated (expanded measurement uncertainty $U = 0.01$ arcsec (0.049 μrad) with a coverage factor of $k = 2$).

Figure 5: Calibration data (Y-axis of autocollimator) obtained for a SUT (uncoated Zerodur with reflectivity of ~4%) at a distance of 250 mm from the autocollimator. A circular aperture with a diameter of 15 mm was placed in the front of the SUT and centered on the autocollimator’s optical axis.

2.2. Pentaprism

In the current version of the DLTP, a bulk pentaprism with a size of 30 mm × 30 mm is used. The inhomogeneity of the glass, flatness of the pentaprism surfaces, and the angle errors of the surfaces would contribute to the systematic error of the DLTP measurements. In order to minimize the systematic error, five pentaprisms made of Homosil 101 were fabricated with the specified surface quality of $\lambda/10$, s/d 40/20, angle tolerance 3", and with anti-reflection coating on the two working surface [35]. The pentaprisms were carefully tested with the ZYGO GPI interferometer available at the OML. In the course of the tests, a high quality plane reference mirror with $\lambda/40$ shape accuracy (~10 km radius of curvature and about 15 nm peak-to-valley height variation) was measured with a pentaprism placed in the interferometer beam path. The best pentaprism selected this way was mounted on the DLTP optical breadboard and inspected one more time in an arrangement similar to its position in the DLTP. The effective mirror shape, measured with the assembled best pentaprism looked like a smooth cylindrical surface (curved in the tangential direction) with a radius of curvature of approximately 350 m and peak-to-valley variation of about 310 nm [36]. The shape is a result of the optical path perturbation due to the double pass of the light beam through the pentaprism. The quality of the DLTP pentaprism is currently the major limitation of the instrumental performance. In order to solve the problem, we have designed a mirror-based pentaprism that should have significantly higher quality. The corresponding test measurements are in progress.
2.3. Linear translation stage

The DLTP linear translation stage is placed on the optical table with inactivated pneumatic isolation. The stage is designed for translating a carriage with the pentaprism along a ceramic beam over a distance of approximately one meter. The carriage with air-bearing suspension is driven by piezoceramic ultrasonic motors. A linear encoder provides positioning of the carriage with a specified accuracy of ~0.1 microns.

The performance of the stage has been thoroughly investigated with two high precision, temperature stabilized tiltmeters [20]. One tiltmeter was placed on the optical table and another one on the carriage. In this way, a gradual change of tilt of the optical table up to ~15 µrad in response to the changing weight distribution due to carriage translation by 900 mm has been observed. It was also shown that a low spatial frequency imperfection of the ceramic beam profile leads to a change of the carriage tilt of about 12 µrad (peak-to-valley). The shape of the beam and tilt of the table are very repeatable. However, the overall tilt is subject to a drift due to the variation of the ambient temperature.

By monitoring the noise of the tiltmeters, it was found that mis-leveling of the carriage leads to a difference of smoothness of movement in the forward (from left to right) and reverse directions. To minimize the difference, a careful balancing of the carriage, along with alignment of the ceramic beam and loads on the table has been performed. Note that the problems are less significant if a start-stop-measurement mode of DLTP scanning is used.

2.4. Environmental control

The environmental conditions in the lab are supported with an air conditioning system. With the air conditioner on, the overall temperature inside the DLTP plastic enclosed hutch slowly varies by ~120 mK total temperature, decreasing in the late afternoon and night over the course of 12 hours. Due to the air conditioning system’s on/off cycles, there is also a much faster periodic fluctuation of the temperature with an amplitude of ~20 mK and a period of ~12 min.

In order to understand the effect of the ambient temperature variation on the measurement performance of the DLTP, a stability test was carried out for approximately 10 hours. In the course of the test, a reference mirror was directly mounted on the stationary carriage. The measurements were started right after the air conditioner was switched on after ~12 hours during which it was switched off. Figure 6 illustrates the result of the test. There is an extremely slow drift of the measured slopes in the tangential (Y) and in the sagittal (X) directions. At the same time, the 12 min periodical temperature variation leads to a periodic variation of the measured angle with an amplitude of ~2 µrad (peak-to-valley). Note that due to the rather poor environmental conditions in the OML, the level of random error of the DLTP is about 2 times higher than that of at the HZB/BESSY-II-NOM. At night, the noise level is clearly lower than at the day time.

The observed temperature drift and periodic variation of the DLTP measurements forces us to performed high accuracy measurements with the air conditioner switched off. In this case, the slow drift error related to the diurnal fluctuation of temperature in the lab is suppressed by using an original optimal scanning strategy described in Ref. [21]; see also Sec. 4.2.
2.5. Motion control and data acquisition system

The DLTP motion control and data acquisition system is based on the NI LabView™ platform. This allows to adapt standard ALS beamline control software and, by making relatively simple modifications to the software, to incorporate more efficient measurement methods and techniques.

The system provides two modes of measurement. The on-the-fly mode is used for a faster measurement with a relatively low precision. When high precision measurements with averaging of the autocollimator signal are required, the move-stop-wait-measure-move mode is used. This mode is also useful for suppressing the parasitic effects of the carriage wobbling and wiggling, for example, when precision measurements with a tiltmeter are performed [20]. A trade-off from this is an increase of the measurement time.

In order to carry out measurements after working hours, when the environmental conditions in the lab are most quiet, there is a start delay option. The DLTP data acquisition software also allows tracing a SUT with scanning in two opposite directions, the forward (F) and the reverse (R) directions. The number of scans of a measurement run and a sequence of the scanning directions can be set prior the measurement. We actively use this option in order to run the measurements with a desired optimal scanning strategy for effective suppression of errors due to the instrumental and set-up drifts (Sec. 4.2).

The DLTP software automatically picks up the autocollimator calibration file which is most suitable for the particular experimental arrangement, and applies the calibration to the measured raw data. The raw and the corrected slope data for both tangential and sagittal directions are recorded and saved in a format similar to LTP slope data files. This allows the use of the LTP software to analyze the DLTP data. Additionally, up to ten analog voltage inputs from the Keithley seven-digit multimeter are also gathered in the data file. These inputs can be used for recording of signals from tiltmeters, temperature sensors, etc.

3. Alignment of the DLTP elements

Minimization of the DLTP systematic errors and realization of the advantages of the slope profiler with a movable pentaprism require extremely precise mutual alignment of the DLTP components. Below we provide the details of the used alignment procedure.

3.1. Autocollimator alignment

In order to avoid cross-talk effects in the autocollimator, the AC light beam direction and the axis of the pentaprism translation have to be collinear. The cross-talk would lead, in particular, to a significant sagittal slope variation when a spherical mirror is measured with the DLTP.
To perform the alignment, a collimating iris diaphragm was directly attached to the autocollimator tube and a linear camera [37] was mounted on the DLTP carriage in the front of the pentaprism cube. The camera provided a submicron measurement accuracy of a centroid position of the autocollimator light beam. A proper alignment was obtained by adjusting the AC holder (Fig. 1) to get a stationary position of the light beam centroid over the entire range of motion of the DLTP carriage.

3.2. Pentaprism alignment

In order to precisely align the DLTP pentaprism, we apply a sophisticated procedure developed in Ref. [25]. The procedure is based on a rigorous ray tracing analysis of the measurement errors due to different possible misalignments. As it has been demonstrated with Eq. (4) in Ref. [25], unavoidable errors in the measurement of the tangential slope are induced by changes in the angular orientation of the pentaprism (roll and yaw; we use here the definitions of the corresponding angles given with Fig. 2 of Ref. [25], see Fig. 1) and by changes in the sagittal slope of the surface under test, with both variables interacting. These errors can be minimized by a proper initial angular adjustment of the roll and yaw of the pentaprism relative to the autocollimator (i.e., relative to the coordinate system defined by its optical axis and its two measurements axes, respectively) and of the roll of the SUT. Note that without a sophisticated calibration procedure, it is very difficult to isolate a contribution of the roll angle misalignment to a measured slope profile.

In the first and second orders, a misalignment of the pentaprism pitch angle has no effect on the slope measurement. Moreover, in order to avoid errors in the autocollimator’s angle measurement due to the back reflection from the front and back surfaces of the pentaprism, it is beneficial to make the pitch angle significantly large, such that the reflected beam does not enter the aperture of the autocollimator for the entire range of translation of the pentaprism. Such a deliberate misalignment was introduced into the DLTP.

The pentaprism was optimally aligned to the autocollimator using the pentaprism kinematic base (Fig. 7). As a SUT, we use a high quality plane mirror with diameter of 1 inch. The mirror was mounted on a kinematic stage in a front of the adjustable diaphragm (in the position of the linear camera in Fig. 7). The iris diaphragm was open wide in order to allow the reflection of the autocollimator light beam from the SUT.

![Figure 7: DLTP carriage with the pentaprism cube and adjustable diaphragm (see also text).](image)
The first step in the alignment process is to adjust the SUT to its optimal roll angle. This is accomplished by performing what is called the ‘yaw test.’ To perform the yaw test, the yaw angle of the pentaprism was changed incrementally within a range of approximately ±0.5 mrad and the horizontal (H) and vertical (V) components of the deflection angle measured by the autocollimator were recorded. The theoretical calculations performed in Ref [25] predict a characteristic linear dependence between V and H and when the slope of this line, \( M_{\text{yaw}} \), is equal to zero, the SUT is optimally aligned in the roll direction. The value of \( M_{\text{yaw}} \) is minimized by carrying out an iterative process of adjusting the roll angle of the SUT, performing the yaw test and calculating the slope of V vs. H. The data of the final yaw test, performed after a number of iterations, are shown in Fig. 8. The corresponding V vs. H slope is \( M_{\text{yaw}} = -0.2 \) mrad seen in Fig. 8 as a slope of the best-fit line.

When the SUT roll angle is optimized, the ‘roll test’ can be performed. This test guides the adjustment of the yaw angle of the pentaprism. The roll test differs from the yaw test in that the roll angle of the pentaprism is changed by approximately ±0.5 mrad. The theoretical results of Ref. [25] predict a quadratic dependence between V and H. When the minimum of the quadratic fit of the data, \( H_{\text{roll}} \), occurs at \( H_{\text{roll}} = 0 \), the yaw angle of the pentaprism is optimally aligned. Again, minimizing \( H_{\text{roll}} \) involves an iterative process of adjusting the yaw angle of the pentaprism, performing the roll test and calculating \( H_{\text{roll}} \). With the DLTP, the roll test was performed a number of times until \( H_{\text{roll}} \) was minimized to \( H_{\text{roll}} = -0.262 \) mrad. The results from the final roll test are shown in Fig. 9 together with the best-fit second order polynomial (solid line). To minimize linear angle drifts of the experimental set up, the roll and yaw tests were performed in a forward-back sequence.

---

**Figure 8:** Data from the final yaw test.

**Figure 9:** Data from the final roll test.
These tests allow the optimal adjustment of the yaw angle of the pentaprism. Finally, adjustment of the roll angle of the pentaprism to its optimal position is a relatively simple task of adjusting the roll angle until the measured $H$ value of the autocollimator reads 0.

With the yaw and roll angles of the pentaprism adjusted appropriately, the pitch angle of the pentaprism is aligned to avoid back reflection for the entire angular range of the autocollimator. It was shown in Ref. [25] that a deviation in the pitch angle of the pentaprism introduces negligible error in the measurements of the deflection angle. This completes the process of aligning the pentaprism.

Finally, the proper position of the adjustable diaphragm with the opening of 2.5 mm diameter was set by symmetrizing the beam profile measured with the linear camera – Fig. 7. In order to enable a large, up to ±10 mm, transfer displacement of an iris diaphragm mounted on a standard ThorLabs Cage System translation stage, a special adapter with permanent magnet holder was designed and fabricated.

4. Measurement procedures and finesses

The calibrations discussed in Sec. 2.1 were carried out at a few fixed baseline distances between the autocollimator and the reflecting surface and allow a significant accounting of the systematic measurement errors of the autocollimator. However, when an autocollimator is used as a profiler sensor, the calibration has a limited performance. As it was shown in Ref. [24] (see also Fig. 3), in the case of a continuously changing baseline distance, errors occur which are not accounted for by the calibrations performed at fixed distances. In order to completely solve the problem, a more sophisticated calibration method and dedicated equipment have to be developed. In Sec. 4.1, we describe an experimental method that allows us to improve the performance of the reliability of the DLTP measurements without an additional calibration.

The periodic variation of temperature due to the switching-on/-off cycle of the lab air conditioner forces us to switch off the air conditioner when performing a precise measurement with the DLTP. With the air conditioner switched off, a slow drift of the room temperature appears with a diurnal peak-to-value variation up to a few degrees C. The drift leads to a DLTP diurnal drift of up to 50 µrad (peak-to-value). At first glance, we have a deadlocked situation. However, as it was suggested in Ref. [21], the negative effect of temperature drift can be significantly suppressed by averaging over slope traces obtained via an appropriate strategy of scanning along a mirror under test – Sec. 4.2.

4.1. Suppression of periodic variations of AC calibration.

The influence of periodic systematic contributions to the angle errors of the electronic autocollimator is significantly reduced by averaging over slope traces measured with a controlled difference in the tangential tilt of the SUT. In the simplest case of averaging only two traces, the difference should be equal to half of the period of the oscillation in the calibration of the autocollimator. The effectiveness of the method is demonstrated below with DLTP measurements with a super polished 15 m spherical test mirror with dimensions of 150 mm (length) × 25 mm (width) × 50 mm (height). The test mirror was provided by InSync Inc [38] as a possible curved surface reference.

Figure 10a reproduces a residual slope trace of the mirror surface measured with the DLTP. The trace is the average of 8 forward (F) and reverse (R) scans performed according to the scanning sequence of {F-R-R-F-R-F-F-R}, optimal to suppress a third order polynomial drift (see Sec. 4.2). In the course of the measurement, the OML air conditioner was switched off. The best-fit spherical shape with a radius of curvature of 14.978 m is subtracted. The clearly seen oscillations with a period, expressed in angular units, of about 280 µrad are due to the instrument’s systematic error, caused by the internal reflections within the
autocollimator. The oscillations are expected to be most prominent at a combination of a large aperture and high SUT reflectivity. However, the internal reflections still affect the measurement performed with a rather small aperture of 2.5 mm. Note that a similar oscillation with a period of ~295 μrad are observed with the NOM autocollimator.

Figure 10: DLTP measurements of the 15 m spherical test mirror. (a) The residual slope trace measured in the first run of {F-R-R-F-R-F-F-R} scans. The best-fit spherical shape with a radius of curvature of 14.977 m is subtracted. (b) DLTP measurement similar to that of (a) but with the mirror tilted in the tangential direction by 144 μrad. (c) Difference of the measurements shown in plots (a) and (b). This slope trace can be thought of as twice the self calibration function of the instrument. (d) Residual slope variation trace averaged over the measurements presented in plots (a) and (b). The systematic oscillation is significantly suppressed and the resulting trace is a more reliable measure for the surface slope variation.

In order to verify that the slope oscillations in Fig. 10a are due to the AC systematic error rather than due to the test mirror surface topography, the same trace was re-measured with a relative tilt of the mirror equal to half of the period of the oscillation, Fig.10b. After the
measurement, the averaged tilt value of about 144 μrad was verified by subtracting the two
measurements. The difference of the measurements is shown in Fig. 10c. This oscillating
slope trace can be thought of as twice the self calibration function of the instrument. By
using the measured exact curvature of the test mirror, the difference slope trace in Fig. 10c
can be converted to the DLTP calibration function with an abscissa in angular units. This
calibration can be used as a self calibration of the instrument for the measurement of other
mirrors.

The systematic oscillations are significantly suppressed in the resulting trace, Fig. 10d,
obtained by averaging over the measurements presented in Fig. 10a and Fig. 10b. Note that
in order to account for the error with the used calibration method, one has to adequately
sample the AC dynamic range which is difficult due to limits on the calibration time.

The suggested method does not suppress systematic errors with lower spatial frequencies or
an aperiodic error. The profiler systematic errors can be reliably reduced with a
sophisticated calibration of the slope profiler as one suggested in Ref. [24] and based on a
Universal Test Mirror (UMT) that is to be specially designed for calibration of errors due to
the continuously changing baseline distance. Work to develop a UTM system is in progress
as a collaborative project of the ALS, BESSY, and PTB metrology teams.

Note that by averaging the measurements with a SUT tilted at different angles, one can
suppress some instrumental systematic errors at lower spatial frequencies [23].

4.2. Optimal measurement strategies

Generally, the measured value, \( \Phi_{MES}(x_i) \), of the of slope, \( \Phi(x_i) \), are affected by random
errors, \( R(x_i) \), systematic error, \( S(\Phi(x_i),x_i) \), which can depend on the absolute value of the
slope, and drift \( D(x_i(t)) \):

\[
\Phi_{MES}(x_i) = \Phi(x_i) + R(x_i) + S(\Phi(x_i),x_i) + D(x_i(t)),
\]

where \( x_i \) is the measured point position, \( i = \{0,...,I-1\} \), and \( I \) is the total number of
measured points. The contribution of random errors can, in principle, be made as small as
required simply by averaging multiple sequential scans \( \Phi_{MES,s}(x_i), s = 1,...,S \), carried out
at the same experimental conditions:

\[
\langle \Phi_{MES}(x_i) \rangle_S = \frac{1}{S} \sum_{s=1}^{S} \Phi_{MES,s}(x_i) = \Phi(x_i) + \frac{1}{\sqrt{S}} R(x_i) + S(\Phi(x_i),x_i) + \langle D(x_i(t)) \rangle_S.
\]

The systematic error is a part of the measurement error that is systematically reproduced in
the sequential scans and, therefore, cannot be suppressed by averaging over repeated
measurements. As we have discussed above, precision testing and calibration of the
instrument is, practically, the only reliable way to totally eliminate the systematic errors.

The drift errors are caused by a relatively slow variation of the experimental conditions such
as temperature, humidity, etc. Unlike a random noise, the error contribution of a drift cannot
be averaged out using multiple scans identically carried out over a reasonable time. In
contrast to systematic errors, drifts are usually not stable enough for accounting via a precise
 calibration.

In Ref. [21], it was shown that an optimal scanning strategy applied to the measurements
with a slope measuring profiler allows a significant reduction of systematic effects related to
the temporal drifts of the experimental setup and the measuring instrument. Below, we
briefly review the method in connection with the DLTP measurements.
The idea of the method is to introduce an anti-correlation between the measured angle and
the drift error via reversing the sign of the surface slope angle by an appropriate pattern for
the sequential scans:

$$\Phi_{MES,s}(x_i) = r_s \Phi(x_i) + D(x_i(t_{i,s})),$$

(5)

where \{\{r_s\}\} is a sequence of +1s and -1s, \(r_s = +1\) if the s-th scan is performed without
reversing, and \(r_s = -1\) if the s-th scan is performed with reversing. After averaging over \(S\)
total number of scans, the measured angle is:

$$\langle \Phi_{MES}(x_i) \rangle_S = \frac{1}{S} \sum_{s=1}^{S} r_s \Phi_{MES,s}(x_i)$$

(6)

$$= \Phi(x_i) + \frac{1}{S} \sum_{s=1}^{S} r_s D(i \cdot \delta t + (s - 1) \cdot \Delta t),$$

where \(\delta t\) is a duration of a single measurement (including the time for moving between the
sequential points, resting in the position for stabilization, and measuring) and \(\Delta t = \delta t \cdot I\) is
the duration of a single scan. Assuming that the drift is slow and can be presented as a
MacLaurin polynomial series:

$$D(t) = \sum_{n=0}^{\infty} d_n t^n,$$

(7)
a general identity for finding an optimal sequence \{\{r_s\}\}, which allows to zero out the
contribution of the drift terms in (7) up to the \(n\)-th polynomial, is derived from (6) [21]:

$$\sum_{s=1}^{S} r_s (s-1)^{n-k} = 0, \quad 1 \leq k \leq n$$

(8)

A recursion rule for finding \{\{r_s\}\} as well as a general solution of Eq. (8) are provided in [21].
The sequences that suppress a linear, first order, drift are obvious:

\{\{r_s^+\}\} = \{+1,-1\} \quad \text{and} \quad \{\{r_s^-\}\} = \{-1,+1\}.

(9)
The recursion rule [21] provides a simple method to construct solutions for the \((n+1)\)-th
order polynomial based on the know solutions for the \(n\)-th polynomial:

$$\{\{r_s^+(n+1)\} = \{\{r_s^+(n)\}, \{\{r_s^-(n)\}\}, \quad \{\{r_s^+(n+1)\} = \{-1\}\{\{r_s^+(n+1)\}$$

(10)
The recursion rule (10) means that an optimal strategy \{\{r_s^+(n+1)\}\} for the suppression of a
polynomial drift of \((n+1)\)-th order is obtained by stitching the solutions \{\{r_s^+(n)\}\} and
{\{r_s^-(n)\}\} found for the previous order. It allows constructing the optimal scanning strategies
to suppress a slow drift up to any desired order of the MacLaurin series of the temporal
dependence of the drift. For example, the reversal sequences

\{\{r_s^+(2)\} = \{-1,+1,+1,-1\} \quad \text{and} \quad \{\{r_s^-(2)\} = \{+1,-1,-1,+1\}

(11)

are optimal for suppression of drift characterized by a second order polynomial. Effective
suppression of the drift described by a third order polynomial would require the use of one
of these sequences of 8 scans:

\{\{r_s^+(3)\} = \{+1,-1,-1,+1,+1,1,1,-1\} \quad \text{and} \quad \{\{r_s^-(3)\} = \{-1,+1,+1,-1,-1,1,1,-1\}

(12)
The sign of the surface slope angle can be reversed by reversing the DLTP scanning direction and simultaneously flipping the orientation of the SUT [21]. Unfortunately, the current DLTP set-up does not allow to automatically flip the SUT orientation. Therefore, we cannot fully realize the advantages of the described method. However, a significant (rather than the total) suppression of drift errors can still be obtained by solely reversing the DLTP scanning direction according to the same optimal reversing sequences [21]. We use this option in combination with a manual flipping of the SUT orientation applied between the optimal scanning strategy runs. The flipping also allows for additional suppression of a systematic error even with respect to the flipping [39] (see also Sec. 5).

5. DLTP measurement performance

In this section, the sub-microradian performance of the DLTP is demonstrated via a number of measurements with high quality reference mirrors: a super polished plane silicon grating substrate [40] (Sec. 5.1), a curved reference optic with radius of curvature of 1280 meters [41,42] (Sec. 5.2), and a significantly more curved 15-meter spherical test mirror [38]. The DLTP measurements are compared to the metrology of the same optics performed with the upgraded ALS LTP-II and the HZB/BESSY-II NOM (in the case of the 1280-m sphere).

5.1. DLTP metrology of a plane SUT

A plane diffraction grating substrate made of a single crystal Si [40] and super polished was measured with the DLTP and with the upgraded ALS LTP-II [23], providing cross-comparison of the instruments. The substrate figure is specified for a slope error of < 0.3 µrad (rms) over the length of the clear aperture of 180 mm. The measurements were made with the lab air conditioner switched off and with applying the experimental finesses and optimal scanning strategies as discussed in Sec. 4.2. Figure 11 presents the results of the measurements. The total number of scans averaged to get each trace is 16. This includes two runs with flipping the SUT orientation. Each run consisted of 8 scans, see (12), with reversal of the scanning direction.

From Fig. 11a, the slope variation is 0.18 µrad (rms) and 0.15 µrad (rms) as measured with the DLTP and the LTP, respectively. The difference of the measurements is shown in Fig. 11b. The rms variation of the difference is 0.13 µrad. It includes a systematic discrepancy of the instruments that is fitted with the 3rd order polynomial (the dashed line). The peak-to-valley magnitude of the discrepancy is about 0.2 µrad. The residual random noise of the measurements is about 0.07 µrad (rms). Note that the systematic errors of the DLTP and the LTP-II, because of their different constructions, have to be significantly different. Therefore, by averaging the measurements performed with the instruments, one can get even more reliable metrology data with a contribution of the systematic errors smaller by a factor of about two.
Figure 11: (a) Metrology of a super high quality flat mirror performed with the DLTP (the solid line) and the ALS LTP-II (the dashed trace). (b) The difference of the measurements in (a).

5.2. DLTP measurements with a 1280 m spherical mirror

Next, the DLTP measurements of a high quality 1280 m radius spherically shaped uncoated Si reference mirror are presented. The reference mirror, labeled S3, belongs to the SOLEIL synchrotron, and is used for intensive Round Robin cross-comparisons of slope measuring profilers around the world [41,42].

The S3 reference mirror is specified [43] to have a 1280 m radius spherical shape with residual slope error of 0.5 µrad (rms) over a clear aperture of 110 mm. For Round Robin cross-comparison, a slope trace with 1-mm increments should be measured with the mirror oriented face-up and supported by balls or cylinders at the Bessel points separated by 67 mm. Unfortunately in our case, the last condition was not fulfilled and the mirror was rested on the top aluminum plate of a lab jack with a clean tissue between the optic and the plate. This could slightly effect the final result on the radius of curvature.

The run strategy used with the S3 reference mirror included all the experimental methods and precautions discussed in Sec. 4. In the course of the measurement, the OML air conditioner was switched off. The measurement consisted of six runs in total; no special selection of the runs to be averaged was made – Table 3. Three runs were carried out at the direct orientation of the mirror, and three runs with the reversed mirror orientation. For each run of the total six, the mirror was realigned to have a different tangential tilt that appears in a corresponding slope trace as an offset. We should also mention that because of the drift of the profiler set-up, the tilt offset is changing from scan to scan composing a run. Ironically, we expect this circumstance to be helpful for better averaging of the DLTP systematic errors.
Table 3: Experimental parameters of the DLTP measurement with the S3 reference mirror. The tilt offsets were calculated by averaging over all slope angles of the corresponding trace of the run. The gaps in the file numbers listed in Table 3 appear because a short run, usually of 2 scans, was performed in some cases to verify the desired tilt angle after a realignment of the mirror.

<table>
<thead>
<tr>
<th>Run Number</th>
<th>Mirror Orientation</th>
<th>Tangential Tilt, µrad</th>
<th>Sagittal Tilt, µrad</th>
</tr>
</thead>
<tbody>
<tr>
<td>#199</td>
<td>direct</td>
<td>-29.9</td>
<td>-0.2</td>
</tr>
<tr>
<td>#200</td>
<td>direct</td>
<td>-42.3</td>
<td>+18.5</td>
</tr>
<tr>
<td>#201</td>
<td>direct</td>
<td>-56.0</td>
<td>+4.2</td>
</tr>
<tr>
<td>#203</td>
<td>reversed</td>
<td>+210.9</td>
<td>-9.2</td>
</tr>
<tr>
<td>#205</td>
<td>reversed</td>
<td>+90.7</td>
<td>-2.6</td>
</tr>
<tr>
<td>#207</td>
<td>reversed</td>
<td>-7.7</td>
<td>+2.8</td>
</tr>
</tbody>
</table>

Each run listed in Table 3 consists of 16 scans in total, including four consequent series of F-B-B-F scans. The runs listed in Table 1 were usually started at ~6 PM and finished by ~10 AM of the next day.

Figure 12 presents the DLTP and NOM measurements with the S3 reference mirror. The residual tangential slope trace obtained with the DLTP (solid line in Fig. 12a) is a result of averaging over the six runs listed in Table 3 and subtracting the best-fit spherical surface shape with a radius of curvature of 1287.5 m.

An excellent coincidence of the measurements performed with the ALS DLTP and HZB/BESSY-II NOM is clearly seen in Fig. 12b, where the difference of the NOM and DLTP measurements is shown. By and large, the difference of the measurements does not exceed 0.1 µrad (peak-to-valley); the rms variation of the difference is 86 nrad.

Figure 12: (a) The residual slope variation of the S3 reference mirror measured with the DLTP (solid line) and NOM (solid dots). The best-fit spherical surface shape with a radius of curvature of 1287.5 m (DLTP data) and 1280.4 (NOM data) was subtracted. (b) Difference of the measurements in (a).
5.3. Measurements with 15 m mirror metrology and comparison with the LTP

The DLTP performance with significantly curved x-ray optics was verified by measuring a 15 meter spherical test mirror [38]. The strong mirror curvature allows testing the DLTP over the entire dynamic range of the AC, which is ±4.8 mrad. The result of two DLTP runs with the mirror in the same orientation has been discussed in Sec. 4.1; see Fig. 10. In addition to the measurements shown in Fig. 10, two more similar runs but with a flipped orientation of the mirror were carried out. The resulting slope trace averaged over all four runs is shown in Fig. 13a. The best-fit spherical surface shape with a radius of curvature of 14.977 m is subtracted. Figure 13b presents the difference of the measurements performed at two opposite orientations of the mirror. The difference is a systematic error of the DLTP measurement that is eliminated by averaging over measurements with different orientations of the mirror. Probably, the major contribution to the systematic error depicted in Fig. 13b is due to the imperfection of the DLTP pentaprism (see Sec. 3.2). The observed increase of the systematic error to the ends of the mirror can partially relate to the limited reliability of the calibration of the AC performed at the fixed distance.

The random noise of the DLTP in the course of the measurements with the 15 m test mirror can be estimated as a difference between a single scan trace and a trace, such as a run trace shown in Fig. 10d, averaged over a large number of repeated scans. The residual rms slope variation of 0.2 µrad observed for a single scan seems to be a very exiting result if one takes into account that in the course of measurements the OML air conditioning was switched off.

Figure 14 compares the results of the DLTP and LTP measurements of the 15-m spherical test mirror. The DLTP trace in Fig. 14a the same as one in Fig. 13a. However in order to match the arrangement of the LTP measurements, each two sequential points of the trace are averaged and the result is shown over the tangential positions of ±40 mm with an increment of 0.4 mm.

---

Figure 13: (a) DLTP metrology of a 15-m spherical test mirror [38]. The spherical shape with the measured radius of curvature of 14.977 m is subtracted and the residual slope variation is shown. (b) DLTP systematic error removed by averaging the measurements performed with flipping of the mirror orientation (see text).
Figure 14: (a) Residual slope variation of the 15-m spherical test mirror [38] as measured with the DLTP and the upgraded ALS LTP-II. The spherical shape with the measured radius of curvature of 14.977 m (DLTP) and 15.072 is subtracted and the residual slope variation is shown. (b) Difference of the measurements in (a). (see text).

The residual tangential slope trace measured with the LTP (dashed line in Fig. 14a) is a result of averaging over the 4 runs of 8 optimal scans each. Two first runs were performed with the same orientation of the mirror, but with the sagittal tilts being different by ~100 µrad. The second two runs were performed with a flipped orientation of the mirror. The best-fit spherical surface shape with a radius of curvature of 15.072 m is subtracted.

The difference of the DLTP and the LTP measurements is shown in Fig. 14b. The rms variation of the difference is about 0.36 µrad. It is mostly due to a systematic slope variation, which can be fitted with a 5th order polynomial function with a peak-to-valley magnitude of about ±0.4 µrad. Note that with a similar 15-m spherical SUT, the systematic errors of the LTP, estimated by comparing with the corresponding NOM measurements, is less than 0.25 µrad [23]. Therefore, the systematic variation in Fig. 14b is mostly due to the limitations of the DLTP calibration.

6. Discussion and Conclusions

The high performance of the ALS DLTP has been confirmed via a cross-comparison with metrology performed with the upgraded ALS LTP-II and the HZB/BESSY-II NOM. It has been shown that the DLTP provides an absolute accuracy of <0.1 µrad with plane and slightly curved x-ray optics, and <0.4 µrad with significantly curved optics. The demonstrated performance of the DLTP is based on the initial precision calibration of the autocollimator. The original strategy of measurement and sophisticated experimental finesse developed and implemented at the ALS OML allow for an efficient suppression of the instrumental systematic and drift errors. However, if the same strategy and finesse are applied while measuring with the NOM, the result is expected to be significantly better. This is mainly because of the stable massive granite table and extremely quiet
environmental conditions provided with a special climatic system and multi-room arrangement of the HZB/BESSY-II optical metrology laboratory.

The current performance of the DLTP set-up is limited by a number of systematic errors. The systematic error due to the finite quality of the bulk pentaprism can be substantially reduced by using a pentaprism made of precisely adjusted high quality plane mirrors as was done at the NOM. The corresponding work is in progress. The limitation related to the AC calibration at a fixed distance between the AC and the SUT, can be overcome with a sophisticated in-situ calibration of the profiler. A first set up of a vertical angle comparator has been realized at the HZB/BESSY-II [44,45] and it has been shown to be reasonable in its use for the additional calibration of the NOM. In the course of the calibration, a 5th order polynomial correction has been introduced (compare with the DLTP systematic error shown in Fig. 14b). A more sophisticated design, the Universal Test Mirror (UTM), was proposed recently [24], and is under development by a cooperation of the ALS, HZB/BESSY-II and the PTB.

In order to fully realize the advantages of the suppression of the instrumental drift error with the optimal scanning strategies derived in Ref. [21], a Huber-stage-based rotation system for automatic flipping the SUT is being developed.

One of the most important developments that are still expected to be realized at the ALS OML is improvement of the laboratory environmental conditions and lab arrangement.

Replacement of the existing optical table with a table similar to one used for the NOM set-up would provide an opportunity for two dimensional slope mapping of high quality x-ray optics. The current performance of the two dimensional metrology with the NOM has allowed the use of metrology data as input data for a deterministic shape optimization of plane and curved optical elements [46,47].

We believe that by realizing the listed improvements an absolute slope measuring performance below 0.1 µrad can be achieved.
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