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Abstract

Head-disk interface study for Heat Assisted Magnetic Recording (HAMR) and Plasmonic Nanolithography for Patterned Media

by

Shaomin Xiong

Doctor of Philosophy in Engineering - Mechanical Engineering
University of California, Berkeley

Professor David B. Bogy, Co-Chair
Professor Xiang Zhang, Co-Chair

The magnetic storage areal density keeps increasing every year, and magnetic recording-based hard disk drives provide a very cheap and effective solution to the ever increasing demand for data storage. Heat assisted magnetic recording (HAMR) and bit patterned media have been proposed to increase the magnetic storage density beyond 1 Tb/in².

In HAMR systems, high magnetic anisotropy materials are recommended to break the superparamagnetic limit for further scaling down the size of magnetic bits. However, the current magnetic transducers are not able to generate strong enough field to switch the magnetic orientations of the high magnetic anisotropy material so the data writing is not able to be achieved. So thermal heating has to be applied to reduce the coercivity for the magnetic writing. To provide the heating, a laser is focused using a near field transducer (NFT) to locally heat a ~ (25 nm)² spot on the magnetic disk to the Curie temperature, which is ~ 400 C-600 °C, to assist in the data writing process. But this high temperature working condition is a great challenge for the traditional head-disk interface (HDI). The disk lubricant can be depleted by evaporation or decomposition. The protective carbon overcoat can be graphitized or oxidized. The surface quality, such as its roughness, can be changed as well. The NFT structure is also vulnerable to degradation under the large number of thermal load cycles. The changes of the HDI under the thermal conditions could significantly reduce the robustness and reliability of the HAMR products.

In bit patterned media systems, instead of using the continuous magnetic granular material, physically isolated magnetic islands are used to store data. The size of the magnetic islands should be about or less than 25 nm in order to achieve the storage areal density beyond 1 Tb/in². However, the manufacture of the patterned media disks is a
great challenge for the current optical lithography technology. Alternative lithography solutions, such as nanoimprint, plasmonic nanolithography, could be potential candidates for the fabrication of patterned disks.

This dissertation focuses mainly on: (1) an experimental study of the HDI under HAMR conditions (2) exploration of a plasmonic nanolithography technology.

In this work, an experimental HAMR testbed (named “Cal stage”) is developed to study different aspects of HAMR systems, including the tribological head-disk interface and heat transfer in the head-disk gap. A temperature calibration method based on magnetization decay is proposed to obtain the relationship between the laser power input and temperature increase on the disk. Furthermore, lubricant depletion tests under various laser heating conditions are performed. The effects of laser heating repetitions, laser power and disk speeds on lubricant depletion are discussed. Lubricant depletion under the optical focused laser beam heating and the NFT heating are compared, revealing that thermal gradient plays an important role for lubricant depletion. Lubricant reflow behavior under various conditions is also studied, and a power law dependency of lubricant depletion on laser heating repetitions is obtained from the experimental results. A conductive-AFM system is developed to measure the electrical properties of thin carbon films. The conductivity or resistivity is a good parameter for characterizing the sp2/sp3 components of the carbon films. Different heating modes are applied to study the degradation of the carbon films, including temperature-controlled electric heater heating, focused laser beam heating and NFT heating. It is revealed that the temperature and heating duration significantly affect the degradation of the carbon films. Surface reflectivity and roughness are changed under certain heating conditions. The failure of the NFT structure during slider flying is investigated using our in-house fabricated sliders. In order to extend the lifetime of the NFT, a two-stage heating scheme is proposed and a numerical simulation has verified the feasibility of this new scheme. The heat dissipated around the NFT structure causes a thermal protrusion. There is a chance for contact to occur between the protrusion and disk which can result in a failure of the NFT. A design method to combine both TFC protrusion and laser induced NFT protrusion is proposed to reduce the fly-height modulation and chance of head-disk contact.

Finally, an integrated plasmonic nanolithography machine is introduced to fabricate the master template for patterned disks. The plasmonic nanolithography machine uses a flying slider with a plasmonic lens to expose the thermal resist on a spinning wafer. The system design, optimization and integration have been performed over the past few years. Several sub-systems of the plasmonic nanolithography machine, such as the radial and circumferential direction position control, high speed pattern generation, are presented in this work. The lithography results are shown as well.
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Chapter 1: Introduction

The volume of data generated per day has increased exponentially in recent decades. As of 2013, an estimated four zettabytes ($2^{18}$) of data were created [1]. Easy access to Internet devices, mass storage and computers drive the explosion of data. Mass data storage devices, such as solid state, magnetic, and optical storage for digital electronic systems, provide major non-volatile storage and rapid access to data. As a result, there is an ever increasing capacity requirement for those mass data storage systems. Among those mass data storage systems, magnetic recording-based hard disk drives (HDDs) play the largest and most critical role in mass data storage because of their high capacity and low cost [2].

This introductory chapter provides an overview of the hard disk drive technology developments that are pushing storage capacities in future products. Next, the two main approaches for the next generation HDDs, heat assisted magnetic recording (HAMR) and bit patterned media (BPM) are introduced. Finally, the motivation and objectives of this dissertation are given.

1.1 Technology Developments for HDDs

A continuous goal for HDDs is to increase the storage areal density without raising the cost significantly. In the past two decades, magnetic storage areal density has increased at a rate of more than 25% per year, as shown in Figure 1.1 [3]. As the areal density increases, the cost for storing data continues to drop (Figure 1.2). Compared to solid state drives (SSDs), HDDs still provide a larger capacity for a lower price. Currently, the cost per gigabyte of data for HDDs is about 1/10 of that for SSDs.

![Figure 1.1 Areal density increase curves for HDD and flash SSD in the past decades [3]](image-url)
Figure 1. 2 Cost for per GB for HDD and flash SSD in the past two decades [3].

Technical innovations contribute to the continuing increase of areal density and cost reduction for HDDs. The innovative story of HDDs started 58 years ago with the invention of the 5 MB expensive and giant IBM disk. Currently, a 3.5 inch HDD provides a total storage capacity of 5 TB with a price lower than $100.

The first HDD, RAMAC (random access method of accounting and control), was introduced in 1956 for the IBM 305 computer [4]. The RAMAC’s cabinet was 60 inches long, 68 inches high and 29 inches wide. The data was stored in fifty 24-inch disks with a total storage capacity of about 5 MB (Figure 1. 3). The pressurized air was used to control the spacing between the head and disk, and it took a room full of compressors to supply the air needed to float the flying sliders to keep them from contacting the rotating disk surface. The cost of the RAMAC unit was about $57,000.

Figure 1. 3 IBM RAMAC 350 Magnetic Disk Drive, 1956 [4]

In 1973, IBM introduced the IBM 3340 "Winchester" disk drive [5], the first significant commercial use of low mass and low load heads with lubricated platters, as shown in Figure 1. 4. The IBM 3340 drive featured a small read/write head that flew
closer to the disk surface. The air gap was 18 millionths of an inch. The disk size was about 14-inches. The IBM 3340 drive had an areal density at about 1.7 Mb/in². The “Winchester” drive had almost all the same major functional parts as the modern HDDs.

Small HDDs based on magnetic recording storage first appeared in 1980 when Seagate designed and announced a 5 MB hard disk ST-506 in a 5 1/4 inch form factor, as shown in Figure 1. 5 [6]. One of the main advantages of this HDD was that it could be integrated into the body of a personal computer. The ST-506 could be connected to a computer system through a disk controller.

Modern HDDs have a similar internal structure design as the “Winchester” HDD. The major parts are shown in Figure 1. 6. The HDD is mainly composed of a few magnetic disks on a spinning spindle, an actuator arm with several flexible suspensions, one flying head for every face of each disk attached to the suspension, and some electronic boards for the signal processing and communication with a computer. The magnetic transducer with magnetic reading and writing parts are carried by the flying heads. Figure 1. 6b shows a typical head with the air bearing surface and magnetic transducer.
Figure 1.6 Structure of the modern HDD and microscope image of the air bearing surface

In the past few decades, great effort has been made to improve the performance and storage density of HDDs. One fundamental requirement to increase the storage areal density is to reduce the size of a magnetic bit so more data can be stored on a fixed area disk. However, shrinking a magnetic bit brings other changes for the HDDs. For example, to get stable and strong enough readback signals with an acceptable signal to noise ratio (SNR), the gap between the head and disk should be reduced, or the gain of the magnetic readback sensor should be enhanced. The position of the head should be controlled more precisely because the track width is also reduced.

In 1989, the giant magneto-resistance (GMR) sensor was announced, which provided a huge improvement of the performance of the magnetic reader. With a GMR reader, the field sensing effect was far superior to the conventional MR head so that the readback signal was much stronger. The first head with a GMR sensor was introduced for HDDs in the late 90s [7]. The implementation of a GMR in a HDD enabled greatly increased storage densities in the next few decades.

The data (user information) in a HDD is recorded to the disk and retrieved from the magnetic orientation of magnetic bits. There are two basic directions of the magnetic orientations: in-plane and out-of plane of the disk, which are referred to as longitudinal magnetic recording (LMR) and perpendicular magnetic recording (PMR), as shown in Figure 1. 7 [8]. Figure 1. 8 top and bottom shows a magnetic image of the magnetic bits from a LMR and PMR disk, respectively. The magnetic image was obtained by a magnetic force microscopy (MFM).

LMR dominated in HDDs for several years and successfully extended the areal density to about 100 Gb/in². PMR was first proposed to have advantages over LMR in 1970s by Shun-ichi Iwasak [9, 10]. But it was not commercially implemented until 2005. The LMR was replaced by the PMR because there was a thermal stability limit of the LMR at an areal density of about 100 Gb/in² [11, 12, 13].
As the storage areal density increased, the head to media spacing (HMS) between the slider and the recording disk has been reduced from microns to a few nanometers in order to get a strong readback signal and small error rate. Figure 1. 9 shows the HMS trend as the areal density increases [14]. Some novel air bearing designs have been proposed. With those new designs, the head can fly lower than 10 nm. However, at a gap of several nanometers, the intermolecular force starts to affect the stability of the slider’s flying status [15].
Figure 1.9 Trend of head media spacing (HMS) as areal density. Green: Actual HDD data, Red: Earlier predictions [14]

In 2007, a new technology called thermal fly-height control (TFC) [16, 17] was introduced to HDDs to reduce the fly-height without losing the fly stability, as shown in the sketched drawing (Figure 1.10). An electric heater is integrated into the head body at the location close to the magnetic reader and writer. When electrical power is applied to the heater, its temperature increases, and thermal expansion of the material close to it occurs. Due to the mismatch of the coefficients of thermal expansion of the heater material and head material, a local thermal protrusion is generated. This thermal protrusion is about tens of microns wide and several nanometers high towards the disk surface. The dimension of the local protrusion can be adjusted by the power input to the heater. The magnetic transducer is at or very near the tip of the protrusion, and so it is closer to the disk surface compared to other surface areas on the slider. The gap between the magnetic transducer and disk is reduced while a large portion of the head body is still relatively far away from the disk. The minimum fly-height can be reduced to less than 5 nm with the TFC technology while the slider still flies stably [18, 19].

Figure 1.10 Sketch-up of TFC technology for slider [17]
1.2 New approaches

In the past few years, PMR has successfully increased the areal density of magnetic recording by shrinking the size of the magnetic bits and magnetic grains. Current PMR drives reach a maximum areal density of about 800 Gb/in². However, as the storage density is increased beyond 1 Tb/in², there is a trilemma that prevents the further scale up for PMR technology, as illuminated in Figure 1.11.

Billions of bits are stored on a magnetic disk. As the storage density increases, the size of each magnetic bit must shrink without degrading other performances (e.g. the reading, writing and storage stability). For a continuous granular magnetic media, each magnetic grain has random easy axis orientation. One magnetic bit is composed of some number of highly packed magnetic grains. The magnetic orientation for one bit is determined by the overall orientations of all of the magnetic grains in this bit. The SNR for magnetic recording is approximately given by the equation 1.1 [20]. For the continuous perpendicular magnetic media, the number of grains in one bit should be almost a constant in order to get an acceptable SNR. There is not much margin to reduce the size of the bit by cutting the number of magnetic grains. Therefore, using finer magnetic grains is the preferred option for reducing the size of a magnetic bit for the continuous magnetic media.

\[ SNR \propto 10 \log(N) \text{ dB} \]  

A finer grain has a smaller volume. However, the volume of a magnetic grain affects its thermal stability [21], as shown in equation 1.2. Here, P is the switching probability of a magnetic grain under thermal activation. \( E_b \) is the energy barrier to switch the orientation of a magnetic grain. \( E_b \) approximately equals \( K_u V \), where \( K_u \) is the magnetic anisotropy, and \( V \) is the volume of a grain. \( K_b \) is the Boltzmann constant, and \( T \) is the

\[ E_b = K_u V \approx 40-60 K_b T \]
absolute temperature. $K_uV/K_bT$ normally, must be larger than 40 to maintain adequate thermal stability of the magnetic bits for several years at room temperature [21].

$$P \propto e^{-E_b/k_BT} = e^{-K_uV/k_BT} \quad (1.2)$$

It can be seen from equation 1.2 that the magnetic switching probability is inversely proportional to the energy barrier of the grain. At higher temperatures, the orientation of a magnetic grain is easier to switch. At room temperature, the thermally stable recording for 5 years requires that $K_uV$ be larger than $40K_bT$. However, as the volume of a magnetic grain is reduced for a higher areal density, $K_uV$ is no longer larger than $40K_bT$ if $K_u$ is not raised. In this situation, magnetic storage is not thermally stable at room temperature because the orientation of the magnetic grain fluctuates randomly under thermal activation, known as superparamagnetism. So $K_u$ should be raised to make the magnetic grain thermally stable. A magnetic material with higher anisotropy is recommended to reach magnetic thermal stability.

The higher anisotropy means that the material has higher magnetic coercivity. A material candidate, the $L_{10}$-FePt based magnetic thin film [22] has a magnetic coercivity greater than 1.5 Tesla. The magnetic writer needs to generate a switching field with a magnitude more than 3 Tesla to switch the magnetic grains. As indicated by equation 1.3, a higher switching field is needed if the anisotropy of the material is higher [23].

$$H_k = \frac{2K_u}{M_s} \quad (1.3)$$

It is challenging to generate such a strong magnetic switching field with current magnetic transducers. The high-density perpendicular writing field is limited to about 2 Tesla for current PMR technology [24]. What is more, as the size of the writer shrinks to write smaller magnetic bits, the magnetic writing field will further decrease. So data writing is more difficult to achieve if a magnetic material with higher anisotropy is used as the storage layer.

This trilemma among the thermal stability, SNR and writability for PMR essentially blocks the further scaling up of the areal density for present HDDs. However, a few approaches have been recently proposed to break the trilemma.

Among those approaches, heat assisted magnetic recording (HAMR) [25, 26] and bit patterned media (BPM) [27, 28] are proposed to extend the areal density to over 1 Tb/in$^2$. HAMR uses high anisotropy materials to break the superparamagnetism limits and introduces a new writing method to reach writability. BPM breaks the limits of the grain number in a bit while still withholding an acceptable SNR.

In HAMR systems, as the name implies, thermal heating is employed during the data writing. The temperature of a high anisotropy recording medium is locally elevated...
to facilitate the writing process by significantly reducing the required magnetic switching field. Then, the temperature drops abruptly to room temperature, and the magnetic information is frozen in a stable state. As shown in Figure 1.12, a laser is placed in front of the magnetic writer. The writing is performed after the local temperature of the disk is raised to near the Curie point of the magnetic material. At the Curie point, the coercivity drops to almost zero, and the orientation of the magnetic grain can be easily switched. In order to avoid the data erasure to the adjacent tracks or bits, the size of the heating spot should be close to the size of a magnetic bit.

(a) Schematic of the data writing; (b) Magnetic coercivity vs. temperature

Figure 1.12 Concept of HAMR.

Equation 1.4 shows the relationship between the effective writing field gradient and thermal gradient. It indicates that increasing the thermal gradient can equivalently increase the effective writing field gradient. A larger writing field gradient benefits the maximum down-track recording density in a given medium. Meanwhile, a high cross-track gradient also helps to reduce the adjacent track erasure effects. So HAMR scales more favorably than the conventional PMR for higher areal density recording: higher anisotropy for more thermal stability and higher effective field gradient for better writing performance [29]

$$\frac{dH_{\text{write}}}{dx} = \frac{dH_k}{dT} \frac{dT}{dx}$$

(1.4)

Quite different from the HAMR technology, BPM technology mainly breaks the limits of the SNR for a continuous granular material. The transition noise for continuous granular films, originating from irregularities or jaggedness in the magnetization transitions, mainly depends on the boundaries between the magnetic bits. Instead of using continuous films, BPM prefers discrete magnetic islands to store the information as shown in Figure 1.13 [30]. The grains within each patterned island are coupled so that the entire island behaves as a single magnetic domain. By physically separating the magnetic islands, transition noise is eliminated because there is no transition boundary between the two islands. The SNR for the BPM does not need to follow equation 1.1.
number of grains in a magnetic island in BPM can be much less than that in the traditional PMR. So the volume of the magnetic grains in the BPM can be increased thus it is thermally stable.

![Comparison of conventional PMR continuous granular media with BPM](image)

Figure 1. 13 Comparison of conventional PMR continuous granular media with BPM [30]

Those approaches can be combined together to further increase the areal density. As demonstrated in reference [26], HAMR can work on a patterned media as well. The combination of BPM and HAMR provides even more benefits for data writing. The total power absorption by an island of BPM is four times larger than that of a flat continuous media, as shown in Figure 1. 14. It has been said that heat assisted writing on the patterned media has the capability to extend the areal density to 100 Tb/in² [31]

![Comparison of antenna coupling to continuous and bit patterned media](image)

Figure 1. 14 Comparison of antenna coupling to continuous and bit patterned media. a, Top view of disk surface absorption profile on continuous medium. Peak value = 1.4. b, Top view of disk absorption profile on bit-patterned medium. Peak value = 16.5. c, Side view of a. Peak value = 2.8 (in notch). d, Side view of b. Peak value = 7.9 (in island). Scale bar, 50 nm (a–d). The colour scale in b applies to a, and the colour scale in d applies to c [26].
1.3 Motivation

Current HDDs rely on a floating slider that flies above the recording disk without contacts. The slider, the disk and the air gap between the slider and disk compose the head-disk interface (HDI). There are several functional layers on both the disk and slider to make the HDI reliable, as shown in Figure 1. 15.

![Figure 1. 15 Schematic drawing of the HDI for a PMR drive (figures are not to scale).](image)

The top surface of a disk is a perfluoropolyether (PFPE) lubricant layer, including bonded and mobile parts, with a total thickness of about 1 to 2 nm. Lubricants like Z-Dol or Z-Tetraol are currently used in HDDs to reduce the friction and wear during head-disk contacts [32]. It can also reduce the surface energy, thus reducing the intermolecular forces between the head and disk. The mobile part of the lubricant allows the lubricant to recover if some change happens at high air pressures or after contact.

The layer below the lubricant is a diamond like carbon (DLC) overcoat, which is about 2 to 4 nm thick [33]. The DLC overcoat can function as a protective layer because of its relatively high hardness and high resistance to corrosion. The strong mechanical properties of DLC can be attributed to the highly concentrated SP3 hybridization of the carbon atoms, which exists in the diamond material.

The storage layer is underneath the DLC overcoat. It is made from magnetic material for storing data. The thickness of the storage layer is about 20 nm. The data is permanently lost if the storage layer is damaged. Current PMR media uses granular continuous materials for the storage layer, such as CoPt alloys. For a HAMR system, a material with higher coercivity will be used as the storage layer to reach the thermal stability. L₁₀-FePt alloy is one of the more promising candidates for HAMR systems [22]. In a BPM system, the magnetic storage layer is discrete rather than continuous.
As the fly-height (FH) of the slider drops to less than 5 nm, the surface of the disk should be smooth enough to avoid intermittent contacts between the slider and disk. Currently, the surface RMS roughness of the disk is about 0.1 to 0.2 nm.

On the slider side, the main body of the slider is made from AlTiC and alumina. In order to protect the head from contact and corrosion, a DLC overcoat is deposited on the surface. A TFC heater is embedded at a particular place in the slider to generate a local protrusion towards disk.

The structure of the HDI for HAMR systems is slightly different from that in PMR because of some unique requirements of HAMR systems. A schematic diagram of a typical HAMR HDI structure is illustrated in Figure 1.16. Many of the components are also commonly used in perpendicular recording media (PMR) technology, such as an embedded TFC heater in the slider, a lubricant layer, a carbon overcoat (COC), a recording layer, a properly designed soft underlayer (SUL), and an interlayer for magnetic property and microstructure control. However, there are many unique aspects of HAMR systems. A laser diode is integrated into the slider. The light is delivered to a near field transducer (NFT) structure by an optical waveguide. The NFT structure is usually made from some metals located at the air bearing surface of the slider. Moreover, a heat sink layer is suggested underneath the storage layer in order to optimize the thermal response of the media and provide a larger thermal gradient [29]. These new functions make the HDI in HAMR systems more complicated than in PMR.

![Figure 1.16 Schematic drawing of HDI for HAMR systems](image)

In HAMR systems, a laser is used to locally heat the disk to the Curie temperature of the magnetic material, which is about 400 to 600 °C. This thermal environment brings
challenges for the stability and reliability of the HDI. A successful HAMR drive has more stringent requirements for the thermal stability of the HDI compared with the current PMR technology. A full evaluation of the HDI thermal stability of the current PMR is necessary when the HDD industry moves to HAMR.

The lubricant changes under the HAMR conditions by various mechanisms, including thermal desorption, decomposition, depletion, evaporation. These processes can cause the lubricant’s thickness to change. The failure of the lubricant can cause instability of the air bearing slider’s flying and serious wear of the head and disk after the contact.

The carbon overcoat on both the disk and slider can be graphitized and/or oxidized under high temperatures. When the DLC becomes graphitized or oxidized, its mechanical properties degrade as well. Thus, the overcoat loses its ability to protect other layers underneath it. The surface can also become rougher under the high temperature environment, which increases the likelihood of the head-disk contact.

It has been found that the temperature increase of the metal layer for the NFT can be several hundred degrees [25]. A noble metal such as gold is preferred in the NFT because of its good properties in the near field optics. However it has a relatively low melting point, around 1000 °C, which indicates it could be easily changed at the media Curie point after applying the thermal load [34]. And it is very ductile, so that the geometry could be changed during the heating. Moreover, the cyclic thermal condition can make the damage to the NFT metal film more serious due to the material fatigue.

With the exception of material failure or geometry changes of the NFT structure, the mismatch of the coefficient of thermal expansion among different materials around the NFT can cause a local thermal protrusion [35]. The size of the thermal protrusion has been experimentally measured by AFM [36]. It is about a few microns large and 1 nm high. This NFT protrusion superposes on the TFC protrusion, thus reducing the minimum space between the slider and disk. With such a protrusion, the slider has a higher risk of contacting the disk at the tip of the protrusion. The contact can damage both the NFT structure and the disk surface, leading to the failure of a HAMR drive.

The study and analysis of the HDI for HAMR is more complex than in PMR. There are multiple physical couplings among the optical, thermal, mechanical, and magnetic phenomenon in the HDI for HAMR systems. Figure 1.17 shows some possible couplings among different aspects of the HDI. Thermal energy from a laser diode is delivered to the NFT by an optical waveguide. Some of the light energy is absorbed and dissipated as heat in this process, thus raising the bulk temperature of the slider, behaving as an optical thermal coupling. The light is also focused to a small spot on the disk by the NFT. A large fraction of the energy is dissipated around the NFT because the energy efficiency of the NFT is usually limited to less than 10% [37]. Thermal deformations of the NFT and slider lead to a change of the minimum fly-height, which can be treated as a thermal-mechanical coupling. Furthermore, the thermal deformation of the NFT structure
affects the optical performances of the NFT, such as light transmission efficiency, peak intensity and intensity profile. In this way, there is an optical-mechanical coupling for the NFT. From the disk side, the light energy is finally transmitted to the disk surface and gets absorbed by multi-layers of the disk. Thermal deformation of the disk and depletion of the lubricant occurs as the local temperature of the disk is raised. It is a thermal-mechanical process. Magnetic switching can be achieved by the magnetic transducer when the temperature of the magnetic layer approaches or reaches the Curie point. The thermal-magnetic coupling dominates in this switching process.

![Multiple physical couplings among light, heat, mechanical deformation and magnetics inside the HDI of HAMR systems](image)

In addition to the multi-physics characteristics of the HDI in HAMR, the study of the HDI involves different scales in both length and time, as listed in Table 1.1. The timescale covers more than seven orders of magnitude. The fastest is on the order of a couple of nanoseconds. The length scale covers about 6 orders, while the smallest is around a few nanometers.
As for the BPM technology, one of the main challenges for its commercial application is the large volume manufacturing of the patterned media disks. The patterned media fabrication has to use available lithography tools. The minimum feature size of the patterned island is about or less than 25 nm for 1 Tb/in² [38]. Meanwhile, the conventional optical lithography technology for the semi-conductor industry does not provide an in-time and cheap solution for the BPM. As shown in the international technology roadmap for semiconductors (ITRS, Figure 1.18) [39], it still will be a couple of years for the semiconductor industry to move to a full production extreme ultraviolet lithography (EUV) which creates a feature size less than 20 nm. But even in 2011, a complete UV lithography machine cost more than 20 million dollars. New cheap alternative lithography approaches with a resolution better than 20 nm are needed for the fabrication of the patterned media.

<table>
<thead>
<tr>
<th>Length</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slider dimension</td>
<td>Life time of HDD</td>
</tr>
<tr>
<td>~1 mm</td>
<td>~ 5 years</td>
</tr>
<tr>
<td>TFC protrusion</td>
<td>Air bearing resonance</td>
</tr>
<tr>
<td>~10 μm by ~ 10 nm</td>
<td>~ 10 μs</td>
</tr>
<tr>
<td>NFT dimension</td>
<td>TFC response</td>
</tr>
<tr>
<td>~ 0.5 μm</td>
<td>~ ms</td>
</tr>
<tr>
<td>NFT protrusion</td>
<td>Laser on for data sector writing</td>
</tr>
<tr>
<td>~ 1 μm by ~ 1 nm</td>
<td>~ 20 μs</td>
</tr>
<tr>
<td>Heating spot on disk</td>
<td>NFT thermal response</td>
</tr>
<tr>
<td>~ 50 nm</td>
<td>~ 10 μs</td>
</tr>
<tr>
<td>Grain size of magnetic layer</td>
<td>Disk heating and cooling</td>
</tr>
<tr>
<td>~ 7 nm</td>
<td>~ 1 ns</td>
</tr>
<tr>
<td>Disk protrusion</td>
<td>Disk deformation</td>
</tr>
<tr>
<td>~ 0.1 nm</td>
<td>~ ns</td>
</tr>
<tr>
<td>Fly-height</td>
<td>Magnetic switching</td>
</tr>
<tr>
<td>&lt; 5 nm</td>
<td>~ 1 ns</td>
</tr>
</tbody>
</table>
1.4 Objective

In this dissertation, the changes of the HDI under the HAMR conditions are experimentally investigated with the assistance of a HAMR testbed and numerical models. Different mechanisms of the HDI changes are discussed. The possibility of developing a cheap nanolithography tool for the fabrication of BPM disk is explored as well.

Chapter 2 introduces a method of obtaining the relationship between the temperature increase and distribution and laser power input. It is the first step in studying the HDI in HAMR systems since HAMR writing is very sensitive to the temperature increase of the disk. The data writing can only be achieved when the temperature of the magnetic media approaches or exceeds the Curie point of the magnetic material.

In Chapter 3, the design of the HAMR testbed is introduced. The specifications and functions of this HAMR testbed are also given.

Chapter 4 focuses on the thermal behavior of the lubricant. The lubricant depletion and reflow under various HAMR conditions are investigated experimentally.

Chapter 5 mainly discusses changes in the carbon films under the HAMR conditions. The surface reflectivity and topography changes of the carbon films under various heating methods are discussed.
In Chapter 6, the changes of the NFT under laser heating are discussed. A two-stage heating scheme is proposed to reduce the thermal load to the NFT. With reduced thermal load, the lifetime of the NFT can be extended.

In Chapter 7, the dynamic response to the disk waviness of the HAMR slider with a TFC protrusion and a NFT protrusion is discussed. A new slider design method of combining the TFC and NFT protrusion is proposed for minimizing the flying height modulation (FHM) and reducing the possibility of contact between the NFT and the disk.

In Chapter 8, a plasmonic nanolithography machine is introduced to assist the fabrication of the master disk for BPM. The key specifications and technical details of this lithography machine are also given.

Chapter 9 presents a summary of this dissertation and some suggestions for future studies.
Chapter 2 Temperature calibration based on magnetization decay for perpendicular media

2.1 Introduction

In HAMR systems, a more thermally stable magnetic material than the current PMR media will be used as a recording layer to break the limit of superparamagnetism. However, the coercivity of this material is so high that it is difficult for the magnetic transducers to switch the magnetic orientations at room temperature. For example, one of the HAMR media candidates, a L_{10}-FePt based magnetic layer, has a coercivity greater than 1.5 Tesla [22], which requires a switching field more than 3 Tesla from the magnetic transducer. However, the high-density perpendicular writing field is limited to about 2 Tesla for the current PMR technology [24]. In order to achieve data writing in HAMR, the temperature of the media should be raised because the coercivity of the magnetic material drops sharply at high enough temperatures. When the temperature is close to the Curie temperature of the magnetic material, the coercivity reduces to almost zero.

In HAMR systems, a laser is proposed as a means to heat the media to the Curie point. Simultaneously, a magnetic field is applied from the magnetic transducer to switch the magnetic bits. The success of the magnetic switching is very sensitive to the media temperature [29]. If the temperature is too low compared with the Curie point, the magnetic transducer will not be able to write any information into the media. Conversely, heating the media over the Curie point requires more energy and may bring a greater challenge for the head-disk interface (HDI). It is therefore very important to understand the local temperature increase during the laser heating and to calibrate the laser power input for HAMR writing. The maximum temperature and the temperature profile are two critical factors for determining the performance of writing. The maximum temperature determines the writeability because the success of writing depends on getting the local media temperature to the Curie point. The size and shape of the magnetic writing bit depends on the temperature profile.

Some studies have been reported that evaluate the temperature increase by use of numerical and experimental methods [40, 41, 42]. Tagawa et.al. [40] observed disk refractive index changes during the laser heating and compared it with the change under conventional oven heating. Their method can be used to get the average temperature during the laser heating. But it has some limitations for getting accurate temperature distributions because of the strong averaging effect for the refractive index measurement by the ellipsometry.
The magnetic Kerr effect combined with optical probing technology [42] has recently been used to study the material’s kinetic response under the local laser heating in HAMR systems. The optical measurement of the magnetization by this method is also limited because the size of the laser beam is much larger than the magnetic bits.

Phase change materials can be used to study the relationship between the laser energy input and material temperature [43, 35]. Laser-induced fluorescence has been widely used to measure the instantaneous temperature field [44]. However, the thermal properties of both phase change materials and fluorescent materials are quite different from those of the magnetic layer in HDDs. So the methods based on phase change and fluorescence are not exactly suitable for investigating the thermal behavior of HAMR systems.

In this study, we propose another method to investigate the local temperature increase under the laser heating based on the magnetization decay [45]. This method has the capability of providing the maximum local temperature increase and the temperature history. In Section 2.2, the Arrhenius-Neel (A-N) model is introduced, which is used to simulate the magnetic decay under local laser heating. Section 2.3 provides the experimental conditions and procedure. The experimental results are discussed in Section 2.4. In Section 2.5, a finite element model is built to explain the data. The numerical simulation results are compared with the experimental results. Finally we present our conclusions in Section 2.6.

### 2.2 Numerical model for the magnetic thermal decay

The magnetization decays at high temperatures, as described by the Arrhenius-Neel model [46].

\[
\frac{dM}{dt} = -f_0 \exp\left( -\frac{E_b}{K_b T} \right);
\]

\[
E_b = K_u V
\]  

(1)

where \(dM/dt\) is the time derivative of the magnetization, \(M\). \(f_0\) is the driving frequency, set to be 1 GHz. \(E_b\) is the energy barrier to switching the orientation of a magnetic grain. \(E_b\) approximately equals \(K_u V\), where \(K_u\) is the anisotropy and \(V\) is the volume of a grain. \(K_b\) is the Boltzmann constant and \(T\) is the absolute temperature. \(K_u V / K_b T\) normally must be larger than 40 in order to maintain adequate thermal stability of the magnetic bits for several years at room temperature. \(K_u\) also depends on the temperature, dropping as the temperature increases. The relationship between the saturation magnetization, the anisotropy and temperature can be obtained from the mean field theory as determined by the equations [23].
\[
\frac{K_i(T)}{K_i(0)} = \tanh(X) \tanh\left(\frac{X}{2}\right).
\]
\[
\frac{M_s(T)}{M_s(0)} = \frac{1}{3} \left[ 2 \tanh(X) + \tanh\left(\frac{X}{2}\right) \right]
\]
\[
\frac{M_s(T)}{M_s(0)} = \frac{5T}{6T_C} X
\]

where \( X \) is a dimensionless number, called the Callen-Callen parameter, and it is proportional to the temperature averaged magnetization. \( M_s \) is the saturation magnetization and \( K_i \) is the first order anisotropy constant. The total uniaxial anisotropy \( K_u \) is composed of the first order anisotropy and other higher orders. Typically, the second order anisotropy is 3 to 10 times smaller than the first order, and its reduction due to the temperature increase is shaper. So the second order anisotropy is neglected, and we can set \( K_u = K_i \) to simplify the calculation [47].

\( X \) can be obtained from the second and third parts of equation (2) and then \( K_u \) and \( M_s \) can be calculated from the first and second parts of (2). Furthermore, the energy barrier \( E_b \) can be obtained from the \( K_u \) for a fixed volume magnetic grain at a certain temperature. Thus the magnetization decay at a certain temperature can be obtained from equation (1). Finally, the magnetic decay behavior of the magnetic media under laser heating in HAMR systems can be simulated after the temperature history is known.

Figure 2.1 shows the temperature dependency of the saturation magnetization and the magnetic anisotropy predicted from the Callen-Callen model for the PMR media. The Curie point was set to be 1000 K.
The magnetization decay was accurately measured by a magnetic force microscopy (MFM) and quantitatively defined from statistical analysis of the MFM images. The thermal response of the media was obtained from a 3D finite element method (FEM) model using the ANSYS thermal solver. The temperature history from the thermal model was used as an input for the calculation of the magnetization decay behavior in the A-N magnetic model.

2.3 Experimental procedure

A PMR disk was used in this study because a HAMR disk is not available to us at this time. The PMR disk had an aluminum substrate. In order to quantitatively analyze the magnetization decay, we pre-recorded the magnetic disk with uniform single tone magnetic patterns. The track width was about 80 nm and the track pitch was about 200 nm. The disk was exposed by the laser in the HAMR test stage, shown in Figure 2.2. The Gaussian radius ($e^{-2}$) of the laser spot was close to 700 nm, and the power was varied from 15 mW to 51 mW in the experiments. The wavelength was 355 nm. Table 2.1 shows the laser power levels and densities for the experiments. The experimental procedure for the laser heating was carried out as follows: the laser beam was focused onto the disk surface, while the disk was rotated at 1500 RPM. The laser beam was moved radially at 0.125 mm/s toward the inner tracks of the disk. Thus, the pitch of the spiral laser heating track was 5 μm, which was much larger than the laser spot size. So the thermal interference between two adjacent exposed tracks could be neglected. Different laser powers were applied at different radii. After exposure, the disk was scanned by a MFM to get the magnetic images.
Table 2. Laser power levels and densities for exposure on the aluminum substrate PMR disk

<table>
<thead>
<tr>
<th>Power (mW)</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>36</th>
<th>42</th>
<th>51</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (mW/μm²)</td>
<td>26.0</td>
<td>32.5</td>
<td>39.0</td>
<td>46.8</td>
<td>54.6</td>
<td>66.3</td>
</tr>
</tbody>
</table>

The MFM is a special mode of a scanning probe microscope. It has been widely used to map the magnetic field distribution of samples by detecting the magnetic interaction between the magnetic tip and sample. MFM has two scans in order to get the magnetic field distribution, as shown in Figure 2.3. The tip scans the sample first with the tapping mode and obtains the surface topography in the first scan. Then the tip is lifted by a constant height with respect to the topography and scans again. At the lifted height, the intermolecular/atomic force interaction is very weak and can be neglected, while the magnetic interaction is the major interaction between the tip and sample. The magnetic information can be obtained from this second lift scan.

Figure 2.2 Schematic plot of the experimental setup for HAMR study

Figure 2.3 Schematic plot of MFM
2.4 Experimental results and discussion

Figure 2. 4a shows a typical MFM image of the magnetic media after laser exposure. The fast scan direction (horizontal) was along the down-track direction. The exposed track is highlighted by the dashed box. Two line profiles were extracted from the magnetic image, as shown in Figure 2. 4b. The first line was from an unexposed area, and the second line was from an exposed area. The first line shows a periodic signal from the pre-recorded magnetic pattern. The amplitude of the second line is smaller than that of the first line, and the second line does not show any periodic characteristic because the magnetic pattern was thermally erased under the laser heating. The statistical analysis of these two profiles indicates that the root mean square (RMS) amplitude of the first profile is 0.49, while that of the second profile is 0.15. The RMS value of the scanning line can be used to represent the magnetic strength of the magnetic pattern and quantitatively define the magnetization decay.

Figure 2. 4 A typical MFM image of the magnetic media after laser exposure

Figure 2. 5 shows the surface topography for different laser power densities. At a power density of 26.0 mW/μm², there was no observable change of the surface topography. But when the power was increased to about 66.3 mW/μm², an obvious surface change of the exposed track was observed from the topography.

Figure 2. 6 shows the MFM images of the PMR media after laser exposure at different power densities. At the power density of 26.0 mW/μm², there was no observable change of the magnetic pattern. But if the power was increased to about 39.0 mW/μm², an erased track was observed from the magnetic image. As the power density increased further, the erased area became larger due to the thermal diffusion, shown in Figure 2. 6d.
Figure 2. 5 Topography of the perpendicular recording media after laser exposure at different power densities. (a) 26.0 mW/μm²; (b) 32.5 mW/μm²; (c) 39.0 mW/μm²; (d) 66.3 mW/μm². From image a to d, the scan size is 5 by 5 μm and the scale bar is 1 μm. The down-track direction is horizontal.

Figure 2. 6 MFM images of the perpendicular recording media after laser exposure at different power densities. (a) 26.0 mW/μm²; (b) 32.5 mW/μm²; (c) 39.0 mW/μm²; (d) 66.3 mW/μm². From image a to d, the scan size is 5 by 5 μm and the scale bar is 1 μm. The down-track direction is horizontal.
The RMS value of each horizontal scanning line was normalized by the value for the uniform magnetic pattern without laser exposure in the MFM images. The normalized RMS values can describe the magnetization of the magnetic pattern. Figure 2. 7 shows the normalized magnetization for various laser powers. There is no observable magnetization decay at 26.0 mW/μm². The magnetization decayed about 30% at 32.5 mW/μm². When the power was increased to 39.0 mW/μm², the magnetization disappeared around the center of the heating area. For larger powers, the width of the magnetization decay area increased due to the thermal diffusion.

![Figure 2. 7](image)

**Figure 2. 7** Normalized magnetization along the down-track direction as a function of radial (off-track) displacement for different power exposure. (a) 26.0 mW/μm²; (b) 32.5 mW/μm²; (c) 39.0 mW/μm²; (d) 66.3 mW/μm²

### 2.5 Numerical modeling

A numerical model using the FEM was built to simulate the time dependent thermal behavior of the rotating disk during the laser heating in order to interpret the magnetization decay. The 3D model is shown in Figure 2. 8. The multilayer disk was simplified to a two-layer system. The top layer was a 100 nm thick metal layer representing the magnetic layer and soft under-layer. The bottom layer was the 10 μm NiP layer between the Al substrate and magnetic layer. The DLC and lubricant layers were ignored because their thicknesses are much smaller than the other layers. The
laser-supplied heating source was applied to the top surface of the metal layer and treated as a heat flux because most of the optical energy was expected to be absorbed at the very top surface of the metal layer, according to Beer's law. The heat flux was assumed to be a 2-D Gaussian distribution with the functional form given below, and it moved towards the down-track direction at 5 m/s. The Gaussian radius \( (e^2) \) was set to be 700 nm.

\[
H_{flux} = \frac{2P}{\pi w^2} \exp \left( -\frac{2(x(t)^2 + y^2)}{w^2} \right) = P_{den} \exp \left( -\frac{2(x(t)^2 + y^2)}{w^2} \right) \\
x(t) = vt
\]

Here, \( w \) is the laser Gaussian radius and equals 700 nm in the simulation. \( P \) is the laser power. \( x \) is the down-track direction from the laser beam and \( v \) is the velocity of the disk at the beam spot. \( P_{den} \) is the peak power density.

The mesh size of the top layer was 50 nm by 50 nm by 10 nm and that of the NiP layer was 50 nm by 50 nm by 2 \( \mu m \). The boundary conditions were set as given below:

(1) The temperature at the bottom surface of the NiP layer, as well as the upstream and downstream surfaces, were set to be room temperature. (2) The moving heat flux was applied on the top surface of the magnetic layer. (3) An adiabatic condition was used at the other boundary surfaces.

The nodal points were all assumed to be at room temperature at the beginning. The temperature increase due to a moving laser heating source was calculated by the thermal transient solver.

Figure 2.8 Schematic plot (top) and mesh (bottom) of the 3D FEM model of the thermal behavior simulation for the free laser beam laser heating
Figure 2.9 shows the numerical simulation result of the temperature distribution for the laser power density of 39.0 mW/μm$^2$. The maximum temperature at the steady state is 662 °C in the center.

![Temperature Distribution](image)

Figure 2.9 The temperature distribution at the laser power density of 39.0 mW/μm$^2$ from the numerical analysis.

The temperature history profile from the thermal analysis was used to calculate the magnetization decay based on the A-N model described in Section II. Three nodes in the laser heating area were chosen to demonstrate the thermal response and the magnetic decay behavior under the laser heating. The first node was located at the center of the heating source. The second and the third nodes were 200 nm and 400 nm, respectively, away from the center of the heating source along the off-track direction. Figure 2.10 shows the temperature distribution and magnetization decay history of these three nodes when the laser beam approached and moved away from them. The laser power density was 39.0 mW/μm$^2$ in this simulation. During the heating period, the laser beam approached these three nodes and the temperature increased. The magnetization started to decay. In the cooling period, the laser left the nodes and the temperature dropped quickly but the magnetization froze at a certain level. Node 1 reached the highest temperature and was demagnetized completely. The temperature of node 2 was somewhat smaller than that of node 1, and it was not totally demagnetized. Node 2 still had some remanent magnetization after the heating. The temperature of node 3 was the lowest, and it was almost not affected by the laser heating. The magnetic simulation also showed that the thermally demagnetized width was close to 400 nm when the power was 39.0 mW/μm$^2$. 
Figure 2.10 The temperature history (left) and magnetization decay history (right) for the 3 nodes at different locations when the laser passed at a power density of 39.0 mW/μm².

The magnetization decay behavior was also calculated for other laser power values. The erased area sizes were obtained from these numerical results and compared with the experimental results as shown in the Figure 2.11. The simulation results agree quite well with the experimental results, and this verifies the feasibility of this temperature calibration procedure for HAMR systems.

Figure 2.11 Thermally erased magnetic track width due to the laser heating

2.6 Summary

We investigated the temperature increase of a rotating perpendicular magnetic media surface during the laser heating. A method based on the magnetization decay was developed to evaluate the temperature distribution. The magnetization of the media was quantitatively measured by MFM, and the magnetization decay was defined from the statistical analysis of the magnetic image for different laser power exposures. The
relationship between the temperature increase and magnetization decay was obtained from the A-N model. The magnetization decay was calculated from the temperature profile which was generated in a numerical FEM thermal model. The simulation and experimental results were in good agreement. Thus it is confirmed that this method can be used to calibrate the relationship between the laser power and the media temperature increase. Although a PMR disk rather than a HAMR disk was used in this study, this magnetization decay based calibration process can be easily implemented for HAMR systems. This calibration process is a first step toward understanding the thermal behavior of the HDI in HAMR systems.
Chapter 3 HAMR stage development

A HAMR spin-stand testbed (named “Cal stage”) for the HDI study has been designed and built. Continued improvements and updates of the Cal stage have been achieved to study various aspects of HAMR systems such as the tribological behavior of the head-disk interface (HDI) and the heat transfer mechanism inside a nanometer head-disk gap. Section 3.1 describes the configurations of the Cal stage for tribological study of the HDI in HAMR systems. Section 3.2 describes further improvements of the Cal stage for the study of the nano-scale heat transfer phenomenon in HAMR systems. Section 3.3 summarizes this chapter.

3.1 Cal stage for the tribological study of the HDI for HAMR

The Cal stage stands on an optical table, which has the capability to isolate the vibration. Figure 3.1 shows a schematic design of the Cal stage. It can be divided into five parts: a spindle system, optics, a laser focusing servo system, a linear stage, and a user interface for process control and data acquisition.

![Schematic design of the Cal stage for tribological study of the HDI in HAMR.](image)

3.1.1 Spindle system

An air bearing spindle from Seagull and a spindle controller from DART are used in the Cal stage. The spindle speed can be adjusted from 100 revolutions per minute (RPM)
to over 10000 RPM. The spindle index and encoder can be extracted from an optical encoder. The spindle encoder has 1024 counts per revolution (CPR), providing the angular position of a rotating disk. There is one spindle index pulse for every revolution. Both the spindle index and encoders are accessed by a field programmable gate array (FPGA). Some signal process programs have been implemented in the FPGA in order to synchronize the spindle spinning and other processes in the experiments. A hardware description language VHSIC Hardware Description Language (VHDL) is used for programming of FPGA.

3.1.2 Optics

The second part of the Cal stage is the optics. The optics part includes a laser source and some laser delivery components. A continuous wave (cw) solid state infrared laser is used in the Cal stage. The wavelength of the laser is 780 nm, which is also preferred in future HAMR drives. The maximum power output from the laser is 1000 mW.

The laser emission can be modulated by feeding a TTL signal to the laser controller. The modulation feeding signal is provided by the FPGA card. The laser modulation can be synchronized with the spindle index and encoder. The angular location on the disk for laser radiation and the duration of the radiation can be precisely controlled by programming the FPGA. Figure 3.2 shows an example of the laser modulated signal (red curve), the spindle index signal (black curve) and the laser emission (green curve). The laser emission was detected by a photo-detector. The spindle rotated at 1500 RPM, so one revolution took 40 ms. In this example, the laser was programmed to emit only once for a complete revolution. After one revolution, the modulation signal turned low and the laser stopped emitting. There was an overshoot of the laser emission at the beginning. The overshoot lasted about 4 ms.

Figure 3.2 Laser light modulation and synchronization with the spindle index
In general, there is a certain time delay between the laser emission and laser modulation feeding signal because of a limit of the bandwidth of the laser modulation. In other words, the laser cannot respond as fast as the modulation signal if the frequency of the modulation signal exceeds the bandwidth of the laser system. The time delay for our laser system was measured and it was 0.02 ms, as shown in Figure 3. So the highest frequency of modulation is 50 kHz. In HAMR systems, the laser is supposed to be turned on only at the data sectors during the data writing. The time duration for a data sector is approximately 0.02 ms [35] which equals the limit of our laser modulation as well. A faster modulation speed can be achieved by use of an electro-optic modulator (EOM).

![Figure 3.3](image)

**Figure 3.3 Delay of the laser emission with respect to the modulation signal.**

After the laser beam is emitted from the laser, the laser beam is manipulated and delivered to the samples by some optics. Figure 3.4 shows the beam path. The light is first linearly polarized after the polarizer. Most of the light is p-polarized, while a minor part is s-polarized. The laser power can be changed manually by moving the optical attenuator after the polarizer. After lens 1, the beam is focused to a spatial filter in order to get a better beam quality. The beam shape can be chopped by the spatial filter while losing some of the laser powers. Then the beam enters a polarizing beam splitter, and only the p-polarized light can transmit. The minor s-polarized light is deflected by 90 degree to the left side of the incident beam. This minor s-polarized beam is monitored by a photo detector. The modulation of the s-polarized beam is the same with the incident p-polarized beam. The monitoring of the s-polarized beam gives the modulation information of the incident p-polarized beam. After the beam splitter, there is a quarter-wave plate that converts the p-polarized light to a circular polarized light. Then the beam is elevated by a periscope in order to project the laser energy down towards the disk surface. A prism deflects the beam by 90 degrees without changing the circular
polarization of the incident beam. So the light is illuminated perpendicular to the top surface of the disk. The beam comes to the objective lens and is focused onto the target. In this way, the beam is finally delivered onto the disk surface or the NFT on the slider.

Figure 3.4 Optical beam path of the Cal stage

There are two experimental modes in the tribological study of the HDI, depending on which surface the laser beam is focused. If the laser is directly focused on a disk surface, it is called the “free laser beam heating mode”. If the laser is focused onto a NFT structure carried by the slider and then the light is further transmitted to the disk by the NFT, it is called the “NFT heating mode”. For both modes, the disk is heated and the temperature of a spot on the disk is raised. A major difference of these two modes is the size of heating area on the disk. In the free laser beam heating mode, the laser heats an area on the order of several microns, while in the NFT heating mode the heated area is at tens of nanometers. The temperature change on the disk depends on the laser power input, thermal properties of the disk, the spinning speed and heating mode.

In the free laser beam heating mode, some of the light is reflected back. The reflected beam is still circular polarized before it re-enters the quarter-wave plate. After the quarter-wave plate, it becomes s-polarized, and it is deflected by 90 degrees when it passes the polarizing beam splitter. In this way the incident beam and the reflected beam are decoupled. The reflected beam is captured by a charge-coupled device (CCD) camera. The place of the CCD camera conjugates with the spatial filter, at which point the laser is
focused by lens 1. When the laser beam is well focused by the objective lens, a clear, reflected image of the laser focused spot can be observed at the location where the CCD is located. So the reflected image can be used to monitor the focus status of the laser beam. A typical reflected image is shown in Figure 3. 5 where the beam was well focused to the disk surface by the objective lens.

![Figure 3.5 Reflected image of the laser focused spot captured by a CCD camera](image)

The shape of the laser focused spot is elliptic. The profile of the intensity in Figure 3. 6 showed that the Gaussian diameter along the down-track direction is 5.5 μm and is about 2 μm along the radial direction.

![Figure 3.6 Intensity profiles of the focused laser beam along the down-track (left) and cross-track (right) directions](image)

The NFT heating mode was slightly different from the free laser beam heating mode. A NFT structure was fabricated on the trailing end of the rails of a slider, as shown in Figure 3. 7. The design of the NFT structure is shown in Figure 3. 8. It had a ring structure with a diameter of 10 μm that encircles the NFT structure. This ring and the two horizontal bars were used to help align the laser to the NFT structure.
Figure 3.7 Homemade slider with an NFT; (left) Optical microscope image of a homemade air bearing surface; (right) zoomed NFT structure and alignment structure on the trailing edge

(a) NFT structure and alignment ring  (b) NFT structure

Figure 3.8 AFM topography of the NFT and alignment mark on the homemade slider surface

In the NFT heating mode, the laser should be aligned to the NFT first by monitoring the reflected image of the NFT at the beginning of laser exposure tests. Usually some alignment marks have to be fabricated together with the NFT structure to assist the alignment because some of the NFT structures are too small to see clearly in the reflected image of the CCD camera, even after hundreds of magnification. Figure 3.9 shows the reflected image of a NFT and part of an alignment mark.

In the NFT heating mode, after the alignment is done, the quarter-wave plate can be removed, depending on whether a linearly polarized light is needed for the NFT structure to excite the plasmons. For example, if the design of the NFT prefers a polarization along the down-track direction, then the quarter-wave plate should be removed during the laser exposure tests.
When the laser is focused and aligned to a NFT, a large number of collective oscillations of electrons, called surface plasmons, are generated on the metal and dielectric film interface. They are strongly localized to this interface and exponentially decay in amplitude away from the interface. Figure 3. 10 shows the finite difference time domain (FDTD) simulation results of the confinement and enhancement of the light after the NFT at a plane 10 nm away from the NFT. The light wavelength was 780 nm. The tiny focus spot by the NFT is 36 nm (FWHM) along the down track direction and 100 nm (FWHM) along the radial direction as shown in the profile in Figure 3. 11. The maximum enhancement of the intensity is about ~ 10.

Figure 3. 10 Optical intensity distribution at a plane 10 nm away from the NFT
Figure 3.11 Intensity profile of the transmitted light at a plane 10 nm away from the NFT along the down-track (top) and cross-track (bottom) directions.

3.1.3 Laser focusing servo system

The third part of the Cal stage is a laser focusing servo system. An objective focusing lens is used to focus the light to a few microns spot. However, a minimum focused spot and highest intensity can be achieved only in the focal plane when the laser light is focused. The depth of focus for the Cal stage is about 3 μm. Beyond this range, the light is out of focus. When the laser is out of focus, the size of the spot and intensity of the light are quite different from that when laser is in focus. The intensity profile of the beam along the radial direction on the disk surface is compared in Figure 3.12 for the case when the light was in focus and out of focus. The red curve is the intensity profile when the light was in focus. The black and green curves are the intensity profiles when light was focused below and above the focus plane, respectively. The beam profile became slightly larger and the peak intensity became weaker when the beam was out of focus compared with that when the beam was well focused.
The rise in temperature on the disk due to the laser heating is sensitive to the size of the laser heating spot and intensity of the light. In order to have better control of the rise in temperature on the disk, the laser beam should be maintained in focus at all positions of the disk during the whole free laser beam heating process.

However, there always exist run-outs perpendicular to the disk surface because of the unbalanced spindle, disk deformation and clamp distortion. If the disk’s vertical run-out exceeds the depth of focus, then the focused light intensity is not at the same level at different circumferential locations. The light intensity at some specific angles is smaller than that at other angles. This run-out depends on the disk installation and type of clamp used in the spindle. The magnitude of the vertical run-out for a 3.5 inch magnetic disk was measured by a displacement sensor. The disk was installed on a 25 mm clamp and rotated at 1500 RPM. Three run-out profiles at the outer, middle and inner radius are plotted in Figure 3. 13. The magnitude of the vertical run-out was larger at the outer radius of the disk than the inner radius. However, the run-out profiles at different radii almost had the same phase.

The run-out of the disk is repeatable once the disk is installed. Repeated measurements of run-out were performed for a 2.5 inch disk installed on a 20 mm clamp. As shown in Figure 3. 14, the red dashed curve is the spindle index. The rising edge of the spindle index indicates the start of a revolution. The other colored solid curves represent the disk run-out measured by the displacement sensor at a fixed radius of the disk. The variation of these run-out profiles were much smaller than the depth of focus. The variation of the run-out at different revolutions can come from the noise of the displacement sensor and mechanical disturbance of the stage. It is noticed that the shape of the run-out profile in Figure 3. 14 is quite different from that shown in Figure 3. 13 because the run-out profile depends on the spindle clamp and every installation of the disk. Different disks and clamps have different run-out profiles.
Figure 3.13 Disk vertical run-out profiles at three different radii for a 3.5 inch disk.

Figure 3.14 Repetitive disk run-out measurements for a 2.5 inch disk at a fixed radius.

As discussed above, the disk vertical run-out causes the defocus of the laser beam and non-uniform illuminations at different circumferential positions on the disk surface. In order to control the laser focus status, a focusing servo system was developed. The objective lens is attached to a piezoelectric bender. The bender can move the lens up and down, together with the lens. A displacement sensor is placed next to the lens, as shown in Figure 3.1. The displacement sensor and bender are both mechanically connected to a linear stage and moved together. The relative motion between the disk and objective lens is in-situ measured by the displacement sensor and used as an input for the servo system.

The controller is designed and implemented in a Labview real-time target. The objective lens can follow the vertical run-out motion of the disk and the laser light can remain in focus on any location of the disk when the disk spins.

To design the focusing controller, the characteristic of the bender was studied. The dynamic response of the bender with an attached lens was characterized. A sweep frequency voltage drove the bender’s motion, and the response of the bender was captured by the displacement sensor. The transfer function of the bender was later obtained from the spectrum of the bender's response. Figure 3.15 shows the spectrum of the bender's response. The strongest resonance peak occurred at about 63 Hz. The second
and third resonance peaks were at 72 Hz and 126 Hz, respectively. Those peaks should be attenuated and avoided when designing the control algorithm.

The linearity of the bender’s response was studied as well. A single frequency voltage was used to drive the bender. The amplitude of the input was changed from 0.25 v to 1.0 v. The motion of the bender was measured by the displacement sensor. In this way, the relationship between the amplitude of the input signal and amplitude of the bender motion was obtained, as shown in Figure 3. 16. It can be observed that the bender responded linearly to the voltage input.

![Figure 3. 15 Transfer function of the bender with objective lens attached.](image)

![Figure 3. 16 Bender's response to different amplitudes of the driving voltage.](image)

Based on the knowledge we obtained for the bender and spindle system, a simple feed-forward algorithm was designed and implemented in this focusing servo system to make the laser beam remain well focused onto the disk surface. The procedure to start the focus servo system is:

1. Adjust the Z position of the objective lens to focus the laser beam on the disk surface when the spindle is not spinning.
(2) Adjust the height of the displacement sensor to level the output of the displacement sensor close to zero. A relative motion between the disk and objective lens is then measured by the sensor later.

(3) Turn on the spindle motor, and the disk starts to spin. The displacement sensor gives a periodic output of the disk’s vertical run-out.

(4) Start the controller from the Labview interface. The controller gets the input signal from the displacement sensor. Then, the in-situ offset between the objective lens and disk is calculated in the real-time target. The respective control output is further generated by the controller to drive the bender to compensate the offset.

(5) After finishing the exposure tests, turn off the controller.

(6) Stop the spindle, and uninstall the disk from the spindle for further surface inspections by the Candela optical surface analyzer (OSA) or AFM.

(7) The focusing servo system should be restarted from step 1 after the spindle stops or the disk is changed.

The performance of this focusing servo system was verified by comparing focusing status when the focusing servo was on and off. A typical run-out profile is shown in Figure 3.17. Six different angles on the disk were chosen for evaluating the focusing servo system. At these six positions, the relative distances between the objective lens and disk were different. At some of the locations, the laser beam could be in focus while all others may be out of focus. The reflected images of the focus spots were compared when the controller was off and on at these six different angles, as shown in Figure 3.18. When the controller was off, the spot size and intensity varied at the different locations. At the angle of 160 and 220 degrees, the laser beam was well focused so a bright, reflected image could be observed. However, blurred and darker reflected images are shown at other angles because the laser was defocused. When the controller was on, the reflected images became uniformly bright at all positions. It was verified that the controller can work effectively to allow uniform illumination at different circumferential positions.

![Figure 3.17 A vertical run-out profile for a 3.5 inch disk](image-url)
<table>
<thead>
<tr>
<th>Angle (degree)</th>
<th>Controller off</th>
<th>Controller on</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
</tr>
<tr>
<td>100</td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
</tr>
<tr>
<td>160</td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
</tr>
<tr>
<td>220</td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
</tr>
<tr>
<td>280</td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
</tr>
<tr>
<td>340</td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
</tr>
</tbody>
</table>

Figure 3. 18 Reflected images of laser focus spots when the focusing servo system was on and off.
3.1.4 Linear stage

The forth part of the Cal stage is a motorized linear translation stage from Physik Instrumente. The stage can move in the radial direction. The maximum travel distance is 15 mm. The objective lens, prism and displacement sensor are fixed to the linear stage and they are moved together with the linear stage.

A gearhead is used in this linear stage, and the pitch of the thread is 0.4 mm. The gap between the linear stage with the attached lens and disk surface varies at different radii even when the disk is stationary. There are two main reasons for the variation of the gap, as shown in Figure 3. 19. First, the motion of the motorized linear stage is not perfectly parallel to the disk surface. It has some relative tilt with respect to the surface. This tilt causes a DC drift of the gap. Second, the motion of the gearhead is not entirely smooth because of the thread structure of the gearhead. It produces a periodic change of the gap.

![Figure 3. 19 Schematic plot of the relative motion of the linear stage relatively to the disk surface](image1)

![Figure 3. 20 Measured variation of the gap as the linear stage moves radially and the disk was stationary.](image2)
The change in the gap between the translation stage and disk surface was experimental measured, as shown in Figure 3. 20. The change in the gap could be treated as a combination of a linearly increasing DC offset (red line) and a zigzag motion. The zigzag motion had a pitch at 0.4 mm, which is the same as the thread pitch. The DC offset could be minimized by adjusting the relative tilt between the disk and linear stage. After adjusting the tilt, the motion of the linear stage could be very parallel to the disk surface to make the DC offset smaller. The current DC offset is about 2 µm for a 6 mm motion stroke.

3.1.5 User graphic interface

The fifth part of the Cal stage is a Labview user interface, including the data acquisition part and the experimental process control part. The maximum data acquisition rate is 500 kHz for one channel. The Labview real-time target machine can be treated as a platform that has the capability of customization. Different programs can be loaded to the real-time target to control the experimental process for the studies of different phenomena of the HDI in HAMR systems, depending on the design of the experiments.

3.2 Cal stage for the study of heat transfer in the HDI

The current Cal stage has been updated further to study the heat transfer between the flying slider and the disk. It is believed that the near filed radiation is enhanced beyond the traditional Planck’s law and phonon tunneling occurs in a gap of a few nanometers [48, 49]. This study provides information to understand how the heat is transported inside a nanometer scale gap in HAMR systems. The disk back heating effect can be also studied.

A slider with an embedded contact sensor (ECS) was used for this study. The ECS is a thermal resistance sensor integrated between the magnetic reader and writer [50], as shown in Figure 3. 21. The size of the ECS is about 1 to 2 µm. The resistance of the ECS increases as its temperature rises. Rather than measuring the resistance of the ECS directly, the voltage difference between the positive and negative pins of the ECS is measured when a constant current source is applied to the ECS. The voltage is proportional to the resistance of the ECS. The voltage increases as the temperature of the ECS rises.
Some modifications have been made to the Cal stage to make it compatible with the ECS system. The schematic design of the new stage is shown in Figure 3. 22. Figure 3. 23 shows a close up view of the new Cal stage, integrating a function of an ECS.

A slider with the ECS flies up-face on the back side of a special one-side coated glass disk for the study. Only the backside of this special disk has a metal layer and a lubricant layer. The top surface of the disk is transparent which allows the light to transmit through. The laser is delivered through the top side of the disk, and focused onto the coating on the backside of the disk. The backside of the disk is locally heated by the focused laser.

The ECS and laser beam have to be aligned so that the laser heating elevates the temperature of the disk at the location right underneath the ECS. By this way, the HAMR back heating condition can be emulated, in which a slider flies on a heated spot of the disk.

Figure 3. 21 Schematic of a contact sensor embedded into head structure [50]

Figure 3. 22 Schematic design of the testbed for study of heat transfer inside the HAMR HDI
The alignment between the ECS and laser focus is performed on a transparent disk. A slider with the ECS first flies up-face on the transparent disk. The laser can transmit through this transparent disk and be focused onto the air-bearing surface of the slider. A clear reflected image of the air-bearing surface is captured by the CCD camera. The slider can be moved freely by a 3-D mechanical stage. The position of the laser-focused spot can be also adjusted in-plane by the optics as well. The laser beam is adjusted to align to the magnetic transducer first by checking the reflected image of the magnetic transducer. The ECS is located between the magnetic reader and writer [51]. So once the laser is aligned to the magnetic transducer, only a tiny adjustment is needed to further align the laser to the ECS because the size of the focused spot is relatively larger than the ECS. The finer adjustment is stopped once the ECS gets its maximum signal, which indicates the temperature increase of the ECS is a maximum. Figure 3. 23a shows an optical microscopy image of a magnetic transducer. The reflected image of the magnetic transducer was captured by the CCD camera when the laser was well aligned to the magnetic transducer, as shown in Figure 3. 24b.
Figure 3. 24 Laser alignment to the magnetic transducer and ECS. (left) Optical image of the magnetic transducer captured by the optical microscope; (right) reflected image of the magnetic transducer captured by the CCD camera.

An acoustic emission (AE) sensor is attached to the suspension base holder and used to detect the head-disk contact, as shown in Figure 3. 25. The amplitude of the AE signal increases when contact happens.

The gap between the ECS and disk can be controlled by the TFC. The Labview real-time target generates a ramp voltage to power the TFC heater. The rate of the TFC voltage ramp can be adjusted in the Labview program. The TFC is powered off when the AE spikes occur, which indicates head-disk contact. This function can help to avoid too much over-push and material wear of the slider and disk. The ECS signal, AE signal, TFC input and spindle index are all recorded by a data acquisition card for further offline data analysis.

Figure 3. 25 An acoustic emission sensor is attached to the base of a HGA holder
Figure 3. 26 shows a typical ECS signal, AE signal and TFC input when the slider flies on a transparent glass disk. When the laser was turned on, there was a sharp increase of the ECS signal because the ECS was heated by the laser. The signal of the ECS kept increasing as the TFC power went up because the slider was self-heated by the TFC heater.

![Graph showing ECS, AE, and TFC signals](image)

Figure 3. 26 A typical signal from the ECS, TFC and AE sensor in the experiment

### 3.3 Summary

In this chapter, a HAMR spin-stand testbed (Cal stage) for HDI study was introduced. The main functions and configurations of the Cal stage were elucidated. Two major studies on the Cal stage have been performed. One study was conducted to understand the tribological phenomena in the HDI. The other was to investigate the mechanism of heat transfer inside the HDI and the back-heating phenomenon for HAMR systems. The Cal stage is an open platform that can be updated and improved to satisfy the special requirements for different studies.
Chapter 4 Lubricant changes under laser heating

The structure of the HDI for HAMR is somewhat different from that of the current PMR because of some unique requirements of HAMR systems. A schematic diagram of a typical HAMR HDI structure is illustrated in Figure 4.1. On the top surface of the disk, there is a lubricant layer with a thickness from 0.8 nm to 1.5 nm. The lubricant is the layer on the disk that is closest to the laser heating source. The use of heat during the recording process requires that the lubricant be thermally stable during the lifetime of HAMR drives. Changes of the lubricant under HAMR conditions may lead to failure of the HDI and eventually damage the magnetic media. The lubricant changes under laser heating are discussed in this chapter.

![Figure 4.1 Schematic drawing of HDI for HAMR systems](image)

4.1 Introduction

In the current PMR technology, a 0.8 to 1.5 nm thick lubricant film is applied over the carbon overcoat to increase the stability and reliability of the HDI. The lubricant layer considerably reduces friction and wear during head disk contacts, lowers the overall surface energy, adds protection against corrosion, and it passivates the surface against adsorption from organic contaminants [32].

Perfluoropolyether (PFPE) type lubricants are widely used in current HDDs (e.g., Z-dol, Z-tetraol and ZTMD). The lubricant layer can be divided into two parts: bonded
and mobile part. The amount of lubricant that cannot be removed by rinsing in a solution is designated as “bonded”, whereas the lubricant that is removed is viewed as “mobile”. The mobile layer has a viscosity similar to the bulk viscosity of the lubricant, which behaves like a liquid. The bonded layer is more like a solid. As illuminated in Figure 4.2 [52], the lubricant molecular chains chemically bond to the surface of the carbon overcoat. Some of the lubricant chains tangle together. The bonding ratio is an important characteristic for the lubricant. A typical bonding ratio is about 40-60% for Zdol, 60-80% for Z-tetraol, and 80-90% for ZTMD [32]. Those lubricants are expected to keep their beneficial properties at operational conditions for at least five years.

![Figure 4.2 Schematic drawing of lubricant main-chain and end-group progression](image)

In HAMR systems, the laser pulses momentarily raise the temperature of a tiny spot to near the Curie point of the magnetic material, which is in the range of 400 to 600 °C. The lubricant on the disk surface is necessarily heated as well. The thermal excitation only lasts for a few nanoseconds on a point of the disk. This laser heating duration is three orders shorter than the microsecond relaxation time of the lubricant molecule [32]. However, accumulated lubricant evaporation, depletion or decomposition at such a high temperature environment over a lifetime of a drive may be severe [53, 54].

Several research groups have experimentally and numerically studied the thermal behavior of various lubricants. Some new types of lubricants have been proposed for future HAMR drives as well.

In DSI’s work [55, 56, 57, 58], they developed a HAMR test bed that has a function of fast heating by use of a laser. The heating duration can be controlled within several nanoseconds. It was found that the lubricant depletion depth was linearly proportional to the logarithm of the laser heating duration. The lubricant depletion could be alleviated by lowering the laser heating temperature. It was also found that the lubricant accumulated at the edge of the depletion track. The accumulated lubricant at the edge of the track flowed back into the depletion area after a short time. Furthermore, the media cooling time played a significant role in lubricant depletion for media without a heat sink layer and on a glass substrate. DSI’s simulation showed that the evaporation coefficient of lubricant decreased for the temperature range from 406 to 512 K and followed the trend given by the Arrhenius formula.

Professor Togawo’s group in Japan has done several experiments on lubricant evaporation and depletion [59, 60, 61, 62]. In their work, a high heating rate of $10^8°C/s$
was achieved by use of a laser. They compared the lubricant depletion under fast heating with that under slow heating by a temperature programmable device (TPD). The heating rate in such a TPD was in the range of 1 to 100 °C/s while the heating duration in the TPD was from seconds to minutes. It was found that the lubricant depletion characteristics could be explained using the experimental TPD results for the tested lubricant films. The depletion mechanism involved desorption or decomposition of the lubricant molecules when the temperature was higher than 350 °C. The monolayer lubricant and multi-layer lubricant showed different thermal behaviors. The critical temperature at which the lubricants started to deplete due to the laser heating was strongly dependent on the lubricant film thickness. A monolayer lubricant with smaller thickness strongly interacted with the diamond-like carbon thin films. Thicker lubricant had more depletion and a higher depletion rate. It was found that lubricant depletion was predominantly due to lubricant evaporation for cases in which the lubricant film thickness was greater than one monolayer. In addition, the lubricant bonding ratio was found to greatly affect the lubricant depletion characteristics. The lubricant depletion depth and width decreased as the bonding ratio increased. The lubricant depletion mechanism also involved the evaporation of mobile lubricant molecules when the maximum temperature was less than 100 °C. Another suggested lubricant depletion mechanism involved the thermocapillary stress effect, which was induced by the disk surface temperature gradient resulting from the non-uniformity of the laser spot intensity distribution.

Wu [63] has proposed a numerical model to study the effects of evaporation, thermo-capillary and thermo-viscosity induced by the laser heating on the lubricant depletion in a HAMR system.

Colleagues from CML at UC Berkeley have systematically studied the lubricant thermal behavior in HAMR conditions by numerical methods [54, 64, 65, 66]. Dahl found that lubricant deformation caused by small thermal spots of 20-nm full-width half-maximum (FWHM) recovered on the order of 100-1000 times faster than larger 1μm FWHM spots. However, the lubricant was unable to recover from sufficiently high writing temperatures. It was also found that in the case of smaller thermal spots with higher temperature gradients, the thermocapillary shear stress was the main driver of lubricant deformation. The thermocapillary stress pulled lubricant away from the thermal spot center to the side ridges, while evaporation was not as important. The lubricant deformation was similar whether the evaporation is considered or not.

Several new lubricant types have been reported to have better thermal stability [67, 68], but it has still not been confirmed how long those lubricants can last under the real HAMR conditions. The heating rate and thermal gradient in HAMR drives is expected to be a few orders larger than that in the conditions when those new lubricants were tested.

To understand the lubricant thermal behaviors under the HAMR conditions will be of great important for the success of the HAMR drive. In this chapter, the lubricant thermal depletion and reflow behaviors under the free laser beam heating and NFT laser
heating are studied using the Cal stage. Section 4.2 describes the experimental process and conditions. The lubricant thermal behaviors, including both depletion and reflow, are discussed in section 4.3. Lubricant changes under the NFT heating are discussed and compared with those under the free laser beam heating in section 4.4. Section 4.5 summarizes this chapter.

4.2 Experimental condition and process

4.2.1 Free laser beam heating mode

A series of experiments was designed and performed to study the lubricant depletion and reflow behaviors under various free laser beam heating conditions on the Cal stage. Different laser power inputs were applied to get different temperature increases on the disk surface. The lubricant depletions under different heating durations and repetition numbers were also compared to study the accumulated thermal effects, since the lubricant change in real HAMR systems is also a time accumulated process.

Because of the unavailability of a HAMR disk at this time, PMR disks were prepared. 3.5 inch PMR disks with aluminum substrates were used in this study. The lubricant type was z-tetraol with A20H additives in all of the experiments. The bonding ratio was 60%. The total thickness was 9.5 Å.

In the experiments, the free laser beam heating mode with an active focusing servo was applied. With the focusing servo, the illumination was uniform at different positions on a disk. The efficiency of the optical system was about 0.55, indicating that 55% of the total input power was absorbed by the disk.

The power density distribution \( P(x, y) \) was simply modeled as below:

\[
P(x, y) = \frac{8P_{\text{absorb}}}{md_x d_y} \exp\left( -\frac{8x^2}{dx^2} - \frac{8y^2}{dy^2} \right) = P_{\text{density}} \exp\left( -\frac{8x^2}{dx^2} - \frac{8y^2}{dy^2} \right) \quad (4.1)
\]

Here, \( P_{\text{absorb}} \) was the actual absorbed power. \( dx \) and \( dy \) were the Gaussian diameters along the down-track and off-track directions respectively. When the laser was in focus, \( dx \) was 5.5 \( \mu \)m and \( dy \) was 2 \( \mu \)m. \( P_{\text{density}} \) was the peak power density.

The disk surface was exposed by the focused laser beam under different conditions, such as duration (repetitions), powers, and spindle speeds. Figure 4.3 shows the scheme of the laser exposure procedure. Several bands were exposed at different laser power levels and spindle rotating speeds. In each band, seven tracks were exposed under the same power level and spindle speed, but the repetitions for each track were different. The gap between two adjacent tracks in a band was 50 \( \mu \)m. The tracks that were exposed for the higher number of repetitions were exposed first. The free laser beam exposure tests were performed using a procedure described as follow:
(1) The laser was focused well to the disk surface. The first track was exposed by 1000 repetitions.

(2) The objective lens was moved 50 μm radially inward after the exposure of the first track was finished and the second track was then exposed by 500 repetitions.

(3) The same process was repeated for the next five tracks, which were exposed for the numbers of repetitions at 100, 50, 10, 5 and 1, respectively. The whole exposure process took less than three minutes.

(4) After all of the seven tracks were exposed, the disk was uninstalled from the spindle and moved to the Candela optical surface analyzer (OSA) for surface inspection within one minute. The first scan was defined as the scan at 0 minutes. The OSA scanned the disk periodically while the disk kept spinning in the OSA at room temperature. Each scan took less than 1 minute and the period between two scans was 1 minute. The scan was stopped after about 22 minutes.

(5) Next we changed the laser power or spindle speed. We repeated steps 1 to 4 to perform the free laser beam exposure for another band with 7 tracks.

(6) After more than 24 hours, the disk was scanned again to determine the permanent steady state change of the disk surface.

Table 4.1 describes the heating conditions of each band on the sample. The sample was exposed by the focused free laser beam at different absorbed powers and spindle speeds for different bands.
It was confirmed from the numerical simulation that the size of the NFT focus spot was less than 50 nm along down-track direction as described in chapter 3. The width of an exposed track was much smaller than the lateral spatial resolution limit of the OSA. A single exposed track was not observable by the OSA. So a relatively larger scanning band had to be exposed in a way similar to shingled writing in shingled magnetic recording systems [69], as illuminated in Figure 4. 4. The slider with the NFT was moved in the radial direction at various speeds, while the spindle kept rotating at 1500 RPM. Each exposed track had a spiral shape. The pitch between two adjacent exposed tracks depended on the linear speed of the NFT spot along the radial direction. The slider was moved for 20 μm and then stopped. The laser illumination was stopped together as well. So a 20 μm wide band was exposed. This band was large enough to be detected by the OSA. For example, when the linear speed was 0.1 μm/s, the pitch between the two exposed tracks was 4 nm. Since the cross-track width of each track was 100 nm, each track could be treated as exposed about 25 times. Because the lifetime of the NFT was limited for our home-made sliders, the sliders could not fly longer than a couple of hours during the laser exposure. So there was some minimum speed limit for the NFT motion in order to shorten the flying time of the slider. The slowest linear speed along the radial direction was 0.1 μm/s in our tests.

By varying the radial speeds of the NFT, the exposed number of repetition could be controlled to be 25, 12, 4 and 2 in different exposed bands. Right after the NFT exposure, the disk was uninstalled and scanned by the OSA.

### Table 4.1 Experimental conditions for free laser beam exposure

<table>
<thead>
<tr>
<th>Spindle speed (RPM)</th>
<th>Absorbed laser power (mW)</th>
<th>Power density (mW/μm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.5 inch, Al substrate, Z-tetraol, 60% bonding ratio, 9.5 Å</td>
<td>600</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>137.5</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>165</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>192.5</td>
</tr>
<tr>
<td></td>
<td>1500</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>1500</td>
<td>137.5</td>
</tr>
<tr>
<td></td>
<td>1500</td>
<td>165</td>
</tr>
<tr>
<td></td>
<td>1500</td>
<td>192.5</td>
</tr>
</tbody>
</table>
4.3 Lubricant study under free laser beam heating

4.3.1 Image processing of OSA scans

Figure 4. 5 shows a typical raw OSA Q-phase image of a band right after the free laser beam exposure. All of the tracks in the figure were exposed at 192.5 mW and the spindle speed was 1500 RPM. The exposure repetition numbers of the tracks were 1000, 500, 100, 50, 10, 5 and 1 from top to bottom, respectively. The red color in the figure indicates more lubricant depletion as that the thickness of the lubricant was smaller.

Because of the radial run-out of the OSA spindle and HAMR stage spindle, the exposed tracks in the OSA image showed some curvatures. Meanwhile, the run-out along a perpendicular direction also lead to the non-uniform background in the OSA image. An image processing script was developed to remove these curvatures and backgrounds from the OSA scans. Figure 4. 6 shows the relative reflectivity change of the exposed tracks after removing the non-uniform background and curvatures. After all the image
processing, the final exposed track should be a straight line along the circumferential direction.

The further data analysis, such as the depletion depths and widths of the tracks, was performed based on the finally processed image data.

Figure 4. 6 Final OSA Q-phase image after removing the run-out curvature and background.

4.3.2 Lubricant reflow

The lubricant was depleted during the free laser beam heating. However, the lubricant started to reflow back into the depleted region from the adjacent areas as soon as the heating source was removed. A typical exposed track was chosen to study the lubricant reflow behavior at room temperature. This track was exposed for 50 repetitions when the laser power was 192.5 mW and the spindle speed was 1500 RPM. Figure 4. 7 shows the OSA Q-phase image of this exposed track at different times. The red color indicates that the lubricant was thinner and depleted. It can be seen that the contrast of this exposed track became smaller as time elapsed, indicating that the lubricant reflowed back into the depleted area. The depletion was almost totally recovered after 24 hours and there was very subtle change of the disk surface in the permanent state.

The depletion profiles of the exposed track at different times are plotted in Figure 4. 8. The depletion track became shallower with time because the lubricant from the adjacent area of the exposed track flowed back into and filled this depleted track. There was some very small permanent change on the disk surface, probably due to the surface change of the carbon overcoat or substrate [53, 70].
Figure 4. 7 OSA Q-phase image of an exposed track at different time periods when the laser power was 192.5 mW, the spindle speed was 1500 RPM and heating repetition was 50.

Figure 4. 8 Lubricant depletion profiles of the exposed track at different times. The laser power was 192.5 mW, the spindle speed was 1500 RPM and repetition number was 50.

The real lubricant reflow process was obtained by subtracting the permanent change from the depletion profiles. The relationship between the lubricant depletion depth and time is plotted in Figure 4. 9. The lubricant depletion depth and width both decreased as time elapsed. The lubricant depletion depth decreased with time approximately according
to a power law. The rate of reflow was highest soon after the laser heating source was removed and it later became slower.

Figure 4. 9 Real lubricant depletion depths vs. time after disk was heated after 50 repetitions. The laser power was 192.5 mW and the spindle speed was 1500 RPM.

The lubricant reflow behavior was analyzed for all other numbers of repetitions when the laser power was 192.5 mW and the spindle speed was 1500 RPM. Under different heating repetitions, the initial lubricant depletion depths (after subtracting the permanent change) were different, as shown in Figure 4. 10. The initial lubricant depletion was higher as the repetitions increased. However, the lubricant reflowed back in a similar power law trend for all the exposed tracks that were exposed for different repetitions.

Figure 4. 10 Lubricant depletion depth as time elapses after the tracks were heated at different repetitions. The laser power was 192.5 mW and the spindle speed was 1500 RPM.
The depletion depth was normalized by the initial depletion depth in order to exclude the effect of the initial lubricant depletion. As seen in Figure 4.11, the reflow processes for those tracks showed the same trends. Almost 80% of the lubricant depletion was recovered after the lubricant relaxed for 20 minutes at room temperature. The lubricant reflow behavior for the exposed track that was heated for 1000 repetitions and 1 repetition slightly deviated from the other tracks. The lubricant reflow of the track exposed for 1 repetition was slightly different probably due to the measurement noise of the OSA. The depletion at repetition 1 was so subtle that the signal to noise ratio was small in the OSA measurements. The track that was exposed for 1000 repetitions was different because the lubricant properties had been changed after the long time heating. For example, if the viscosity increased as the mobile lubricant got evaporated and the bonding ratio increased, the lubricant reflow could become slower [62].

![Normalized lubricant depletion depth](image)

**Figure 4.11** Normalized lubricant depletion depth during the reflow process after the disk was initially heated for the different repetitions. The laser power was 192.5 mW and spindle speed was 1500 RPM.

More data analysis has been performed for the lubricant reflow under other heating conditions, such as different spindle speeds, laser powers and repetitions. The initial lubricant depletion thickness was different under the different heating conditions. But the reflow of lubricant occurred at room temperature for all tests. All lubricant depletion depths in the reflow processes were normalized by the initial values. As summarized, for some of the reflow processes with different heating conditions in Figure 4.12, the normalized curves almost coincided. After 20 minutes, about 80% of the lubricant depletion was recovered by the reflow. All the lubricant reflow processes followed the same trend and relaxation behavior, regardless of the initial lubricant depletion.
Figure 4.12 Normalized lubricant depletion depth during the reflow process after the initial heating at various heating conditions.

Five curves with the same number of repetitions were chosen from Figure 4.12 to show the effect of the heating conditions on lubricant depletion, as shown in Figure 4.13. Each of those tracks was exposed for 50 and 100 repetitions but at different power levels and different spindle speeds. The temperature increase during the laser exposure was quite different if the laser power and spindle speed was different. So the lubricant depletion was different under the different heating conditions.
The temperature rise and thermal gradient was the largest in the test when the power input was 192.5 mW and the spindle speed was at 600 RPM. The lubricant depletion depth was most in this heating condition, as shown by the black curve in Figure 4. 13. As the power decreased or spindle speed increased, the lubricant depletion depth became less. More details about the lubricant depletion will be discussed in section 4.3.2. It can be concluded that the lubricant refloows back into the depleted area of an exposed track after the laser heating was removed. After 20 minutes, about 80% of the initial depletion was recovered. The lubricant refloowed back in the same trend, regardless of the initial lubricant depletion.

4.3.2 Lubricant depletion under heating by the free laser beam

Lubricant depletion depends on the temperature, temperature gradient, heating duration and air bearing pressure as modeled in [54]. Because there was no slider flying on the disk in the free laser beam heating tests, the pressure on the disk surface was close to atmosphere. So the lubricant depletion in this study mainly focused on the effect of laser power, spindle speed and radiation repetitions.

Figure 4. 14 shows the profiles of the lubricant depletions from the OSA Q-phase image at 0 minutes. These seven tracks were exposed by 1000, 500, 100, 50, 10, 5, 1 repetitions respectively. A higher number of repetitions was equivalent to lubricant exposure for longer durations. The laser power for all seven tracks was 192.5 mW and the spindle speed was 1500 RPM. It can be seen that the lubricant depletion depth of the exposed track increased as the repetitions increased, while the width of the depletion track did not change as the number of repetitions changed.

As described in the experimental procedure (section 4.2.1), the track exposed at the highest repetitions was exposed first and then lower repetition exposures were performed.
in sequence. In reality, the track that was exposed earlier had started to reflow during the period for exposing of the other tracks. When these seven tracks were first scanned by the OSA (as defined by 0 minutes), the track exposed for the larger number of repetitions had experienced more time for reflow. So the real initial depletion depth for higher repetition exposure would be slightly higher than the one measured by the OSA at 0 minute.

![Graph showing lubricant depletion profile](image_url)

Figure 4. 14 Initial lubricant depletion profile from OSA Q-phase image captured 0 minute (Figure 4. 6). The laser power for all seven tracks was 192.5 mW and spindle speed was 1500 RPM. Repetition was 1000, 500, 100, 50, 10, 5, 1 for the seven tracks from left to right.

The relationship between the initial depletion depth and repetitions is plotted in Figure 4. 15. The effect of permanent change on the initial depletion depth was excluded by subtracting the permanent change from the depletion depth scanned at 0 minutes. The lubricant depletion was a time accumulated process. The lubricant depletion increased as it was exposed for longer times or more repetitions. However, the growth of depletion was faster at the beginning and it became slower as the repetitions increased.

![Graph showing lubricant depletion depth vs repetition](image_url)

Figure 4. 15 Lubricant depletion at 0 minute vs. number of repetition when laser power was 192.5 mW and spindle speed was 1500 RPM
The lubricant depletion depths with respect to repetitions under different heating conditions were compared in Figure 4.16. It can be seen that all of the depletion curves showed similar trends in the log scale. The slopes of those curves in the log scale are quite close, although the initial values are different for the different heating conditions.

![Figure 4.16: Lubricant depletion vs. repetition under different heating conditions](image)

It was found that the relationship between the lubricant depletion depth and repetitions can be simplified to a power law form as expressed by equation 4.2:

\[
\log(d) = a + b \log(t)
\]

\[
d = 10^a t^b = At^b
\]  

(4.2)

Here \(d\) is the depletion depth measured by the OSA, and \(t\) is the repetition number. \(A\) and \(b\) are two parameters that can be obtained by curve fitting for the 5 curves in Figure 4.16. The repetition number is equivalent to the heating duration. Larger repetition indicates longer heating time. So equation 4.2 also holds for the relationship between depletion depth and heating duration.

Table 4.2 lists the fitting values of \(A\) and \(b\) for the five different heating conditions. The parameter \(b\) was the same for all of the five heating conditions. Parameter \(A\) was different for the various heating conditions. Larger \(A\) indicates that the rate of depletion was faster. With the same spindle speed, the temperature was higher as the power input increased, \(A\) became larger. With the same laser power input, \(A\) became larger as the spindle speed was reduced. In both situations, \(A\) was larger when the temperature and thermal gradient was higher.
Table 4. 2 Values of parameters A and b for the lubricant depletion model (4.2)

<table>
<thead>
<tr>
<th>Condition</th>
<th>A (Å)</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 1: 192.5 mW, 600 RPM</td>
<td>1.54</td>
<td>0.132</td>
</tr>
<tr>
<td>Test 2: 165 mW, 600 RPM</td>
<td>0.96</td>
<td>0.132</td>
</tr>
<tr>
<td>Test 3: 137.5 mW, 600 RPM</td>
<td>0.054</td>
<td>0.132</td>
</tr>
<tr>
<td>Test 4: 192.5 mW, 1500 RPM</td>
<td>0.90</td>
<td>0.132</td>
</tr>
<tr>
<td>Test 5: 165 mW, 1500 RPM</td>
<td>0.44</td>
<td>0.132</td>
</tr>
</tbody>
</table>

A thermal model was derived to show how the spindle speed and laser power input affected the temperature increase and thermal gradient on the disk. The laser heating was simplified to be a heat flux point source on a semi-infinite moving workpiece, as shown in Figure 4. 17. The plate moves in the x direction with a constant speed v. The power of the heating source is \( P \).

![Figure 4. 17 A heating point source on a semi-infinite moving workpiece at speed of v.](image)

The equation of heat conduction can be described as:

\[
-v \frac{\partial T}{\partial x} = \frac{\lambda}{\rho c_p} \nabla^2 T = \kappa \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} \right)
\]

4.3

Here, \( T \) is the temperature on the workpiece (disk), \( v \) is the workpiece speed, \( \rho \) is density of the workpiece material, \( \lambda \) is the thermal conductivity, \( c_p \) is the specific heat of the material, and \( \kappa \) is called thermal diffusivity.

The boundary conditions are:

\[
\frac{\partial T}{\partial x} \to 0 \text{ for } x \to \infty; \quad \frac{\partial T}{\partial y} \to 0 \text{ for } y \to \infty; \quad \frac{\partial T}{\partial z} \to 0 \text{ for } z \to \infty
\]

\( T = T_0 \) for \( x \to \infty \) or \( y \to \infty \) or \( z \to \infty \)

The analytical solution for equation 4.3 can be obtained as below:
\[ T = T_0 + \frac{P}{4\pi\lambda r} \exp\left(\frac{v}{2\kappa}(x-r)\right) \]
\[ r = \sqrt{x^2 + y^2 + z^2} \]  

(4.4)

The thermal gradient is given by:

\[ \frac{\partial T}{\partial x} = \frac{P}{4\pi\lambda r} \exp\left[\frac{v}{2\kappa}(x-r)\right] \left[\frac{v}{2\kappa} - \frac{vx}{2\kappa r^2} - \frac{x}{r^2}\right] \]

\[ \frac{\partial T}{\partial y} = \frac{P}{4\pi\lambda r} \exp\left[\frac{v}{2\kappa}(x-r)\right] \left[\frac{vy}{2\kappa r^2} - \frac{y}{r^2}\right] \]  

(4.5)

Figure 4. 18 shows the isotherms of the temperature solution for a moving point source embedded in an infinite medium. They were cylindrically symmetric about the y-axis.

Figure 4. 18 Temperature contours of point source heating [71]

It can be seen from equations 4.4 and 4.5 that, for a fixed speed \( v \), the temperature rise along the \( x \) and \( y \) directions are both linearly increased with the power. For a fixed power input, the temperature rise decreases as the speed increases because \( x \) is usually less than \( r \).

It can be seen that the thermal gradient magnitude increases linearly as the power increases for a fixed speed. However, the relationship between the thermal gradient and speed is not so straightforward from equation 4.5.

In the case of the free laser beam heating on a PMR disk, the typical value of \( \lambda \) is 10 W/mK, \( v \) is 10 m/s, \( \kappa \) is \( 10^{-5} \) m\(^2\)/s [72]. Considering a point P1 located at (0, 1000 nm, 0),
as marked in Figure 4. 18, the temperature and thermal gradient at P1 are obtained as shown in 4.6.

\[ T = T_0 + \frac{P}{4 \times 10^{-5} \pi} \exp(-5 \times 10^{-2} \nu) \]

\[ \frac{\partial T}{\partial x} = \frac{P}{4 \times 10^{-5} \pi} \exp[-5 \times 10^{-2} \nu][5 \times 10^4 \nu] \]  \hspace{1cm} (4.6)

\[ \frac{\partial T}{\partial y} = \frac{P}{4 \times 10^{-5} \pi} \exp[-5 \times 10^{-2} \nu][-5 \times 10^4 \nu - 10^7] \]

The sketched trends of the temperature and magnitude of the thermal gradient at P1 with respect to the disk speed and laser power are shown in Figure 4. 19. The thermal gradient along the x direction (down-track) almost has a linear relationship with respect to the disk speed when the speed is lower than 20 m/s. As the disk speed increases, the thermal gradient along x finally approaches 0. The temperature rise and thermal gradient along y direction show a similar trend. It can be noticed that the temperature rise and thermal gradient along y (cross-track) is almost the same for test 2 and 4, test 3 and 5. The similar cross-track thermal gradient and temperature caused a similar lubricant depletion under those tests although the laser power and spindle speed were different. This could simply explain why the parameter A for test 2 and test 4, test 3 and test 5 in table II were quite close.

(a) Peak temperature vs. disk speed and laser power
Figure 4. 19 Sketched trends of temperature and magnitude of thermal gradient at P1 with respect to disk speed and laser power.

It is shown in this section that the lubricant depletion behavior of a z-tetraol lubricant can be expressed as a simple power law as $A t^b$. $A$ is a parameter that mainly depends on temperature and cross-track thermal gradient. $A$ is significantly larger when the temperature and cross-track thermal gradient increases. $b$ is a parameter that does not rely on the heating conditions for the lubricant used in this study.

4.4. Lubricant depletion under NFT heating

The lubricant depletion was scanned by the OSA soon after the NFT heating test. Figure 4. 20 shows the Q-phase image of the lubricant depletion when the total input power to the NFT was 192.5 mW. There were some curvature shapes of the exposed
bands in the Q-phase image due to the spindle lateral run-out for the Cal stage and OSA spindle. The depletion profiles were extracted as shown in Figure 4. 20b.

![Figure 4. 20 (a) Q-phase image of lubricant depletion after NFT heating (b) surface reflectivity change due to lubricant depletion after NFT heating]

There was no significant difference between the different bands that had been exposed by different repetitions. However, comparing the lubricant depletion between the free laser beam heating and the NFT heating mode with similar repetitions, we found that the lubricant depletion under the NFT heating was more severe than that under the free laser beam heating.

The light intensity is enhanced after the light transmits through the NFT. Meanwhile, the size of the NFT heating was about 100 by 36 nm while that of the free laser beam heating was about 2 by 5.5 μm. So the thermal gradient under the NFT heating could be about 2 orders larger than that under the free laser beam heating. From the previous study of the lubricant depletion under the free laser beam heating conditions (section 4.3.3), we have already concluded that the cross-track thermal gradient and temperature rise play a critical role for the lubricant depletion. So it can be inferred that the large thermal gradients during the NFT heating in HAMR systems leads to more significant lubricant change, compared with the case under the free laser beam heating. However, larger thermal gradient in HAMR system is better for the magnetic writing as discussed in chapter 1. A larger thermal gradient in the magnetic layer can equivalently enhance the magnetic flux gradient thus making writing performance better. More optimization can be done to get the balance of the thermal gradient between both lubricant depletion and magnetic writing.

4.5 Summary

In this chapter, the lubricant depletions and reflow behaviors were studied under various free laser beam heating and NFT heating conditions. The lubricant reflowed back after it was depleted. The reflow of lubricant after various heating conditions showed similar trends, regardless of the initial lubricant depletion. After 20 minutes, about 80%
of the initial depletion was recovered. The lubricant depletion behavior of a Z-tetraol lubricant could be expressed as a simple power law: \( At^b \). \( A \) is a parameter mainly depending on the temperature and cross-track thermal gradient. \( A \) is significantly larger when the temperature and cross-track thermal gradient increases. \( b \) is a parameter that does not depend on the heating conditions for the lubricant used in this study.

The lubricant depletion under the NFT heating was compared with that under the free laser beam heating. The comparison showed that NFT heating resulted in more severe lubricant depletion likely due to the larger cross-track thermal gradient. More care should be taken for the HAMR system design because the existence of a trade-off of thermal gradient between the magnetic writing and lubricant thermal stability. Larger thermal gradient favors the magnetic writing while making the lubricant depletion worse.
Chapter 5 Degradation of carbon overcoat under laser heating

The carbon overcoat is under the lubricant layer on the disk and on the air bearing surface of the slider. The carbon overcoats on both the disk and slider are used as a protective layer to increase the mechanical stability of the HDI. The carbon overcoat is necessarily heated during the HAMR writing. The thermal stability of the carbon overcoat has been another concern for the HDI in HAMR systems. The degradation of the carbon overcoat under various thermal conditions is discussed in this chapter.

5.1 Introduction

Presently, amorphous carbon (a-C) is widely used as a protective overcoat for the magnetic disk and the flying slider due to its unique mechanical, physical, and chemical properties [33]. The carbon overcoat is primarily chemically inert and is used to protect the magnetic layer from corrosion. Amorphous carbon does not have grain boundaries and it can be made extremely smooth and continuous. Its excellent topographical conformity allows the slider to fly a couple of nanometers above it. In addition, its hardness can also be tuned to approach that of a diamond so it can act as a wear resistant overcoat. So when contacts occur between the head and disk, the carbon layer can protect the disk and head from wear.

Carbon overcoats on the magnetic disk mainly consist of sp3 and sp2 carbon hybridization, as shown in Figure 5.1. The types of bonding in amorphous carbon give its physical properties (such as hardness, Young's modulus, etc.). Such properties are strongly dependent on the ratio between the sp2 and sp3 bonds [73, 74]. The sp2 component makes a-C like graphite while sp3 makes it like diamond. In general, it is possible to have a mixture of sp3, sp2, and some sp1 sites in a-C films. Because of the high concentration of sp3, the a-C is also known as diamond-like carbon (DLC). In addition, hydrogen and nitrogen atoms are inevitably incorporated during the deposition process of a-C films. Tuning the composition of a-C helps to prevent corrosion of the magnetic layer, enhance the mechanical hardness of the overcoat, and improve the adhesion of the lubricant to the disk overcoat.
However in HAMR systems, the micro-structure of the carbon overcoat can be changed during the writing process if the temperature of the overcoat reaches some temperature for some period of time. Many experiments have reported the carbon overcoat degradation under various heating conditions. The film can lose its mechanical hardness and its function to protect the underlayers after it is degraded. Moreover, the surface roughness can be changed, resulting in problems for flying slider stably.

In Wang’s work [76], the laser heating at a power of 150 mW induced significant roughening of the carbon film, which was prepared by chemical vapor deposition (CVD). It suggested that carbon films synthesized by the CVD method would be limited to relatively low laser power heating. However, at the same amount of laser power input, the carbon films produced by the filtered cathodic vacuum arc (FCVA) technique demonstrated superior thermal stability, compared with the CVD films of similar thickness. The thermal stability depended on the film thickness as well. FCVA films demonstrated a decrease in thermal stability for thinner films, which can be attributed to the higher thermal energy absorbed per carbon atom.

Also in Wang’s other work [77], rapid heating annealing (RTA) tests for carbon films were performed. It demonstrated significant structural changes in 3.4-nm-thick a-C:H films above a maximum annealing temperature of 400–450 °C in a rapid heating test. The chemical components analysis did not reveal discernible changes in the film thickness or the sp3 content, indicating that oxidation and graphitization of the a-C:H films were either secondary or negligible under the tested RTA conditions. When the maximum annealing temperature was above 450 °C, it was suggested that the depletion of hydrogen, the increase of the sp2 cluster size, and the enhancement of the carbon network ordering are the main factors affecting the structural stability of the a-C:H films.

In Togawa’s work [60, 78], they found that the surface reflectivity of the DLC film was changed and decreased when the temperature was raised to 365 °C. An asperity was observed along the laser-irradiated track on the disk surface. It was also found that the density of the DLC film was decreased by the laser heating. The decrease of the surface reflectivity was due to the asperity and density change of the DLC film. In a temperature-controlled test by a conventional heater, it was found that the refractive index decreased when the CVD carbon film was heated to a temperature over 300 °C for
600 s. The refractivity of the DLC films continuously decreased with an increase in the heating duration.

In John’s work in Seagate [79], a pump probe technology was used to measure the transient temperature rise during the laser heating. The heating rate in their test was about $10^6$ °C/s. It was found that significant structural change (oxidation and graphitization) of the PECVD (plasma-enhanced chemical vapor deposition) carbon overcoat occurred when the temperature was raised to about 480 °C within 500 μs. The surface topography of the DLC overcoat also was changed under such a heating condition.

A conventional temperature controlled device (TCD), like an oven or a hot plate, was usually used to heat the carbon film samples because the temperature can be precisely monitored and controlled. Obviously, the time to heat the disk to about 500 °C in an oven was on the order of several seconds. The total heating duration in the TCD was a few orders longer than the HAMR writing, which is on the order of a few nanoseconds. And the heating rate was limited to 10 to 100 °C/s in the TCD. So the heating rate was several orders smaller than the heating rate in HAMR drives, which is about $10^{11}$ °C/s. So the thermal behavior of the carbon films in TCD may deviate from that in HAMR media.

Quite different from the heating process in TCD, the heating rate of the laser heating can be at almost the same order or slightly smaller than that in HAMR systems. The heating duration was about one order or two orders longer in the focused laser beam heating experiments because the focused beam size was around a couple of microns which was much larger than the heating size generated by the NFT in HAMR systems. However, the accumulated total exposure time for the carbon overcoat on the disk in the lifetime of a HAMR drive can still be emulated by the focused laser beam experiments since a bit on the disk is heated tens of times during a drive’s lifetime. The accumulated heating time of a bit on the disk is about 0.1 ms in a HAMR drive [80]. Whereas the carbon overcoat on the slider surface suffers from the laser heating all the time during the data writing. The total heating time of the carbon overcoat on the slider surface is a few orders longer than that of the carbon film on disk surface during a drive’s lifetime.

Various chemical component analysis methods, such as X-ray photoelectron spectroscopy (XPS) [81], Raman spectroscopy or Transmission electron microscopy (TEM) [82] have been widely used in the studies of carbon overcoats to understand how the micro-structures evolve after thermal heating. The lack of those tools in CML limited our capability to study the chemical structures of the carbon films. However the surface topography changes and surface reflectivity changes are also figures of merit of the carbon films, because those changes are always caused by micro-structural changes of the carbon films. A conductive AFM (C-AFM) system, which is used to measure the film’s conductivity, also has the potential to characterize the micro-structural changes of the carbon films because the sp2 hybridization component is conductive while sp3 is not [83, 84]. In CML we modified the scanning probe microscope to a C-AFM system to measure
the perpendicular conductivity of a carbon film. More details of C-AFM measurement are given in section 5.2.

Meanwhile, some studies have been performed in the past several years to investigate the mechanisms of the carbon film degradation by numerical atomic modeling. Sullivan et. al. [85] proposed a model for stress relaxation of amorphous carbon films under thermal annealing. The stress relaxation in carbon film was driven by the conversion of sp3 into sp2. They assumed that the transformation of sp3 to sp2 only required thermal activation over a barrier and was governed by the first order reaction rate theory. A model [86] for the conversion of sp3 to sp2 in a-C:H vs. temperature and time was developed by refining Sullivan’s thermal activation model. Two thermally-activated processes were modeled: sp3 of carbon hybridization to sp2 and breaking of carbon-hydrogen bonds.

Molecular dynamics simulation has also been used to study the link between macroscale mechanical properties of carbon films and the microstructure [74]. The graphitization process under friction and thermal heating could be simulated by molecular dynamics as well [87]. It is noticed that graphitization, as quantified by the increase in sp2 content, happens very quickly in a timescale of ~ 20 ps in the range of the HAMR heating period (~ ns). And the graphitization was largely suppressed for the carbon films with high diamond-like characters [88].

Great efforts have been taken to make the carbon films more thermally stable. Some new deposition technologies like FCVA have been proposed to get carbon films with higher sp3 content. Some additives can also dope into the carbon films to improve the stability as well, as proposed in [89]. Silicon nitride (SiNₓ) interlayer has been proposed to help in maintaining/improving the sp3 carbon bonding, enhancing interfacial strength/bonding, improving oxidation/corrosion resistance, and strengthening the tribological properties of FCVA-deposited carbon films, even at ultrathin levels (1.2 nm) [90]. SiNₓ has also been investigated as a replacement for the current carbon films [91, 70]. It is still not confirmed that those new hard films can be finally integrated into HAMR systems because other concerns need to be considered as well, like the ability of large volume manufacture, the compatibility with the lubricant, etc.

In general, it is still very important to study and understand how the current carbon film fails under the HAMR conditions. In this chapter, a C-AFM measurement of carbon film conductivity is introduced in section 5.2. Later the study of the carbon film degradation under the various thermal heating conditions, including temperature controlled heater heating, free laser beam heating and NFT heating, is discussed. The experimental procedure is presented in section 5.3. Then the experimental results are discussed in section 5.4. The final section 5.5 summarizes this chapter.
5.2 Conductive AFM measurement of carbon films

C-AFM is a secondary imaging mode derived from the contact AFM. C-AFM can be used to characterize conductivity variations of the thin films. A schematic diagram of the C-AFM is shown in Figure 5.2. A contact mode AFM tip was used in our C-AFM system. The tip was coated by a deposited Pt layer to make it conductive. The carbon films were deposited on the surface of doped silicon wafers which were conductive. The tip contacted the sample and the trace of the tip followed the topography of the sample surface. A constant voltage bias was applied between the tip and substrate. When there was a perpendicular conducting channel in the carbon film, the current through the tip and sample increased [92], as illuminated in Figure 5.2. The current signal was amplified by a current amplifier and converted into a voltage signal. The voltage signal was further fed into the AFM signal box and captured by the AFM controller. Finally a two-dimensional conductivity image was shown in the AFM control panel together with the topography image. The conductivity measured by the C-AFM was the perpendicular conductivity of the carbon film in this study.

![Figure 5.2](image)

(a) Schematic drawing of C-AFM system for conductivity measurement; (b) Conducting channels in DLC film

Some experimental measurements of various carbon films by the C-AFM were demonstrated at CML, in cooperation with professor Komvopoulos’s group at UC Berkeley and professor Singh Bhatia’s group at National University of Singapore. These two groups provided the carbon films and chemical analysis tools.

Fresh a-C films with different thicknesses and sp2/sp3 ratios were prepared by a FCVA facility. The film surface roughness and the conductivity distribution in an area of 1 by 1 μm were obtained after the samples were scanned by the C-AFM. The thicknesses of those samples were 3.6, 5.4, 9, 18, 27 nm. The fraction of sp3 component of these samples was measured by the XPS.

Figure 5.3 shows the typical topography and current image of two different samples. The thicknesses of the samples was 3.6 and 9 nm, respectively. Different voltage bias
between the tip and sample was applied in the measurements of these two samples, in order to get a good image contrast. The thinner film had a relatively higher perpendicular conductance, so a smaller bias was enough to get a good contrast. The amplification of the current was 100 nA/V for the measurements of both samples. As can be seen there were many conducting clusters embedded in the a-C films which were classified as the conductive sp2 clusters. There was no obvious correlation between the surface topography and current for both samples.

Figure 5. 3 (a) Topography of sample 1 (3.6 nm carbon film) (b) Current map of sample 1 (c) Topography of sample 2 (9 nm carbon film) (d) Current map of sample 2

The perpendicular resistance of the carbon films is the inverse of the conductance. The resistance was calculated from the current images. The RMS values of the perpendicular resistance and surface roughnesses are plotted in Figure 5. 4. The film surface became smoother as the thickness increased up to 18 nm. The decrease of the surface roughness with increasing thickness may be related to the increase of the ion fluence, resulting in the increase of the amount of carbon delivered to the surface [93, 95].

The perpendicular RMS resistance increased significantly as the thickness of the carbon film increased, compared with the surface roughness. One reason was that the number of the conducting channels from the top surface to the substrate decreased for thicker a-C films. Meanwhile, the sp3 fraction also increased as the thickness of the sample increased, as shown in Figure 5. 5. There were more non-conductive components inside the a-C films.
Figure 5.4 RMS value of the perpendicular resistance and surface roughness for a-C films with different thickness.

To exclude the effects of film thickness on the resistance, the resistivity was used as a figure of merit to characterize their electrical property. The resistivity is an intrinsic property that quantifies how strongly a given material opposes the flow of electric current, and it is independent of film thickness. Resistivity was obtained from the C-AFM measurement, assuming a constant electrical contact area between C-AFM tip and a-C samples of 100 nm². The average resistivity of the different a-C films is plotted in Figure 5.5. The resistivity increased as the sp³ fraction increased, because sp³ has higher resistivity than other components in a-C films. A sharp increase of the resistivity (7 times larger) occurred when the thickness of the a-C film increased from 3.6 nm to 5.4 nm, most likely due to the existence of a thin sp²-rich layer on the top surface of the a-C film [96, 97]. The surface sp²-rich layer made the a-C film very conductive. However, when the film thickness exceeded 5.4 nm, a bottom layer with more sp³ non-conductive components caused a sharp increase in resistivity.

Figure 5.5 Average resistivity and sp³ fraction for different thickness samples.
It was observed that the electrical conductivity increased as the a-C film got thermally annealed because of the conversion of sp3 to sp2 [85]. The sp3 to sp2 conversion or graphitization could also occur when the a-C film is heated by a laser. In this situation, the conductivity of the laser exposed area gets raised. As shown in Figure 5. 6, the two brighter lines were the laser-exposed tracks on a commercial PMR disk [70]. The brighter color means that the conductivity of the exposed area had increased, indicating there were more sp2 components in the exposed area than the unexposed areas due to the sp3 to sp2 conversion under thermal annealing.

It is concluded in this section that the C-AFM measurement qualitatively resolved the conductive and non-conductive components for the a-C films. The resistivity of the a-C films showed a dependency on the sp2/sp3 ratio. The existence of a conductive sp2-rich surface layer caused the resistivity of a 3.6 nm thick a-C film to be about one order lower than other thicker films.

![Figure 5. 6](image)

Figure 5. 6  (a) Topography of the PMR disk after laser exposure
(b) C-AFM conductivity image of the PMR disk after laser exposure [70]
5.3 Experimental conditions and procedures for thermal annealing

5.3.1 Temperature controlled heating by a temperature controlled electric heater

A simple temperature-control device was built by use of an electric heater, as depicted in Figure 5.7. The heater had a square shape of width 10 mm, so it could be used to heat locally on the disk rather than heat a whole disk. The position of the heater can be adjusted by a 3D mechanical stage for it to make contact with the bottom surface of the disk. The spindle was turned off so the disk was kept stationary. The disk was heated from the bottom to the top surface when electric power was applied to the heater. A thermal probe was attached to the top surface of the disk to monitor the temperature. By regulating the power to the heater, the temperature can be controlled. The heating rate by this device was about 30 °C/s.

An a-C film with thickness at 26 Å was used in this study. There was no lubricant on the surface. The disk was locally heated to different temperatures at different locations. Every location was heated at the target temperature for about 5 seconds. After that, the heater was removed and the disk cooled down to the room temperature.

![Figure 5.7 Schematic diagram of a temperature control setup](image)

5.3.2 Free laser beam heating procedure

A series of experiments was performed to study the a-C film degradation under a free laser beam heating conditions in the Cal stage. The carbon film’s thermal behavior under different laser heating powers and durations were compared.

2.5 inch disks with glass substrates were used in the experiments. The thickness of the a-C film was 26 Å. In all free laser beam exposure tests, there was no lubricant on the top of the a-C films. The laser was directly focused onto the disk surface by an active focusing servo while the disk rotated at 1500 RPM. The laser focused spot size was about 5.5 μm along the down-track direction and 2 μm along the radial direction.
The experimental procedure was the same as the previous lubricant study under the free laser beam heating. A band with 7 tracks was exposed by the focused laser under different repetitions at a fixed power. The repetitions for the different tracks were 5, 10, 50, 100, 500, 1000 and 2000, respectively. The radial distance between two adjacent tracks was 25 μm so that no thermal interaction occurred between two adjacent tracks. Totally seven bands were exposed while the laser power was changed for different bands. The seven power levels in the free laser beam tests are listed in Table 5.1

<table>
<thead>
<tr>
<th>Band 1 Input power (mW)</th>
<th>Band 2 Input power (mW)</th>
<th>Band 3 Input power (mW)</th>
<th>Band 4 Input power (mW)</th>
<th>Band 5 Input power (mW)</th>
<th>Band 6 Input power (mW)</th>
<th>Band 7 Input power (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>125</td>
<td>153</td>
<td>176</td>
<td>205</td>
<td>228</td>
<td>257</td>
<td>280</td>
</tr>
<tr>
<td>Absorbed power (mW)</td>
<td>Absorbed power (mW)</td>
<td>Absorbed power (mW)</td>
<td>Absorbed power (mW)</td>
<td>Absorbed power (mW)</td>
<td>Absorbed power (mW)</td>
<td>Absorbed power (mW)</td>
</tr>
<tr>
<td>68.8</td>
<td>84.1</td>
<td>96.8</td>
<td>112.8</td>
<td>125.4</td>
<td>141.4</td>
<td>154.0</td>
</tr>
<tr>
<td>Absorbed power density (mW/μm²)</td>
<td>Absorbed power density (mW/μm²)</td>
<td>Absorbed power density (mW/μm²)</td>
<td>Absorbed power density (mW/μm²)</td>
<td>Absorbed power density (mW/μm²)</td>
<td>Absorbed power density (mW/μm²)</td>
<td>Absorbed power density (mW/μm²)</td>
</tr>
<tr>
<td>15.9</td>
<td>19.5</td>
<td>22.4</td>
<td>26.1</td>
<td>29.0</td>
<td>32.7</td>
<td>35.7</td>
</tr>
</tbody>
</table>

After all of the bands were exposed, the disk was uninstalled from the spindle and moved to the OSA for surface inspection. The surface reflection image can be obtained from the OSA scan. After the OSA scan, the disk surface was measured by the AFM to investigate the surface topography change.

5.3.3 NFT exposure procedure

In order to expose the a-C film by a heating spot on the order of tens of nanometers to emulate the HAMR conditions, we used a home-made NFT structure. The same NFT structure as described in chapter 3 was fabricated by FIB on the home-made sliders. The 2.5 inch glass disk with 26 Å a-C film was first dip lubed in a Z-type lubricant solution. The slider was able to fly stably for a while on the disk without showing any acoustic emission contact signal.

The light wavelength in this study was 780 nm. The laser was aligned and focused to the NFT through the slider sapphire body. The NFT was moved in the radial direction over a 20 μm wide band with a constant speed while the disk continued rotating at 1500 RPM. This band was exposed in a manner similar to shingled magnetic recording writing. The radial distance between two exposed spiral tracks was determined by the spindle
rotating speed and NFT radial speed. By changing the radial speed while keeping the spindle rotating at 1500 RPM, the effective exposed repetition for every track inside a band can be tuned, similar to the NFT heating in the lubricant study. Four bands were exposed by repetitions of 25, 12, 4, 2 times in this shingled exposure way.

Right after the NFT exposure, the disk was delubed in a HFE solution to wash away the mobile lubricant. Then the disk was scanned by the OSA and AFM.

5.4 Experimental results and discussion

5.4.1 Carbon film degradation after thermal annealing using the electric heater

Figure 5. 8 OSA p-sp image of the carbon disks after thermal annealing

Figure 5. 8 shows the p-sp images of the disk scanned by the OSA. The surface reflectivity started to increase when the temperature reached 200 °C. This agrees with Togawa’s results that the refractive index started to change when the temperature reached 225 °C [40]. When the temperature was at 150 °C or lower, there was no significant surface reflectivity change. When the temperature was raised to over 350 °C, the surface of the a-C film became darker.

The surface topography was obtained by AFM scans. Three of the surface topography images were shown in Figure 5. 9. The temperatures of these three surfaces were room temperature, 240 °C and 370 °C respectively. It can be seen that the surface was changed after the thermal annealing. The surface RMS roughness obtained from the topography images was plotted in Figure 5. 10. The surface roughness became slightly smaller after the thermal annealing when the temperature was less than 300 °C. The surface became smoother probably due to the stress relief of the thin film [73]. However, as the temperature was raised above 350 °C the surface became rougher again, probably due to the oxidation and graphitization of the carbon film.
Figure 5. 9 Surface topography of carbon film after thermally annealing at different temperatures. The color bar for all 3 plots is -3 nm to 3 nm.

Figure 5. 10 Surface RMS roughness of the carbon film after thermally annealing at different temperatures by a temperature controlled electric heater.

5.4.2 Surface reflectivity change under the free laser beam heating conditions

Three typical p-sp images from the OSA were chosen to study the surface reflectivity change under different repetitions as shown in Figure 5. 11. The tracks in Figure 5. 11a were exposed at 19.5 mW/μm². The tracks in Figure 5. 11b were exposed at 29.0 mW/μm². The tracks in Figure 5. 11c were exposed at the higher power density at 35.7 mW/μm².

It can be seen that when the power density was lower than 29.0 mW/μm², the surface reflectivity increased as the track was heated for more repetitions. When the power density was at 35.7 mW/μm², the exposed track got darker, because the surface reflectivity was decreased instead of increased after laser heating. And as the exposure repetitions increased, the exposed track was wider due to the thermal diffusion.
However, when the laser power density was at 29.0 mW/μm², the trend of the surface reflectivity change was quite different from that in other laser power densities. As the repetitions increased at this intensity, the surface reflectivity first dropped and the exposed tracks became darker at repetitions 5 and 10. Then the surface reflectivity increased as the repetitions were increased to 50. The surface reflectivity was increased further for more repetitions after 50, as shown in Figure 5. 12.

It was found the magnitude of the surface reflectivity was much higher in temperature controlled heating tests, because the heating duration was about three or more orders longer than in the free laser beam heating tests.

5.4.3 Surface topography

It has been confirmed that the surface reflectivity of the a-C films mainly depends on the surface topography and the optical refractive index [98, 99]. The optical refractive index can be changed if the material phase is changed or micro-structures are changed. For example, the refractive index of graphite is quite different from that of diamond.
although both materials are made from carbon. The surface topography change can be attributed to the change of a few properties of the film, such as micro-structure change [73 ], thermal stress [100] or density [101], etc.

The surface topography of the DLC films under various heating conditions was scanned by the AFM. Six exposed tracks under 6 typical heating conditions were chosen as listed in table 5.2.

Table 5.2 Exposed tracks under different free laser beam heating conditions

<table>
<thead>
<tr>
<th></th>
<th>Track 1</th>
<th>Track 2</th>
<th>Track 3</th>
<th>Track 4</th>
<th>Track 5</th>
<th>Track 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power density</td>
<td>19.5</td>
<td>19.5</td>
<td>29.0</td>
<td>29.0</td>
<td>29.0</td>
<td>35.7</td>
</tr>
<tr>
<td>mW/μm²</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Repetition</td>
<td>100</td>
<td>2000</td>
<td>10</td>
<td>50</td>
<td>500</td>
<td>50</td>
</tr>
</tbody>
</table>

As shown in Figure 5. 13, there was no significant topography change for track 1 when the laser power density was 19.5 mW/μm² and the repetition number was 100, while there was a slight surface reflectivity increase, as shown in the OSA p-sp images (Figure 5. 11). Track 2 was exposed for 2000 repetitions at the same laser power density of 19.5 mW/μm². The surface of track 2 showed some bump features. The protruded height of the bumps was about 3 nm. The surface reflectivity was also higher than the ambient unexposed areas. Track 3 was exposed by a higher power density of 29.0 mW/μm² for 10 repetitions, and the surface protruded height was close to that in track 2. However in the OSA p-sp image (Figure 5. 11b), the surface reflectivity of track 3 was lower than that in the unexposed area. There was a large difference in the surface reflectivities between tracks 3 and 2, even though their surface topographies were quite close. It is suspected that there was a significant change of the refractive index of both tracks. For track 6, which was exposed at 35.7 mW/μm² for 50 repetitions, a groove with two side ridges was observed rather than a bump. Some material ablation under this level of laser heating caused the groove structure.
Figure 5.14 Surface topography for 6 tracks exposed at different conditions. The scale bar in all the figures are 1 μm.

For a fixed power density, the surface topography change was more severe when the track was exposed for more repetitions, as indicated by tracks 3, 4, 5 in Figure 5.14. The topography changes of the tracks are compared in Figure 5.15. Those seven tracks were exposed by different repetitions at the same power density of 29.0 mW/μm². It can be seen that the protrusions increased logarithmically with respect to the repetition.
5.4 Carbon overcoat degradation under NFT heating

After the disk was exposed under the conditions of the NFT heating, the disk was delubed to remove the lubricant. Then the carbon surface was scanned by the OSA. Figure 5.16 shows the p-sp image of the carbon surface when the input laser power to the NFT was 197 mW. The exposed repetitions for those 4 areas were 25, 12, 4, and 2, respectively. The effective exposed time for a point in those tracks were from ~200 to 20 ns.

The magnitude of the surface reflectivity change of an exposed area after 25 repetitions of exposure was close to that in the free laser beam case when the repetition was 10 and the power density was 19.5 mW/μm². The size of the NFT heating spot was about 36 by 100 nm, while that of the free laser beam heating spot was about 5.5 by 2 µm. The effective accumulated radiation time duration under free laser beam heating was about 60 times larger than that of the NFT heating. However, the power density was enhanced ~10 times in the NFT heating. It is very likely that the total energy absorbed by the carbon film in a period of 25 repetitions under the NFT heating was about the same order of that in the free laser beam heating when the repetition was 10 and power density was 19.5 mW/μm². Thus the reflectivity changes of the carbon films under these two heating conditions were quite close.

Compared with the lubricant depletion discussed in chapter 4, the carbon film degradation did not show strong dependence on the thermal gradient. It can be inferred that laser power and heating duration play a more important role for the carbon degradation than the thermal gradient.
Figure 5. 16 OSA p-sp scan of the disk after the NFT heating for different repetitions.

(Left) P-sp image of the carbon film; (right) profile of the reflectivity change

5.5 Summary

In this chapter, a conductive AFM was introduced for the study of the a-C film of HAMR systems. The conductivity image of the carbon film could be used to characterize the sp2/sp3 ratio. A sp2-rich layer on the top surface of the ultra-thin a-C film caused a larger conductivity or smaller resistivity. A significant change of the conductivity was observed after the a-C film was heated by the focused laser, due to the conversion of non-conductive sp3 to conductive sp2.

The degradation of the carbon overcoat under the various thermal heating conditions was investigated. Three different heating methods were employed, including temperature controlled heating by use of an electric heater, free laser beam heating and NFT heating. The sizes of the heating areas by these three methods were quite different. An area ~ 10X10 mm² was heated by the temperature controlled heater; the free laser beam irradiated an area at ~ 2X5 μm² size while the NFT heated an area at ~ 30X100 nm². The heating duration was also different for these three heating methods as well. In the temperature controlled heating, the duration was about a few seconds; in the free laser beam heating, it was from ~1 μs to ~ 1 ms; in the NFT heating, the duration was about ~ 20 ns to ~ 200 ns. The thermal gradients of these three methods were also quite different. The thermal gradient in the NFT heating was the highest because of the tightly focused spot and enhancement of the light density around the NFT.

In the temperature controlled heating tests, it was found that the surface reflectivity started to change when the temperature was higher than 200 °C. The surface reflectivity increased as the temperature increased further beyond 200 °C. However, when the temperature reached about 370 °C, the surface reflectivity began to drop. The surface roughness of the carbon films decreased as the temperature increased up to 300 °C. As the
temperature increased further, to greater than 300 °C, the surface became rougher due to significant surface oxidation or graphitization.

In the free laser beam heating tests, it was found that the surface reflectivity began to change when the laser power density reached 19.5 mW/μm². The surface reflectivity increased as the number of repetitions or heating duration increased. However when the laser power was increased to a higher level at 35.7 mW/μm², the surface reflectivity decreased. It was found that the surface topography was changed by the free laser beam heating. A bump-like deformation was found at a track that was exposed at lower power densities from 19.5 mW/μm² to 32.7 mW/μm². The height of the bumps increased in a logarithmic way as the repetitions or heating duration increased for a fixed power input. At higher power densities, like 35.7 mW/μm², the carbon film was removed due to laser ablation.

In the NFT heating tests, it was found that the highest surface reflectivity change was on the same order as that in the free laser beam heating when the power density was 19.5 mW/μm² and the repetitions were 10. The surface reflectivity had less change when the repetition number of the NFT heating was reduced.

Comparing the magnitude of the surface reflectivity change under various heating conditions and methods, we found that the heating temperature and duration were the two dominant factors that affected the degradation of the carbon film. It is likely that the carbon film on the disk surface in a HAMR drive can survive when each bit is written only a few times and the heating duration is on the order of ~ ns during a one time writing process. However, the carbon film on the slider side may suffer from serious thermal degradation because it is continuously heated for much longer duration during the data writing in the lifetime of a HAMR drive.
Chapter 6 Failure of the NFT under HAMR conditions

The HDI in HDDs is composed of two major parts: head and disk. The degradation of the disk under HAMR conditions has been discussed in chapters 4 and 5. The degradation of the slider could also occur when the laser heat is applied. The degradation of the slider may eventually lead to a failure of the HDI, which is discussed in this chapter.

6.1 Introduction

A major unique aspect of the HDI of HAMR systems is the introduction of a laser. The data writing is performed when the heat from the laser is applied to a small area on the media disk. The size of the heating spot should be close to the size of a magnetic bit. The size of a magnetic bit needs to be about 25 nm or less as the areal density increases beyond 1 Tb/in². So the size of the laser focused spot at a scale of about 25 nm is one of the primary requirements for the optical system for HAMR drives. In addition, there should be enough energy from the small focused spot to heat the media to near the Curie point of the magnetic material. In other words, the efficiency of the proposed optical system is of primary importance as well.

However, there are two basic limits of conventional optics that restrict its application in HAMR systems. First, there is a diffraction limit of an optical focus. The size of the focused spot by an optical lens is limited by the wavelength of the light and the numerical aperture of the lens.

\[
    d = \frac{0.5 \lambda}{n \sin \theta} \quad (6.1)
\]

where \(d\) is the full-width spot diameter at the half maximum point (FWHM), \(\lambda\) is the light wavelength, \(n\) is the refractive index of the lens. The term \(n \sin \theta\) is called the numerical aperture (NA). In other words, a conventional optical lens is able to focus light to a minimum spot with the size of approximately a half wavelength of the light. For most of the low-cost and high-power semiconductor lasers, the wavelength is in the range of 400 to 830 nm. Obviously, it is not possible to focus the laser light to a spot of 25 nm or even smaller by a conventional optical lens. Second, the far-field transmission of an aperture is also limited when the diameter of the aperture is smaller than the incident light wavelength, as given by the Bethe’s law as expressed [102]:

\[
    T = \frac{64 \pi^2 d^4}{27 \lambda^4} \quad (6.2)
\]
where T is the ratio of the power per unit area transmitted through an aperture to the power per unit area incident upon the aperture and d is the diameter of the aperture. d is smaller than the wavelength. The fourth-power dependence on the diameter causes the transmitted power to fall drastically with the aperture diameter is reduced to tens of nanometers. For example, the efficiency of the light transmission through a near-field tapered optical fiber with a 50-nm aperture is only approximately 0.001%. Most of the incident energy gets dissipated or reflected back.

To overcome these two limits, a near field transducer (NFT) has been proposed to achieve smaller focus spots and higher transmission efficiency, compared with conventional optics. The NFT utilizes localized surface plasmon effects to achieve high field enhancement and the sub-diffraction-limited confinement of light [103]. A large number of collective oscillations of electrons, called surface plasmons, are generated at the metal and dielectric film interface. They are strongly localized to this interface with the field amplitude exponentially decaying away from it.

The NFT has at least three important differences from the conventional optical lens. First, in the near field region, the size of the focused spot can be as small as 1/10 to the light wavelength, which is well below the diffraction limit. Second, there is an enhancement effect of the intensity around the NFT structure. This indicates that the output energy density can be even higher than that of the input although the size of the output is much smaller. The efficiency of current NFTs can reach an order of 10% [104]. Although most of the energy still gets lost, the transmission efficiency of the NFT is a few orders higher than that of the conventional optics. Third, due to the nature of the exponential decay of the evanescent plasmonic waves, the NFT can only work effectively within a distance that is much smaller than the light wavelength, which is around several nm to tens of nm. Fortunately, in HDDs, the recording heads fly within 10 nm above the recording surface, which is within the near field working range of the NFT.

The concept of the HAMR disk drive with a NFT structure has been successfully demonstrated by the major HDD companies: HGST in 2010 [26] and Seagate in 2009 [25]. In both of these works, a focus spot less than 50 nm was achieved by a NFT structure, although very different designs of the NFT structure were implemented.

In HGST’s demonstration, the laser light was focused and coupled into a thin film waveguide from the top of the slider as shown in Figure 6. 1. The waveguide was made from a Ta$_2$O$_5$ core with SiO$_2$ cladding. The full width at half maximum (FWHM) of light intensity at the outlet of the waveguide was approximately 400 nm × 250 nm. The laser light was finally delivered to the NFT, which was an E-shape plasmonic antenna attached to the end of the waveguide on the air bearing surface. The light was further focused by the NFT to a near field spot. The FWHM of the final focused spot was 30 nm × 28 nm according to the numerical calculation.
In Seagate’s work, a planar solid immersion lens (PSIL) [105] was integrated into a flying slider. Figure 6.2 shows the schematic diagram of the laser delivery for an integrated HAMR head. The laser beam was first delivered to an optical grating, and then it was coupled to the PSIL. The transverse electric waveguide modes were launched on either side of the PSIL. When these modes are combined at the bottom, the net field is longitudinally polarized, as shown in Figure 6.3. The NFT was located at the focus of the PSIM, and at resonance the surface charge oscillates along the length of the lollipop peg to generate an electric field at the tip of the peg that couples energy into the medium. The peg provides a lightning rod effect for field confinement. The simulated field intensity on the medium had a rectangular shape, which fitted well with the shape of a magnetic bit.

**Figure 6.1** Integrated recording head schematic from HGST. [26]

- a, Schematic diagram showing the HAMR head concept
- b, Cross-section of the waveguide with a 600 nm × 300 nm Ta2O5 waveguide core.
- c, Modeled optical intensity in the waveguide for a laser wavelength of 830 nm, with SiO2 cladding. The FWHM is approximately 400 nm × 250 nm.
- d, Cross-section of the E-antenna at the end of the waveguide.
- e, Finite-element modeled absorption profile at the disk surface below the E-antenna. The in-page height of the gold is 98 nm, and the antenna is assumed to be separated from a 50-nm-thick cobalt medium by a 6-nm air gap. Scale bar, 200 nm (b–e).

**Figure 6.2** A schematic diagram of an HAMR recording system [29]
Figure 6.3 Diagram of the NFT and planar solid immersion mirror (PSIM) for the HAMR system from Seagate. [25]

a, Expanded view of the NFT showing its vertical position with respect to the recording medium.

b, A PSIM with a dual offset grating used to focus a waveguide mode onto the lollipop NFT. The electric field for the TE mode is shown, which generates a longitudinal (vertical) field at the focus.

c, Profile of the light intensity within the centre of the recording layer at the resonance wavelength.

d, Profile of the light intensity through a cross-section of the NFT

It has been demonstrated that the concept of HAMR can be accomplished by use of the NFT. However, the integrated NFT brings some other new challenges that have prevented the HAMR from commercial application. One major issue is the reliability of the NFT structure [53, 106]. In most of the current published papers for HAMR systems, only a small portion (less than 10 percent) of the total laser energy could be transmitted to the disk from the NFT, although the efficiency of the NFT is a few orders higher than that of conventional optical apertures. Most of the energy is lost around the NFT and waveguide. The temperature increase in the NFT can be several hundred degrees and the
lifetime of a NFT can be limited to several tens of recording tracks based on the report from [25]. A noble metal such as gold is used in the NFT that usually has a relatively low melting point, around 1000 °C, and a low yield point stress at 100 MPa which indicates that the NFT could be very vulnerable to the thermal and stress loads.

Moreover, the NFT’s function is intensity enhancement, indicating that the intensity around the NFT is higher than the input intensity. The enhanced energy density could make the thermal load even more pronounced so that the NFT structure is even more vulnerable.

There are at least three mechanisms that finally result in a failure of a NFT structure. The first is its optical function failure due to the geometric structure change of the NFT. The material diffusion/creep is strongly enhanced when the temperature is at the media Curie point, considering that the melting point is only about 1000 °C [107, 108]. The geometry/shape of the NFT structure can be changed after some time and thus the size and shape of the focus spot can be changed [109]. In this situation, the HAMR writing performance could be deteriorated because the thermal profile is changed. The second failure mode is material fatigue. The laser is turned on only during the writing period. So a cyclic heating condition for the NFT is more likely for HAMR systems. However, the cyclic load can cause the thin film to be damaged more seriously due to material fatigue [110]. The third failure mode is the wear of the NFT structure due to the NFT and disk contact. It is believed that the NFT protrudes towards the surface of the disk during recording by a couple of nanometers [35]. This laser induced protrusion superposes on the TFC protrusion and makes the NFT even closer to the disk. So there is more of a chance that the NFT contacts with the disk surface when both the laser and TFC are powered on simultaneously. Material wear around the NFT occurs when the NFT makes contact with the disk. Accumulated material wear could finally lead to the failure of the HDI. What’s more, there is no clear evidence that the contacts between the NFT and disk can be detected by current contact detection technology, such as the acoustic emission sensor. Because the size of the laser induced protrusion is on the order of a couple of microns and the height is a couple of nanometers, which are much smaller than the conventional TFC protrusion [35]. All three failure modes can work together to make the NFT fail in a short period and thus reduce significantly the reliability of the HDI.

Several methods have been proposed to improve the reliability of the NFT. Some kind of heat sink layer could be added inside the slider to get better thermal dissipation, so the temperature increase around the NFT could be reduced. Some novel designs of the NFT structure have higher coupling efficiency so the total energy input could be reduced. Furthermore, some new materials with better thermal and mechanical properties are suggested for the NFT fabrication, such as the nitrides or oxides [103, 111, 112]. Those materials are mechanically stronger than currently used noble materials such as gold and silver. The melting points are also higher.
In this work, the damage of a locally designed and fabricated NFT under various heating conditions is investigated. The failure modes of the NFT are discussed for different experimental conditions. Then, a two-stage heating scheme is proposed to reduce the thermal load to the NFT. In this way, the material fatigue and diffusion can be alleviated. In section 6.2, the experimental conditions and procedures are presented. Then the experimental results are discussed. The two-stage heating scheme is introduced in section 6.3. This chapter is summarized in section 6.4.

6.2 Experimental study for NFT failure

A 4 by 3 NFT array was fabricated on the trailing end of the rails of an in-house fabricated slider as shown in Figure 6.4. The design of the NFT structure is shown in Figure 6.4c. The slider was loaded onto a transparent disk that was rotated at 1500 RPM. The slider could fly stably above the transparent disk without showing any acoustic emission sensor contact signal at a linear speed close to 5 m/s before the laser was focused onto the NFT. When the slider flies, the air bearing cooling could significantly influence the heat conduction between the NFT surface and disk surface. The heat transfer coefficient could be as high as $10^5$ W/m²K [72]. The laser was focused onto different NFTs at different laser power values through the sapphire body of the slider. This laser delivery method was different from that in currently proposed HAMR systems, in which the laser light is delivered to the NFT by an optical waveguide. The laser light in our setup can be largely absorbed by the NFT chromium layer, which can increase the temperature of the NFT. Some of the heat can also be dissipated into the sapphire body by conduction.

![NFT array](image)

Figure 6.4 (a) NFT array on the left rail of the air bearing surface. (b) Different laser power values on different NFTs (power unit: mW) (c) SEM image of the NFT, scale bar is 0.5 µm.

The laser wavelength was 355 nm in this study. The focused beam spot at the NFT was less than 1.4 µm (Gaussian radius (e²) of the laser spot was about 700 nm). The laser power was increased by increments from 0 mW to 70 mW. Each NFT was exposed for 1 minute at a fixed laser power. The amount of laser light energy delivered to the transparent disk through the NFTs could be ignored compared with the energy dissipated in the NFTs.
The far field transmission of each NFT after exposure was first inspected from captured CCD images using a setup shown in Figure 6. 5. When the laser at low power was focused onto the NFT structure, some of the light was transmitted through the aperture of the NFT. The transmission was captured by a commercial CCD camera installed below the transparent disk. The laser power illumination for the far field transmission inspection was fixed at 5.5 mW for all NFTs. The 5.5 mW power was not high enough to cause additional damage to the NFT structure.

![Schematic diagram of the far field transmission measurement setup](image)

Figure 6. 5 Schematic diagram of the far field transmission measurement setup

The light intensity was enhanced by the NFT structure. This enhancement could make the damage to the metal film even worse. To compare the change of the thin film under laser heating when there is no NFT, a blank area near the tailing edge on the air bearing surface without NFT was exposed by the focused laser beam. The slider was flying at the same condition during this exposure as in the previous NFT exposure tests. Several locations were exposed at different power levels from 0 mW to 70 mW. Each area was exposed for 1 minute as well.

After the laser exposure, the slider was unloaded from the disk. Then the NFT array was inspected by use of an optical microscope. Then the NFT structures and exposed blank areas were further scanned and analyzed by an AFM.

Figure 6. 6 shows the optical images of some NFTs after the laser exposure. The center of the NFT started to change as the laser power exceeded 43 mW. The change area became larger as the exposure power increased to 70 mW.

Figure 6. 7 shows the transmission patterns of two NFT structures after the exposures, marked by the dashed circles. The NFT shown on the left was not exposed, while the NFT shown on the right was exposed at 43 mW for 1 minute during the test. The intensity of transmission from the unexposed NFT was much lower than that from the exposed NFT. Because sapphire is almost transparent and the chromium film is the only layer that can absorb the laser energy significantly, we conclude that the metal (Cr) film was changed under the higher laser power exposure, which commonly occurs in laser material processing.
Figure 6.6 Optical images of the NFTs after laser exposure at different powers. (a) NFT without any exposure; (b) NFT after 35 mW exposure; (c) NFT after 43 mW exposure; (d) NFT after 70 mW exposure.

Figure 6.7 Far field transmission of the NFT after laser exposure. (Left) Transmission of the unexposed NFT; (right) Transmission of the NFT after 43 mW exposure;

The topography scanned by the AFM also confirmed the changes of the NFT structures under high power exposure. Figure 6.8 shows the topography of 4 NFTs after different exposure conditions. The surface of the NFT was clean if there was no laser exposure. After the laser power was 35 mW, some small particles appeared inside and around the exposed area of the NFT. The sizes of the particles were about 200 to 400 nm, measured by the AFM. After the laser power was 43 mW, larger debris appeared around the laser exposure center. The size of this larger debris was more than 1 μm. In this case, the NFT was no longer functional. Some smaller debris also got trapped inside the NFT structure. When the laser power was increased to 70 mW, the metal material of the NFT disappeared and a hole was generated in the center, and more debris appeared around the
NFT. Those debris and particles could lead to the failure of the HDI, as discussed in our previous work [113].

(a) unexposed

(b) 35 mW

(c) 43 mW

(d) 70 mW

Figure 6. 8 Topography of the NFT structure after different laser exposure conditions. (a) NFT without any exposure; (b) NFT after 35 mW exposure; (c) NFT after 43 mW exposure; (d) NFT after 70 mW exposure. Scale bar is 1 μm for all plots. The outer ring in all plots is not part of the NFT structure, but was used for laser alignment in the experiments.

The topography of the blank area without any NFT structure started to show some change after the laser exposure power was more than 43 mW, as shown in Figure 6. 9. When the laser power was less than 43 mW, there was no obvious surface change and the surface was clean around the exposed area. After the film was exposed by the laser at 43 mW, there was a permanent bump on the film surface. The height of this bump was about 6 nm. The size of this bump was less than 1 μm. Comparing this with Figure 6. 8c, we see that the change of the surface of the NFT was much more severe than of the blank film when they were exposed at the same laser power. The comparison between the exposed NFTs and blank areas indicates that the existence of the NFT can make the change of the HDI more severe.

From the results presented in this section, we can conclude that as the laser power applied to the NFT structure increases, some tiny particles begin to get trapped around the NFT structure. Those accumulated particles could result in a crash of the slider and an instability of the HDI. As the power further increases, the metal film starts to change and some bumps start to appear. In this situation, the geometry of the NFT becomes distorted and its optical performance can be changed. Moreover, the gap between the minimum
point of the slider and disk surface is reduced, so the chance of head-disk contact increases. Finally at high powers, the metal film gets removed due to the laser ablation and the NFT is no longer functional. The existence of the NFT can make the change of the HDI even more severe due to the enhancement effect of the light’s intensity by the NFT.

![Figure 6.9](image)

**Figure 6.9** Topography change of the blank metal film of the slider surface after different laser exposure conditions

### 6.3 Dual-stage heating scheme

To make the NFT more reliable in HAMR systems under millions of cycles, it is necessary to reduce the thermal load to the NFT structure while maintaining the amount of the total transmitted energy to the disk for heating or increase the reliability of the NFT materials by other means. In this work, we propose a novel method to reduce the thermal load on the NFT by separating the NFT heating process into two stages [114]. In the first stage, a laser waveguide structure is placed in front of the NFT. This waveguide transmits the laser energy to the disk surface and heats the disk to a peak temperature substantially lower than the Curie temperature of the magnetic material. Then, the NFT works as the second stage to further heat a smaller area (25X25 nm²) inside the large waveguide heated area to reach the Curie point. The energy absorbed by the NFT in the second stage is lower than in a single NFT heating scheme proposed in other one stage HAMR systems.

In this work, we designed a bow-tie aperture structure as an NFT to focus light to a spot about 25 nm, using a commercial finite-difference time-domain (FDTD) software (CST microwave studio). A 3D finite element method (FEM) thermal model was developed to calculate the temperature increase of the media under the two heating
sources, using ANSYS. The magnetic switching field of the magnetic layer was obtained from a Callen-Callen model for HAMR systems [23, 45].

6.3.1 Modeling

Figure 6. 10 shows a schematic diagram of the two-stage heating scheme. The waveguide is located in front of the NFT structure, with a spacing of d. Figure 6. 10c shows the typical laser intensity distribution on the disk surface from the waveguide, calculated from CST. The dimension of the intensity profile depends on the size of the Ta$_2$O$_5$ core of the waveguide. The profile can be simplified by assuming it to be a 2D Gaussian distribution function. The radius ($1/e^2$) of the laser intensity profile measured at the surface of the disk is $R_{\text{spot}}$. Figure 6. 10e shows the absorbed power distribution on the surface of the disk from the NFT. In this calculation, a bow-tie aperture structure was used. The calculated intensity profile is close to a rectangular shape. The diameter of the profile ($1/e^2$) along the down track direction is close to 25 nm which satisfies the requirement of initial HAMR systems.

The temperature distribution in the medium was calculated by solving the thermal conduction equation using FEM in ANSYS, as shown in Figure 6. 11. The absorbed power distributions described above were used as heat flux sources in the FEM thermal model. The disk has four layers with different thermal properties. Table 6.1 shows the material properties used in the FEM thermal model.
Figure 6. 10 Concept and model of the two-stage heating
(a) Schematic diagram of the two-stage heating slider;
(b) Design and numerical model for the waveguide
(c) Laser intensity distributions for the first stage heating by a waveguide
(d) Design and numerical model for a bow-tie NFT
(e) Laser intensity distributions of the second stage heating by the NFT

The mesh size is 25 nm by 50 nm in the x-y plane. The boundary conditions were set as below:

1. Ambient temperature at 27 °C (upstream and downstream surfaces, bottom surface)

2. Moving heat flux at the top surface, heat flux had the same distribution as the optical intensity calculated from the optical model.

3. Convection at the top (10^5 W/m²K).
Figure 6. Schematic drawing (left) and mesh (right) of the 3D FEM thermal model for disks multi-layers

Table 6.1 Thermal properties of 4 layers in the HAMR media [72]

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness (nm)</th>
<th>Vertical Thermal Conductivity (W/mK)</th>
<th>Lateral Thermal Conductivity (W/mK)</th>
<th>Specific Heat (J/m^3*K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage</td>
<td>10</td>
<td>50</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Interlayer</td>
<td>15</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Heat Sink</td>
<td>80</td>
<td>200</td>
<td>200</td>
<td>3</td>
</tr>
<tr>
<td>Substrate</td>
<td>5000</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

A Callen-Callen model was used to calculate the magnetic switching field. The relationship between the saturation magnetization and temperature can be obtained from the mean field theory as shown in the equations below.

\[
\frac{M_s(T)}{M_s(0)} = \frac{5T}{6T_c} X
\]

\[
\frac{K_1(T)}{K_1(0)} = \tanh(X) \tanh\left(\frac{X}{2}\right)
\]

\[
\frac{5T}{6T_c} X = \frac{1}{3} \left[ 2 \tanh(X) + \tanh\left(\frac{X}{2}\right) \right]
\]

(1)

Here, \(X\) is the Callen-Callen parameter, \(M_s\) is the saturation magnetization and \(K_1\) is the first order anisotropy constant. We set \(K_u\) to be \(K_1\) for simplification. The switching field \(H_k\) equals to \(2K_u/M_s\).
6.3.2 Results and discussion

The switching field $H_k$ of the magnetic layer relies on the thermal profile, while the thermal distribution depends on the conditions of the heating sources, including the sizes of the two heating sources and the spacing between them. Figure 6. 12 shows a typical thermal profile for the two-stage heating scheme HAMR. The design goal is to heat a small area of the magnetic layer to the media Curie point after combining the two heating stages. The waveguide heating can raise the disk background to a temperature lower than the Curie point; for example, it can raise the background to 200 °C. At this temperature, the magnetic bits in the adjacent tracks will not be thermally erased by the waveguide heating. The locations of the two peaks of the temperature profile under the two heating sources should be as close as possible. The distance between these two peaks is labeled $D_p$ as shown in Figure 6. 12. The background temperature ($T^*$) on the disk surface where the NFT heat is applied is always lower than the peak temperature ($T_{p1}$) in the waveguide heating stage. This temperature difference is denoted as $\Delta T$, which can be eliminated if $D_p$ is 0. But $D_p$ is determined by the sizes of the two heating sources and the physical spacing between them, which is denoted as $d$ in Figure 6. 10a. The size of the NFT heating source is constrained to be close to 25 nm because of the requirement of the high recording density. So $D_p$ mainly depends on the size of the waveguide heating source ($R_{\text{spot}}$) in the first stage and on $d$. The size of $R_{\text{spot}}$ is mainly controlled by the dimension of the waveguide, and it can be calculated using the CST microwave studio software.

![Diagram](image_url)

Figure 6. 12 A typical thermal profile on the media surface under the two heating stages

Figure 6. 13 shows the dependence of $R_{\text{spot}}$ on the physical size of the $\text{Ta}_2\text{O}_5$ core of the waveguide, calculated from CST. A larger size waveguide can heat a larger area.
Figure 6. 13 Dependence of the laser radius (Ra) on the size of waveguide

The heating sources with different sizes from the waveguide generate different temperature distributions on the disk surface. Figure 6. 14 shows the FWHM of the temperature profile on the magnetic layer and the power needed to heat the disk close to 200 °C when the disk speed is 20 m/s. More energy is consumed to heat a larger area to 200 °C, and the width of the temperature profile is larger. When a larger $R_{\text{spot}}$ is used, more adjacent tracks will be heated and affected.

Figure 6. 14 FWHM of the temperature distribution in the waveguide heating stage by different laser radii ($R_{\text{spot}}$)

There is another trade-off between $R_{\text{spot}}$, $\Delta T$ and $d$. A smaller $R_{\text{spot}}$ can provide a sharper thermal gradient which is better for HAMR writing, but it leads to more changes in $\Delta T$. It is possible that overheating of the magnetic bits happens at the location of the
temperature peak in the waveguide heating if $R_{\text{spot}}$ is small and the power input is large. If a larger $R_{\text{spot}}$ is used, a larger size waveguide structure should also be used. In this case, the physical spacing between the heating sources should be increased to avoid the interference between the two heating sources. Then, $D_p$ is increased, and $\Delta T$ becomes larger again. Figure 6.15 shows the ratio of the background temperature $T^*$ and $T_{p1}$ in the waveguide heating as $R_{\text{spot}}$ changes. It is seen that the ratio decreases as the size of the waveguide heating source becomes larger. A larger ratio of $T^*$ and $T_{p1}$ brings benefits for the reduction of the thermal load. The largest ratio is about 0.6 when the radius of the waveguide heating source is 280 nm. The radius of the waveguide heating source cannot be reduced further because of the optical diffraction limits. In the current configuration, the two-stage heating scheme should have its best performance when the radius of the waveguide heating source is 280 nm.

![Figure 6.15 Ratio of the background temperature T* and peak temperature T_{p1} under different R_{spot} in the waveguide heating stage](image)

The thermal profile of the two-stage heating scheme is shown in Figure 6.16. The peak temperature for the two-stage heating can be as high as that in the traditional NFT heating scheme. There is a second smaller peak for the two-stage heating due to the waveguide heating in the first stage. The maximum temperature in the secondary peak is about 200 °C which is about half of the Curie point so the data in the secondary peak will not be erased in the current writing process.
The Callen-Callen model predicts the magnetic switching field distribution of the magnetic layer for this two-stage heating scheme when $R_{spot}$ is 280 nm, as shown in Figure 6. 17. The red curve shows the switching field if only the NFT heating source is applied as in the traditional single stage HAMR systems. The gradients of the switching field at the valley of the two curves are on the same order for both HAMR heating schemes. So the two-stage heating scheme can have similar writing capability as the single NFT scheme.

In this design, the thermal load onto the NFT is reduced by 30% in the two-stage heating scheme compared with the single stage heating system. Thus, it is expected that the temperature of the NFT and thermal stress in the NFT could be reduced as well for this two-stage heating scheme. The total cycle numbers of the metal can be enhanced, according to the S-N curve for metals.
The FEM thermal analysis of the NFT verifies that the maximum stress and temperature can be reduced if the thermal load is reduced by 30%. The FEM model was built as shown in Figure 6.18. The metal film with the NFT structure is simplified to a two-layer system. The gold film is 100 nm thick and the substrate is SiO$_2$ with a thickness of 50 μm. The mesh size of the gold film is 100 by 100 by 10 nm. The in-plane mesh size of the substrate is the same as that of the gold film. But the mesh size of the substrate perpendicular to the NFT is 5 μm. The laser heating is applied as a heat flux at the interface of the gold and substrate. The boundary conditions were applied as shown in Figure 6.18. The heat transfer coefficient is set at $10^5$ W/m$^2$K [72].

![Figure 6.18](image_url)  
(a) 3D FEM thermal model for the NFT metal layer; (b) Deformation of the NFT under laser heating

The FEM results show a thermal protrusion on the surface of the gold film as shown in Figure 6.18. Table 6.2 lists the protrusion height and the maximum Von-mises stress inside the thin film. It is shown that the maximum temperature increase and thermal stress are both reduced by about 30 to 20 % with the reduced power.

**Table 6.2 Maximum temperature, mechanical stress and deformation for two-stage heating and single NFT heating.**

<table>
<thead>
<tr>
<th></th>
<th>NFT only</th>
<th>Two-stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum temperature</td>
<td>224.6°C</td>
<td>167.2 °C</td>
</tr>
<tr>
<td>protrusion</td>
<td>0.84 nm</td>
<td>0.60 nm</td>
</tr>
<tr>
<td>stress</td>
<td>308 MPa</td>
<td>219 MPa</td>
</tr>
</tbody>
</table>
It is confirmed that the two-stage heating scheme reduces the thermal load to the NFT so the reliability of the NFT can be enhanced, while the writability is not adversely affected. However, great care should be taken to the two-stage heating scheme because the high background temperature could lead to some adjacent track erasure in the writing process. Further analysis shows that after 10000 adjacent track writes, the magnetization decays by 13%. Further optimization of the magnetic writer design could help to address this problem. At the same time, the two power inputs to the two stages can be controlled and balanced in order to get good reliability and reduce the adjacent track erasure.

In conclusion, a two-stage heating scheme for HAMR systems is proposed in this section. The conventional single NFT heating scheme is replaced by the two-stage heating scheme. The first stage provides an elevated background temperature of about 200 °C by use of an optical waveguide, which is about half of the temperature increase needed to reach the Curie point, while the NFT heats the media further to the Curie point. Numerical simulation shows that the distance between the two heating sources and the size of the waveguide source affect the performance of the two-stage heating scheme. The two-stage heating scheme can provide an effective writing performance for HAMR, while the thermal load to the NFT is reduced compared to a single stage approach. So it is expected that the two-stage heating scheme can extend the lifetime of the NFT under cyclic load conditions.

6.4 Summary

In this chapter, the failure mechanisms of the NFT in HAMR systems have been discussed. A NFT array with several NFTs was fabricated on the air bearing surface of a home-made flying slider. The changes of the NFT structure due to laser irradiation at different power levels were inspected by several technologies, such as optical microscopy and AFM. Small debris was found when the laser power to the NFT was around 35 mW. When the laser power was increased to 43 mW or even more, large bumps and significant geometry changes of the NFT were observed. The geometry change of the metal film was more at the surface of the NFT, compared with the case that the film was blank. At very high power, the film around the NFT was removed due to laser ablation.

In order to increase the reliability of the NFT, a two-stage heating scheme was proposed. This two-stage heating scheme reduces the thermal load to the NFT structure by separating the media heating into two steps. A waveguide heating raised a background area (~ 300X300 nm²) to about 200 °C, which was about half of the Curie point. Then the NFT heating raised a small area (~ 25X25 nm²) embedded in the background further to the Curie point. From the numerical simulation results, it was found that the thermal load to the NFT in the two-stage heating scheme can be reduced by about 30%. The thermal stress and temperature increase of the NFT were also reduced. In this way, the lifetime of the NFT structure can be extended.
Chapter 7 Fly-height modulation for a two protrusion (TFC-NFT) HAMR slider

The fly-height modulation (FHM) is one of main concerns of the head-disk interface. The FHM is induced by the disk run-out, waviness, and slider dynamics. The amount of the FHM in current PMR hard disk drives is less than 1 nm. The FHM is larger when head-disk contact occurs. The FHM should also be considered and minimized for HAMR drives as well in order to get a good reading/writing performance. The FHM of HAMR systems will be different because of the hot working environment. In this chapter, a new design for reducing the FHM in HAMR systems is introduced and discussed.

7.1 Introduction

The head-disk clearance has been reduced as the areal density increased year-by-year in order to get good magnetic reading and writing performance [14]. Meanwhile, the FHM has also been reduced together with the flying height in order to get stable reading and writing. However, as the fly-height gets further reduced, the chance of contact between the disk and head increases. In HDD products, the head-disk contact should be prevented to reduce the head wear/crash and data loss [115].

During the past ten years there has been a continuous efforts to reduce the magnetic spacing in HDDs from about 12 nm to sub-5 nm in order to get higher recording densities, including continuous improvement of the air bearing surface design, lubricant and DLC thickness reduction, smoother disk surface and TFC.

TFC has been widely implemented as a critical technology to the HDD since 2005, and it has been able to reduce the clearance to less than 5 nm. In this system, a Joule heating element is embedded in the flying slider near the magnetic transducer. The heater is composed of different materials from the surrounding portions of the flying slider on which the magnetic transducer resides. These materials expand and contract more with temperature changes than the body of the slider. The resistive heating is generated when current is supplied to the heater. The heat generated in the heater leads to a local thermal protrusion toward the recording media of the region surrounding the read-write transducers, thus the spacing between the magnetic transducer and media can be controlled by tuning the power applied to the heater. The dynamics of the slider with a single thermal protrusion near the magnetic transducer has been widely investigated both experimentally and theoretically [116, 117]. The thermal response time for the protrusion to reach a steady state temperature and deformation is tens of μs [118]. This response is slower than the slider’s dynamical frequencies, which are usually on the order of a hundred kilo-hertz, so the fly-height is usually only statically controlled in current HDDs
with TFC. Dynamic control of the flying height was presented in [119]. There it was demonstrated that the FHM can be further decreased when a dynamic TFC is applied.

A stable flying state with a lower fly-height is still of great importance in the HAMR system which is supposed to have higher area density than current PMR technology. A small FHM is also necessary for HAMR systems, so it is believed that the TFC should be also implemented for HAMR systems to get lower fly-height and FHM. Any possible contact between the head and disk should be avoided in order to enhance the reliability of the HDI, especially the NFT.

However, the HAMR system is quite different from the traditional PMR as a laser diode is integrated into the flying head, and the light is delivered to a tiny spot on the disk surface by a NFT. All the main components of the HAMR head will be heated during this HAMR writing process. As summarized in Figure 7.1 [120], the total input electrical power could be on the order of 100 mW while the total output from the NFT to the disk is around 0.5 mW. The total efficiency is less than 1% while most of the energy gets dissipated as a form of heat inside different parts of the head. The dissipated heat inside the head will raise the temperatures of different parts to different levels.

![Figure 7.1 Energy flow in a HAMR drive](image)

Thermal deformation occurs when different parts have different temperatures and coefficients of thermal expansion. It has been mentioned that the temperature increase in the NFT can be several hundred degrees when most of the laser energy gets dissipated as heat around the transducer [121]. In Shreck’s work [35], a thin film of phase change material was deposited on the air bearing surface. It had a phase transition temperature at 150 °C. In a flying test, the phase change was founded around the NFT. It indicated that the temperature increase around the NFT could be even higher than 150 °C.

The NFT is usually made of some noble metals, such as gold while the slider body is made of AlTiC and the waveguide is made from SiO2. The thermal properties of those materials are quite different, so there is expected to be a thermal protrusion around the NFT structure on the air bearing surface when the laser is on. Some AFM based technology has been developed to measure the size and height of this laser heating induced protrusion, as discussed in [35, 36]. It showed that the height of this laser
induced protrusion is about $\sim 1$ nm and the lateral size is about $1 \, \mu m$. It also noted that the current touchdown measurement method using the TFC for this laser induced protrusion during flying is not recommended. Unintentional/unaware head and disk contact could occur when the laser is on during flying and lead to damage of the NFT structure and the HDI. Greater care should be taken for this NFT protrusion because it is hard to detect and also the metallic structure is likely to be damaged.

What’s more, this laser heating-induced protrusion is difficult to adjust actively during the data writing process, because the laser power is determined by the requirement of the media temperature needed to write the data.

Inevitably, the HAMR slider will have at least two thermal protrusions: the laser-induced NFT protrusion due to the laser heating, and the TFC protrusion from the conventional Joule heater. There should be some consideration given during the designed location of the TFC and NFT for HAMR systems in order to avoid head-disk contact. Sliders with multi-micron scale protrusions have also been studied numerically by Zheng et al., [122] and experimentally by Juan et al., [123]. The latter showed that the locations and designs of the heater elements have a significant effect on the magnetic spacing.

In this chapter, we introduce a new air bearing surface design with two thermal protrusions. With this scheme, an optimized design allows smaller FHM and also reduces the chance of contact between the NFT and disk.

The air bearing system is simulated by a 2 degree of freedom (DOF) mass-spring-damper model, as described in [124]. The model parameters are identified using an ABS Reynolds equation solver (CML dynamic simulator) [125]. The disk waviness is regarded as a disturbance to the system’s equilibrium flying state. The slider can’t actively suppress the disturbance and follow the disk waviness because of the phase and magnitude differences between the disturbance and the response of the slider. The protrusions provide additional force and torque excitations to the slider, which can be viewed as a passive feedback loop to compensate the disturbance. The pressure and normal force under the protrusions are obtained for various protrusion heights to calculate the stiffness around the protrusions using the CML dynamical simulator. The gain of the feedback loop is provided by the stiffness. Then the locations and heights of the two protrusions are optimized in order to reduce the FHM due to the disk waviness. The effect of external disturbances on the FH are also discussed.

7.2 2-DOF numerical model

In this paper, a pico-slider (1.25 by 1.0 mm) designed for 10 nm FH is used as an example to show the procedure for the dual-protrusion scheme. The air bearing surface design of this slider and the equivalent 2-DOF mass-spring-damping model are shown in Figure 7.2. The slider flies at a radius of 30 mm with a disk rotation speed of 7200 RPM
and 0 skew angle. The nominal flying height is 9.5 nm, the pitch is 266.38 μrad and the roll is -2.169 μrad.

The 2-DOF model can be described by the equation,

$$
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where $z$ is the vertical displacement of the mass center from the mean plane of the roughness surface and $\theta$ is the slider’s pitch. $M$ is the mass, while $J$ is the pitch moment of inertia. From the equation we can define $C$ as the damping matrix and $K$ as the stiffness matrix. $F$ is the force excitation and $T$ is torque.

Figure 7.3 shows the response of the slider to an external impulse excitation, including both a positive force excitation along the $z$ direction and a positive torque excitation, calculated by the CML dynamic simulator. The 2-DOF transfer function of the air bearing system is obtained by fitting the spectrum of the impulse responses of the force and pitch torque.
A feedback control system is designed to represent the air bearing system as shown in Figure 7.4. This simplified feedback control system helps speed up the optimization process of the dual protrusion design. H1 is the transfer function from the force excitation to the FH while H2 is the transfer function from the torque excitation to the FH. K1 and K1' are the force and torque excitations due to the waviness under the laser-induced protrusion. K2 and K2' are the force and torque excitations under the TFC protrusion. \( d \) is the excitation delay distance due to the spacing between the two protrusions. The strength of the feedback excitation, which is defined as the gain of the feedback loop, depends on the air bearing lift forces under the protrusions, which are determined by the protrusion heights and sizes. The delay of the excitation depends on the location of the two protrusions and the velocity of the disk. Since the laser-induced protrusion cannot be adjusted during the writing process in HAMR, the TFC protrusion is the only one to be optimized. So our design goal is to optimize K2, K2' and \( d \) to reduce the FHM due to disk waviness and external disturbances. The optimization process is performed as follows: the laser-induced protrusion is fixed next to the writer location and the protrusion shape is obtained from the optical-thermal analysis of the near field transducer. In this way, K1 and K1' can be calculated and fixed. Then some estimated K2 and K2' values are used as trials, \( d \) is tuned to get a smaller FHM for every fixed K2 and K2' set. Once \( d \) is fixed, K2' and K2 are further adjusted to produce the minimum FHM. The following section demonstrates an optimized set of K2 and \( d \) values.
7.3. Dual protrusion design and discussion

Figure 7.5 shows an optimized arrangement of the TFC protrusion on the rear pad of the slider and the geometry of the two protrusions. The laser-induced protrusion is next to the writer. The TFC protrusion center is set to 33 μm in front of the laser-induced protrusion. Both the TFC and laser-induced protrusions are assumed to be of Gaussian shape based on the thermal structural analysis of the electrical heater and laser heating. The dimension of the TFC protrusion are 28 μm along the circumferential direction and 51 μm along the radial direction based on the data from reference [126]. The peak of the TFC protrusion is 16 nm high. The width of the laser-induced protrusion is around 2 μm, and its height is about 8 nm.

(a) Location of the dual protrusion on the rear pad; (b) geometry of TFC (left bigger one) and laser-induced protrusion (right smaller one)
Figure 7.6 shows the force provided by the two protrusions with different heights. The feedback loop stiffnesses (K1 and K2) can be obtained from Figure 7.6 by calculating the curves’ slopes. Since the slider’s flying height variation is usually smaller than 1 nm, we can assume that the stiffness is constant once the protrusion heights are fixed.

The slider’s FHM due to the disk waviness is calculated using the 2-DOF model, as shown in Figure 7.7. The standard deviation of the disk waviness is 0.2 nm. The FHM is reduced to 0.07 nm when the two protrusions are used, while it is about 0.2 nm if no protrusions are used, 0.12 nm if only the laser-induced protrusion is used and 0.07 nm if single TFC protrusion is applied. This indicates that the slider can fly stably with less variation for the dual protrusion case, compared with the single laser-induced protrusion case. The suppression of the FHM can be explained in two ways. First, the existence of the TFC protrusion provides additional excitation to the slider and makes the system stiffer. The stronger feedback (larger overall gain) can compensate more disturbances. Second, the TFC protrusion is able to compensate the phase delay of the system because of the location of the TFC protrusion. In other words, the TFC protrusion senses the waviness disturbance before the laser-induced protrusion and provides a larger phase margin for response. From Figure 7.6, we find that the TFC protrusion provides a lift force 2 orders of magnitude larger than the laser-induced protrusion. The FHM difference between the dual protrusion and the single TFC protrusion cases is very small. Thus, the FHM of single TFC and dual protrusion almost overlap in Figure 7.7. The TFC protrusion is the dominant factor for the dual protrusion design, and the optimized TFC protrusion makes the air bearing more robust.
The FHM of the single laser-induced protrusion case and TFC protrusion are offset by 1 nm and 0.5 nm, the waviness is offset by -1 nm for a better view.

External disturbances result in FHM as well, such as environmental mechanical vibrations and some audio disturbances, which have frequencies of several kilo-Hertz. Figure 7.8 shows a simulated external force disturbance along the z direction (20 kHz square wave disturbance) and the response of the slider to this disturbance when there is no protrusion, a single protrusion (laser-induced protrusion) and two protrusions, respectively. The FHM is 1.5 nm if there is no protrusion, 1.1 nm for a single laser-induced protrusion while it is only 0.2 nm if dual protrusion is used. It is obvious that the disturbance is suppressed more if two protrusions are applied, compared with the no-protrusion and the single laser-induced protrusion cases.

In the HAMR dual protrusion system, the TFC protrusion is the only one that can be adjusted by the change of power to the Joule heater in order to make the slider fly stably. Figure 7.9 shows the FHM change with respect to the TFC protrusion height calculated by the CML dynamic simulator when the separation between the two protrusions is 33 μm. The FHM is normalized to the maximum FHM when there is no TFC protrusion.
the height of the TFC protrusion increases, the FHM decreases, because the TFC protrusion provides stronger feedback to compensate the disturbance induced by the waviness. However, if the TFC protrusion height becomes larger (18 nm), the FHM increases due to overcompensation. Further increase of the TFC protrusion will lead to slider crash and consume more energy. In this case, the slider crashes when the TFC protrusion height is 34 nm.

![Graph showing normalized FHM vs. TFC protrusion height](image)

Figure 7. 9 Normalized FHM vs. height of the TFC protrusion by CML dynamic simulator when the dual protrusion separation is 33 μm.

This dual protrusion design has been verified further by changing the location of the TFC protrusion, using the CML dynamic simulator. Figure 7. 10 shows the normalized FHM with respect to the dual protrusion separation and TFC protrusion height. The stars in the figure indicate crashes. When the TFC protrusion is close to the laser protrusion, the slider crashes even when the TFC protrusion is small. For example, when the separation is 0 μm, the laser-induced protrusion is superposed on top of the TFC protrusion, and head-disk contact happens when the TFC protrusion height is 4 nm. When the separation between the two protrusions is increased (if the separation is 40 μm, for example), the suppression of the disturbance is more obvious and the FHM is small. However, more energy is consumed to get a larger TFC protrusion in order to sustain a minimum FHM, and it is possible that the TFC Joule heater will get damaged at higher power. Thus, there are two concerns during the location optimization of the two protrusions. The first is the contact between the laser protrusion and disk, which happens more likely when the separation between the two protrusions is smaller. The second is the TFC heater power or deformation limit when the separation between the two protrusions is larger.
Figure 7.10 Normalized FHM for different dual protrusion separation and TFC protrusion height. The stars indicate slider and disk contact.

7.4 Summary

A 2 DOF mass-spring-damper model is used to simulate the air bearing system, and the disk waviness is regarded as a disturbance to the equilibrium flying state. The two protrusions caused by the TFC and laser provide additional force and torque excitation to the slider due to the disk waviness, which can be viewed as a feedback loop to compensate the disturbance. The gain of the feedback loop depends on the stiffnesses of the protrusions, which are determined by the protrusions’ heights and positions. The pressures and normal forces under the protrusions are obtained for various heights of the protrusions to calculate the stiffnesses around the protrusions by the CML dynamical simulator. The optimization process of the dual protrusion design has been discussed based on this simplified feedback system.

There are some trade-offs between the TFC power consumption and protrusion-disk contacts for the dual protrusion design. A more powerful TFC protrusion is necessary to suppress the disturbance effectively if the separation between the two protrusions is larger, while protrusion-disk contacts easily occur if the separation is smaller. The FHM of the dual protrusion slider is reduced significantly when the height and location of the TFC protrusion are optimized. The external disturbance induced FHM can also be suppressed by tuning the height of the TFC protrusion while the laser-induced protrusion remains unchanged. Because the laser-induced protrusion has little effect, there is no need to change the power of the laser in the HAMR slider during the writing process. This scheme of using a passive feedback loop to model dual protrusions for flying height modulation analysis and optimization can help to design the HAMR head with a more consistent flying height and greater ability to compensate the external disturbances.
Chapter 8 Plasmonic nanolithography system for patterned media

The storage density of magnetic recording keeps increasing every year by shrinking the size of the magnetic bits. The bit size along the down-track direction should be about 25 nm in order to get a storage areal density beyond 1 Tb/in² [14]. One magnetic bit in the current perpendicular magnetic recording PMR is composed of about one hundred magnetic grains which maintain the same orientation. As the magnetic bit gets more compact, the size of each magnetic grain drops, and finally the phenomenon called superparamagnetism occurs. In this situation, the magnetic grains are no longer thermally stable and the data bit cannot be stored. In order to overcome the superparamagnetic limit, several approaches have been proposed in the past a few years. Bit-patterned media (BPM) [27] is one of those approaches that has the capability to increase the magnetic storage density beyond 1 Tb/in². In BPM systems, each magnetic bit is composed of a magnetic island, which is physically isolated from other magnetic island on the media surface. The number of grains in a magnetic bit is then much less than one hundred. The volume of each magnetic grain can be larger than that in the current (PMR) media so that the magnetic grain is more thermally stable. In this way, the final size of a magnetic bit can be reduced so the storage density can be enhanced. However, there are still some challenges for BPM technology, such as the large volume fabrication of the patterned media disks [38], the head flying stability on the patterned media [127], the control of defects on the media [128], etc.

Nanoimprint technology has been proposed to achieve the large volume manufacture of the patterned media disks. There are several major steps for the production of a patterned media, as shown in Figure 8.1 [129]. In order to fabricate the patterned media disks, a master template with the patterned islands must first be prepared. High resolution lithography tools, such as rotary electron beam lithography systems [130], have been used to define the patterns on the master template. Self-assembly of polymers has been proposed to double the patterns and remove some of the defects. Once the solid master templates are accessible, nanoimprint can be used to replicate the template to millions of pattern disks. In nanoimprint technology, a template is “printed” into a liquid resist film on the surfaces to which the pattern is to be copied. After the patterned template is in contact with the liquid resist, the resist is then irradiated with ultraviolet light for a few seconds, which cures the liquid resist and causes it to solidify almost instantly. Then the original patterned template is removed, leaving a copy of the topographic patterns from the surface of the original template on the target surface. More patterned media disks can be fabricated at relatively low cost by use of the nano-imprint technology. Some other post-processes can be performed to make the disk smooth and functional for magnetic recording, such as planarization, lube and burnish.
The nanoimprint is a template replication process, indicating that the quality of the patterned disk relies on the patterned template. Instead of using expensive and complicated rotary electron beam lithography, a new technology called plasmonic nanolithography [131] can also help to fabricate the pattern template with relative low cost and high throughput. In this chapter, a plasmonic nanolithography machine is introduced, and the specifications of this machine are given as well.

8.1 Introduction of plasmonic nanolithography

Traditional optical lithography has been widely implemented in semiconductor industry. However, the minimum feature size (critical dimension, CD) of optical lithography is limited by the optical diffraction limit, as shown in the equation 8.1:

\[ CD = k_1 \frac{\lambda}{NA} \]  

(8.1)

Here, CD is the critical dimension. \( k_1 \) factor is a coefficient that encapsulates process-related factors, and typically equals 0.4 for production. \( \lambda \) is the wavelength of light used. NA is the numerical aperture of the lens.

The CD of the optical lithography has now been successfully scaled down to 22 nm by use of a conventional 193 nm ArF excimer laser with the assistance of liquid immersion and double patterning techniques. However, in order to reduce the CD to below 20 nm to achieve higher areal densities for bit patterned media (table 8.1) [38], the laser source will probably have to be changed to extreme ultraviolet with a shorter wavelength at about 13 nm [Figure 8.2, ITRS 2013]. The cost of the extreme ultraviolet lithography (EUV) system is expected to surpass 120 million dollars, and it has not yet to be delivered for large volume production. The optical lithography is not able to provide an urgent and cheap solution for the fabrication of the patterned media. Other relatively cheaper approaches should be considered for defining and fabricating the patterned media. A plasmonic nanolithography system introduced in this chapter can be a candidate to
break the optical diffraction limit and has some advantages for patterned media template fabrication.

Table 8.1 Size of a magnetic bit/island and track with respect to areal density [38]

<table>
<thead>
<tr>
<th>Areal density (Tb/in²)</th>
<th>Track pitch (nm)</th>
<th>Bit pitch (nm)</th>
<th>Bit length (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>25</td>
<td>25</td>
<td>13</td>
</tr>
<tr>
<td>1.9</td>
<td>18</td>
<td>18</td>
<td>9</td>
</tr>
<tr>
<td>5.3</td>
<td>11</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>10.3</td>
<td>8</td>
<td>8</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 8.2 DRAM and MPU Metal Level Potential Solutions for ITRS

A plasmonic lens structure (also called near field transducer) has been proposed for the plasmonic nanolithography [130]. The plasmonic lens is able to focus the light to a spot that is smaller than the optical diffraction limit. However, the laser exposure only works effectively when the gap between the plasmonic lens and the lithography wafer is within several nanometers due to the evanescent decay of the near field intensity. To control the gap within a range of several nanometers, a scanning probe system [132,133] and a flying air bearing surface system were proposed [134]. Such a plasmonic nanolithography system with the flying air bearing surface can scan the wafer at ~10 m/s, which is 3 to 5 order faster than a plasmonic lithography system based on a scanning probe. So the throughput of plasmonic lithography based on a flying air bearing surface could be a few orders higher than that based on a scanning probe.

As demonstrated in [133], the plasmonic nanolithography system was mainly composed of a flying air bearing slider, a UV laser, a lithography wafer with thermal
photoresist, and a spinning spindle. The plasmonic nanolithography system is quite close to the HAMR system which was discussed in detail in the first seven chapters. The main difference of the plasmonic nanolithography system from HAMR systems is that the slider for plasmonic nanolithography does not include the magnetic transducer and the wafer has a thermal photoresist rather than a magnetic layer.

As a lithography tool, the machine should have a friendly user interface for user operations and some system parameters for process control. Also, position control for the lithography machine is a key parameter.

Over the past five years, many efforts have been put into the construction and integration of the plasmonic nanolithography machine, including reducing the width of lithography minimum feature size, improving the high resolution positioning system and improving reliability of the HDI. In 2011, a 22 nm half pitch dot array was demonstrated on the prototype of the plasmonic nanolithography machine [135].

In section 8.2, the configuration of the machine is described. In section 8.3, the positioning control is discussed, including both down-track and radial direction position control. In section 8.4, a high speed pattern generation system is introduced. Section 8.5 presents some experimental results. Section 8.6 summarizes this chapter.

8.2 Machine configuration

The plasmonic nanolithography machine has several sub-systems, as shown in Figure 8.3. The lithography machine is composed of an optical system, a spindle system, a linear stage, a rotary magnetic encoder system, a pattern generation system and a central control unit. The machine is built on a vibration isolation table inside a class 100 clean room in order to keep a clean environment.

![Figure 8.3](image-url)
8.2.1 Optical system

The optical system includes a picosecond pulsed laser, some mirrors, prisms, an elect-optical modulator (EOM) to modulate the laser pulse, an optical writing head and an air bearing slider with a plasmonic lens.

The laser beam is emitted from the laser and reaches the EOM first. The EOM is able to modulate the laser at 80 MHz. When the modulation signal is high, the laser passes the modulator and exposes the wafer; when the modulation signal is low, the laser is blocked by the EOM and the wafer is not exposed.

By feeding the modulated signal to the EOM from a pattern generator, the exposure to the wafer can be controlled dot-by-dot. Figure 8. 4 shows the dynamic response of the EOM to the input modulation signal. The feeding signal was at 80 MHz. The blue curve is the modulation signal to the EOM. The red curve is the modulated laser output, which is captured by a high speed photo detector. There is a constant time delay of about 3 ns between the input and modulated output.

![EOM output laser modulation and EOM input signal](image)

Figure 8. 4 Laser modulation by an EOM. The input and output were both 80 MHz.

The optical writing head is mechanically connected to a motorized linear stage and a carriage. The motorized linear stage (called the z-motor) is installed to adjust the position of the writing head in the direction perpendicular to the disk. Meanwhile, a moving carriage positions the head along radial direction. The main components of the optical head are shown in Figure 8. 5. There is an objective lens inside the optical head to focus light to a plasmonic lens on the air bearing surface of the slider. The objective lens is attached to a high resolution piezo actuator (labeled as the z-actuator) which is widely used for microscope objectives. This z-actuator provides a linear motion perpendicular to the disk surface (z-direction). It is used to compensate the vertical run-out motion of the disk and keep the laser beam well focused onto the plasmonic lens. The z-actuator is mechanically attached to a flexure structure, shown in Figure 8. 6a. Two electrical-piezo actuators are embedded inside the flexure to drive the flexure in the x and y directions. It is able to compensate the drift of the laser beam in both the x and y directions and keeps the beam aligned to the plasmonic lens. The drift of the laser beam usually comes from the misalignment of the optics and thermal expansion of the stage. Two capacity sensors
are installed to monitor the motion of the flexure. The function of the optical writing head is to adjust the objective lens in all x, y and z directions to make the beam well focused and aligned onto the plasmonic lens during the lithography process.

![Diagram of the optical head](image)

**Figure 8. 5 Structure of the optical head**

![Diagram of flexure](image)

**Figure 8. 6 Flexure to assist laser beam alignment to the NFT (a) schematic design of the flexure; (b) photo of the flexure**

The air bearing surface design is shown Figure 8. 7 [133]. The numerical simulation showed that the slider flies at around $20\pm2$ nm when the speed is 10 m/s.

Different designs of the plasmonic lens can be fabricated to the surface of the flying slider by some nanolithography technologies, such as a focused ion beam or scanning electron beam lithography. The thermal profile and coupling efficiency depends on the design of the plasmonic lens, as well as the optical and thermal properties of the wafer. A phase change material, which is composed of Te and TeO$_x$, is used as a thermal photoresist. A thin film of the phase change material is deposited onto the glass substrate by use of standard sputtering tools. When the temperature increase of the photoresist film...
reaches the threshold temperature, the phase transition occurs. Then the changed material is further selective etched away, so the lithography pattern is formed. The minimum feature size of the lithography pattern is determined primarily by the thermal profile on the photoresist film. A smaller focus spot from the plasmonic lens is beneficial for reducing the minimum feature size.

Figure 8. 7 Oblique view of the ABS. The topography is scaled up by a factor of 200 for better illustration

8.2.2 Linear stage for radial positioning

A radial positioning carriage is driven by a linear stage to provide a motion of the optical writing head along the radial direction. Combining this with the circumferential motion of the spinning wafer provides a complete two-dimensional lithography writing system.

The linear stage was designed and built at the Center for the Precision Metrology in UNC Charlotte. As shown in Figure 8. 8, the machine is composed of a base that stands on the vibration isolation table, a carriage that is suspended from the base by the air bearings, two vacuum preloaded air bearings that keep the carriage in contact with the shoulder so the motion of the carriage is straight, two electromagnetic motors on both sides of the carriage that can drive the carriage along the radial direction and two Eddy current dampers that are used to make the motion of the carriage smooth.

Figure 8. 8 3D design (a) and (b) photo of the linear stage
A high resolution linear encoder scale is embedded in both motors to provide the position information of the carriage. The linear scale has a resolution at 5 nm. The encoder signal is counted by a FPGA real-time target to calculate the position of the carriage. The control algorithm is implemented in the real-time target to give a feedback signal to drive the two motors to follow the desired trajectory.

The position control algorithm was designed by the Mechatronics and Controls Laboratory at the University of California, Los Angeles. There are four basic motion modes for the linear stage. One is the position mode which allows users to move the carriage to any position within the carriage motion stroke at a fixed speed. The second mode is the velocity mode which allows moving the carriage at some constant speed set by the user. The third mode is the trajectory mode. In this mode, the stage follows the trajectory designed by the user. The last mode is the increment mode. A fixed step increment can be performed in this mode. The step size is set by the user.

The position control resolution is determined by the linear encoder resolution and the control algorithm. Figure 8. 9 shows the motion of the carriage when the carriage was moved at different speeds for a short period. At a stationary position, the carriage vibrated within 40 nm peak to peak. The shaking of the stage probably came from external disturbances, such as the vibration of the floor and table, acoustic disturbance from the building cooling system, or compressed air fluctuation for the air bearings. When the stage moved at a particular speed, the shaking of the stage became more pronounced than that in a stationary test. The positioning performance was worse when the speed of the stage was higher.
Figure 8.9 Stage positioning error when the stage was moved at different speeds: (a) the stage was stationary; (b) the stage was moved at 5 \( \mu \text{m/s} \); (c) the stage was moved at 33 \( \mu \text{m/s} \);

### 8.2.3 Magnetic encoder for circumferential positioning

The circumferential positioning is as important as the radial positioning. A magnetic rotary encoder system was developed at UC Berkeley to provide the high resolution angular position for the rotary spindle [136]. A PMR disk was used as an encoder mask on which the periodic magnetic scales are recorded by a flying magnetic head. The size of the magnetic scale on the magnetic disk can be much smaller than an optical scale. The weak magnetic readback signal from the magnetic scales can be retrieved stably by a magnetic reader which is integrated in the magnetic head. In the current configuration, the resolution of the magnetic encoder is about 2.8 million counts per revolution (CPR), which is higher than that of the usual commercial optical encoder [137] and the magneto-optical technology based rewritable magnetic encoder [138].

This magnetic encoder system has the capability to make in-situ error correction by rewriting the magnetic code disk. It is suitable to assist in the fast patterning of both electron beam lithography and plasmonic lithography machines, which requires high
resolution, high accuracy, high responsiveness and compactness. More details about this magnetic encoder system are given in section 8.3.

8.2.4 Pattern generator

A lithography machine should have the capability to convert any user-designed lithography pattern into the real lithography pattern on the wafer. A pattern generator was developed to achieve this pattern conversion. As demonstrated in Figure 8.10, the logo “CAL” is converted to a binary matrix. This binary matrix is loaded into a pattern generator to generate the modulation signal for the EOM. For example, a gray color “0” means an unexposed pixel on which the laser is turned off, while a highlighted “1” means there is a laser exposure for one pixel. During the writing process, the lithography writing head scans the wafer in the radial direction using the translational motion of the head along the radial direction and in the circumferential direction because of the rotation of the wafer. Based on the writing head position, the pattern generator determines which pixel should be output. By exposing the wafer pixel by pixel, the designed lithography pattern can be finally fabricated on the wafer.

Taking advantage of a field programmable gate array (FPGA), the pattern generator can generate a modulation signal at a rate over 500 MHz based on current capability of the FPGA card. This means that the ideal duration for writing a pixel could be about 2 ns if the bandwidth limit of the EOM is ignored. A faster modulation signal would allow the wafer rotate faster so the throughput could be raised.

In order to enhance the lithography yield, this pattern generator also has the capability to support parallel writing. It is able to generate several laser modulation signals simultaneously and independently. Those modulation signals from the pattern generator can separately control several EOMs and writing heads. More details of the pattern generator are given in the section 8.4.

(a)  
(b)

Figure 8.10  (a) User designed pattern: a “CAL” logo; (b) a binary matrix of the “CAL” logo, used for pattern generator
8.2.5 Central control unit (CCU)

The central control unit provides a user graphic interface to help control and monitor the entire lithography process. The CCU is developed based on a labview real-time target.

An operation process flow chart is shown in Figure 8.11. A homing function should be performed before the lithography starts. The optical head can be loaded by controlling the z-motor in the CCU. Then the slider is load onto the spinning disk. After that, the slider starts to fly at the radius of the home position. The laser alignment can be adjusted to make the beam well aligned and focused to the plasmonic lens by changing the driving voltage for the flexure and z-actuator in the optical writing head. The drift of the alignment during the lithography writing can be compensated by adjusting the flexure as well.

A systematic check is performed to make sure that every component works properly. Then, a trigger signal triggers the pattern generator to initialize the pattern generator. Simultaneously, the linear stage starts to move, and the 2D lithography writing starts. The working status for the linear stage, spindle, and optical writing head is monitored and recorded. If any systematic error occurs, the lithography process will be stopped by blocking the light. Once the lithography writing is finished, the optical writing head is unloaded by controlling the z-motor to move the optical writing head up. Then, the spindle stops and the wafer is unloaded from the spindle for further pattern inspections.

8.3 Magnetic Rotary Encoder

8.3.1 Introduction

In the rotary lithography systems, a rotary encoder for angular positioning is necessary. Two kinds of rotary encoders are widely used. One is an optical encoder that uses an optical code disk and an optical head to get the readback signal. Its resolution relies on the quality of the code disk, disk installation, dynamic response of the optical head and the head detection resolution. An optical encoder is always limited by the
optical diffraction limit. The widely used optical encoder provides a resolution range from hundreds of counts per revolution (CPR) to a couple of million CPR [136]. To implement the optical encoder for the plasmonic nanolithography system, an expensive high resolution optical encoder must be precisely installed.

The second kind of rotary encoder is the magnetic encoder. A magnetic encoder is based on the magnetic readback signal from a magnetic code disk. Some magnetic encoder systems have the capability to also do the magnetic code writing [137]. The magnetic encoder can achieve similar resolution as the optical encoder. The advantage of the magnetic encoder over the optical encoder is that error correction is available for some magnetic encoder systems, in which the code disk can be rewritten.

In this section, a novel high resolution and fast response magnetic rotary encoder system based on a magnetic read/write head and a perpendicular magnetic disk is introduced. The size of the magnetic scale on the magnetic disk can be much smaller than that of the optical scale or the magneto-optical disk. And the weak magnetic readback signal can be retrieved stably by a magnetic reader which is integrated in the magnetic head. In the current configuration, the resolution is about 2.8 million CPR which is higher than the usual commercial optical encoder or the magneto-optical technology based rewritable magnetic encoder. The magnetic encoder system proposed in this work has the capability to do in-situ error correction by rewriting the magnetic code disk. It is suitable to assist in the fast patterning of the electron beam lithography or plasmonic lithography machines, which require high resolution, high accuracy, high responsiveness and compactness.

8.3.2 System configuration

A schematic block diagram of the encoder system is shown in Figure 8.12. An air bearing spindle is used. The rotation speed can be adjusted by the spindle controller. The magnetic encoder disk and lithography sample are both mounted to the main shaft of the spindle and spin together at the same speed.

Figure 8.12 Schematic block diagram of the magnetic encoder system for the plasmonic nanolithography machine
An air bearing spaced magnetic head flies stably over the magnetic encoder disk. A magnetic read/write device is used to write the encoder patterns on the PMR disk and retrieve the readback signal of the encoder patterns. The density of the encoder can be adjusted by tuning the writing frequency by the FPGA (Virtex-5 ML506). Fig 8.13 shows a magnetic force microscope (MFM) image of the magnetic encoders. The bright and dark colors in Figure 8. 13a indicate different polarizations of the magnetic scales. The pitch between two adjacent magnetic scales was about 90 nm, as shown in the profile along a down-track direction. The frequency of the writing signal was 40 MHz. The readback signal had the same frequency at 40 MHz if the spindle speed remained constant.

![Figure 8.13](image.png)

(a) MFM image of two magnetic encoder tracks, the scale bar is 1 μm
(b) MFM scanned profile of the bottom magnetic encoder along the down-track direction

However, some encoder measurement errors are introduced if the position of the flying head changes relative to the track center due to the spindle’s lateral run-out or other external disturbances. The amplitude of the readback signal becomes too weak if the head flies with a large offset to the track center. In order to make the head fly on the track center and reduce the encoder readback error, a track following servo system was developed.

A structure of interleaved servo sectors and encoder sectors is used for the track following servo system, originated from the servo system in current hard disk drives [140]. Dual-frequency servo bursts are used to code the relative offset of the head to the
center of the track. A FPGA based high speed signal processing module is used to decode the position offset of the head and achieve the in-situ head position control [141, 142].

Figure 8. 14 shows the structure of the interleaved servo sectors and encoder sectors. There are 1024 servo sectors and 1024 encoder sectors for a complete magnetic track on the disk. The length of a servo sector is a few microns, while that of an encoder sector is more than 200 microns. There is a blank zone between every servo and encoder sector. There is no magnetic information in the blank zone so the readback signal on the blank zone is weaker than that of the servo and encoder sectors. When the magnetic head flies over the servo sectors, a trigger signal is generated to begin the calculation of the head offset from the track center from the readback spectrum. Then an electrical piezo stage drives the head back to compensate the offset so that the head can continue to fly along the center of the track when it enters the blank zone and encoder sector. When the servo sector ends and the head enters the blank zone, a counter in the FPGA becomes initialized and waits for the encoder signal. The amplitude of the readback signal on the blank zone is not large enough to trigger the counter in the FPGA. But as the head enters the encoder sector, the pulse of the readback signal from the encoder sector triggers the counter and the angular information is obtained from the counter.

![Figure 8.14 Servo scheme for the magnetic encoder system](image)

8.3.3 FPGA based servo system for track following

Modern HDDs use an embedded servo format in which the servo information is interleaved with the data sectors on the disk. The head senses the servo signal and extracts the magnetic head position relative to the track center, which is called the position error signal (PES). The position decoding algorithm depends on the position
coding method. Figure 8. 15 shows the typical interleaved servo sectors and the PES bursts pattern used for position encoding. Usually there are a few hundred servo sectors for an entire track which provide a PES sampling rate of about several kHz. The PES bursts consist of 4 or more magnetic blocks, staggered along the down-track direction. The burst pattern, when scanned by the magnetic reader in the magnetic head, gives an analog waveform consisting of a series of voltage pulses with alternating polarity at a specified frequency. The magnitudes of the waveforms for the 4 bursts are determined by the offset between the reader and each burst center, so the position information is encoded into these 4 readback waveforms. When the head has positive, zero or negative offsets, the readback signals of the four bursts are different, as shown in Figure 8. 15b. The length of each burst is about 5 μm, which is necessary to get a good performance considering the speed of the signal processing and device response. The PES servo bursts occupy about 5% of a track in total.

The magnitudes of the bursts' waveforms in the servo sectors are measured quantitatively by using peak detection or area detection methods to calculate the PES. The PES quality is highly sensitive to the quality of the pre-recorded servo pattern during the manufacturing. It requires expensive external systems for positioning the write head to write the staggered servo patterns, and frequent calibrations are required.

Recently, the dual-frequency servo burst method was proposed [143, 144, 145] to replace the traditional servo bursts for the extraction of the PES. As shown in Figure 8. 15c and d, only two servo bursts are used to decode the position. The spectrum of the servo bursts readback signal varies with the offset of the magnetic head reader from the track center. Al-Mamun et. al [141] stated that the dual frequency servo scheme would reduce the servo overhead and relatively increase the PES sampling frequency. Thus, it could improve the performance of the servo controller and finally help increase the track density. However, only theoretical simulations and offline experimental results were shown in that work. Wong et. al [142] built a PC-based servo control system using the dual-frequency servo scheme. Its performance relied on the speed of the PC and the operating system. In their study, the sampling rate was limited to 15 kHz. Guzik et. al [143] used analog devices such as band pass filters and comparators to demodulate the dual frequency servo. Here, a high-speed servo system based on the FPGA is introduced to implement the dual frequency decoding method and track following controller for HDDs.
Figure 8. 15 Servo systems in the HDDs showing a typical conventional servo sector; magnetic readback signal of the conventional servo bursts when the head has different offsets from the track center; proposed dual frequency servo bursts; spectrum of the readback signal for dual frequency servo bursts.

The FPGA is an integrated circuit designed to be configured by the user or designer after manufacturing, hence the name "field-programmable". The FPGA shows great potential for real-time hardware computation and emulation [146], real-time control [147], data processing [148], signal synthesis [149], communication [150] and other applications in industrial controllers [151]. The FPGA can be a good choice for the implementation of the position decoding and the control algorithm because of its portability, ability to be reconfigured and rapid parallel processing.

Here we demonstrate a 25.6K samples per second sampling rate for the PES, which is comparable to the PES sampling rate in current HDDs. The maximum sampling rate of the PES can be upgraded to 130 kHz by taking full advantage of the FPGA. The real-time controller is able to compensate the major disturbance induced by spindle run-out using the repetitive control algorithm. The performance of the controller can verify the feasibility of the FPGA based servo system for HDDs.
As shown in Figure 8.16, the complete system consists of two major parts. The first one is the in-situ PES generation system that gets the real-time position offset of the magnetic head. It includes a spin-stand, a magnetic reading and writing (R/W) device to record and sense the servo sector, a high resolution piezo stage to move the head back on track along the radial direction, a high speed analog-to-digital converter (ADC) from Analog Device (AD9481) to capture the data and transmit it to a FPGA board from Xilinx (Virtex-5 ML506) and a digital-to-analog converter (DAC) to convert the digital PES from the FPGA to an analog format. The digital FPGA board is the core of the in-situ PES generation system, and the decoding algorithm is programmed using very-high-speed integrated circuits (VHSIC) hardware description language (VHDL). Then, the program is downloaded into the FPGA for execution. The DAC and ADC are introduced here to make the digital FPGA board compatible with some other peripheral analog devices. The second part is the real-time control system, which consists of a Labview FPGA card from National Instruments (NI PCI-7833R) and a piezo stage amplifier. The control algorithm can be easily and quickly implemented in the real-time target. The controller output is amplified by the amplifier to drive the piezo stage to do the compensation.

![Real-time PES generation](image)

**Figure 8.16 Configuration of the FPGA based servo system for HDDs.**

The FPGA outputs the signal to the magnetic R/W device to write the servo tracks on the disk. The readback signal is amplified by the R/W device, and captured by the ADC at a sampling rate of 200MHz. Then, the digitized readback signal is transmitted to the FPGA for spectrum analysis. The 200 MHz clock is used to drive the ADC and process the result in the FPGA, synchronizing them using the digital clock management (DCM) technology in the FPGA. The spectrum is extracted in the FPGA by performing the 540 points DFT. The 8 bits digital PES data is obtained from the DFT spectrum results. Then the digital PES data is converted to an analog format signal by a DAC in the FPGA. In this system, the maximum PES sampling rate is 25.6 kHz if 1024 servo sectors are recorded to the disk and the spindle runs at 1500 RPM. The analog PES is used as the input for the track following controller in the real-time control system. The control output is computed in the real-time control target, and then it is amplified by the voltage amplifier to drive the piezo stage.
Figure 8. 17 shows a schematic plot of the PES generation system as well as the timing of the decoding process. The DCM provides different clock frequencies (CLK) to drive different processes and devices including the DAC, ADC and the R/W device. The data pipelines for the ADC, DFT and DAC are synchronized and initialized by the process management module. The process management module sends out a trigger (data_input) to the DAC to start acquisition of the data at 200 MHz beginning with the dual frequency servo bursts. The digital data feeds into the pipeline and is stored in a 1024 by 8 bits buffer, which is used to increase the robustness of the program. Once the first data becomes valid in the buffer, the process management initializes the DFT module. Then the whole data frame of 540 data points goes to the DFT module in sequence from the buffer. Right after the whole frame has been transferred to the DFT module, the Fourier transformation starts to calculate the spectrum using radix-2, -3, -4 and -5 butterfly operations. The spectrum results are then ready to be accessed after the transformation is finished. There is a major latency between the first point of the signal data acquisition and the output of the spectrum, represented by d1 in Figure 8. 17b. This delay can be attributed to the data transmission within the buffer, DFT module and the Fourier transformation calculation. Once the magnitudes at about 27 MHz and 33 MHz are obtained from the spectrum, the PES calculation process is enabled by the trigger (DFT_done) to calculate the PES from these two magnitudes. The PES calculation leads to a second delay, as represented by d2 in the timing diagram. After the calculation process is completed, the PES is stored in another buffer. Then the process management activates the PES conversion process by the trigger designated as “calculation_done”. The PES conversion process converts the digital PES to an analog signal and outputs the analog PES at the output pins of the DAC board. This conversion process leads to the third delay represented by d3. The “conversion_done” signal is switched to “high” after the conversion is finished. The current analog PES is then latched until the next servo burst sector comes. The buffers and trigger signals are reset to prepare for the next servo burst and decoding process.

All three delays have been measured by a digitizer card (Innovative Integration X5-GSPS) at 1.5 Giga samples per second, as shown in Figure 8. 17c. d1 took about 6.1 μs, d2 was 0.9 μs and d3 was 0.7 μs. Thus the total delay was about 7.7 μs, indicating that the bandwidth of the PES decoding can be as high as 130 kHz in the current configuration. The bandwidth can be further increased if a clock faster than 200 MHz for data acquisition and transformation is employed.
8.3.4. Servo and encoder writing and reading

The dual frequency servo burst patterns explained in section 8.3.3 were written on a 3.5 inch magnetic disk using the system described above. The second servo track was written adjacent to the first servo track and the distance between the two track centers was about 200 nm. This distance was controlled by the high resolution piezo stage.

Figure 8. 18a shows the magnetic readback signal when the head was flying near the middle of the servo and encoder sectors. The readback signal was captured by a high speed data acquisition card (Innovative Integration X5-GSPS) at 1.5 GHz. The readback signal of the servo sector is a convolution of two signals with different frequencies, as shown in Figure 8. 18b. The spectrum is shown in Figure 8. 18c. Both the 27 MHz and 33 MHz servo burst tracks made contributions to the readback signal so there were two peaks near these two frequencies in the spectrum. The magnitudes of the peaks were slightly different because the magnetic field strengths were different for these two tracks. There were also some subtle peaks at the harmonic frequencies.
The readback signal of the blank zone was much weaker than that of the servo and encoder sectors. The readback signal of the encoder sector was a single tone signal, as indicated by the spectrum of the encoder readback (Figure 8. 18f).

![Figure 8. 18 Measured readback signal of the written tracks](image)

(a) Readback signal of the interleaved servo, blank and encoder sectors, (b) readback signal of the servo sector, (c) frequency spectrum of the servo sector readback, (d) readback signal of the blank zone, (e) readback signal of the encoder sector, (f) frequency spectrum of the encoder sector readback

The high resolution piezo stage can precisely move the magnetic head along the off-track direction. The relationships between the piezo stage voltage input, displacement and velocity were calibrated by a laser doppler vibrometer (LDV) and optical displacement sensor before beginning the PES calibration.

The PES calibration and measurements were conducted following the steps outlined below:

1. Mark one of the servo burst sectors as the calibration sector. The FPGA provides a trigger signal to synchronize the following signal acquisition process when the magnetic head arrives at this sector every revolution.
(2) Move the head along the radial direction with constant speed (125 nm/s) by the high resolution piezo stage. The spindle spins at 1500 RPM. So the head moves 5 nm every revolution when it arrives at the calibration sector.

(3) Capture the raw magnetic readback signal and PES signal of this calibration sector for every revolution. The voltage driving the piezo stage is recorded.

The PES is defined here as the difference between the magnitudes of the two frequency components. The displacement is calculated from the piezo stage voltage input based on the piezo stage calibration results. Then the correlation between the PES and the displacement is calibrated, as shown in Figure 8. 19. When the magnetic head is near the middle of the two servo tracks, the relationship between the PES and the offset is almost linear. The inset linear regression shows that the slope of the PES is 2.62 (-+0.03) mV/nm. However, when the head is close to the center of each servo track, the linearity deteriorated and saturation occurs because the size of the magnetic sensor (reader) is somewhat smaller than that of the track pitch. Great care should be taken when designing the controller to deal with the nonlinearity, such as using composite nonlinear-feedback control [152].

Figure 8. 19 Relationship between PES and the displacement.

8.3.5. Track following controller and its implementation

In HDDs the standard deviation of the PES (σ_PES) is a parameter used to quantify the performance of the track following controller. The design goal of the controller is to reduce the σ_PES to about 10% of the track pitch, which gives a good reading and writing performance in HDDs [153]. In our system, the track pitch is about 200 nm, so a good controller should be able to maintain the σ offset of the magnetic head within 20 nm. The major disturbance in the system is the spindle run-out, which depends on the spindle spin speed. When the spindle rotates at 1500 RPM, the major run-out is 25 Hz, and there are some other significant harmonic components as well.
The frequency response of the piezo stage with the head cartridge plant has been measured by the LDV, as shown in Figure 8. 20. The plant model had 2 weak structural resonances. The first resonance was close to 500 Hz.

Figure 8. 21 shows the structure of the real-time control system. The in-situ PES generation system (FPGA 1) outputs the real-time PES to the real-time controller (Labview FPGA). The control algorithm is designed and implemented in the Labview FPGA card.

![Frequency response and identified model of the piezo stage with head cartridge](image)

Here, a simple PID and repetitive controller [154, 155] was designed and implemented to reject those repeatable spindle run-out components. The well-tuned PID controller is designed to stabilize the closed loop system. It also has appropriate bandwidth to reject the non-repetitive run-out disturbance, such as stage thermal drift. To reject the repeatable spindle run-out, which is the major disturbance in our system, we adopt a repetitive controller. The repetitive controller runs on top of the PID controller to cancel the repeatable run-out. These two control algorithms are chosen because they are relatively easy and fast to implement and tune. Meanwhile the performance can meet our design requirements. The combination of these two controllers can help to verify the feasibility of this FPGA based servo system.
Figure 8. Schematic diagram of the HDD servo controller based on the FPGA. (a) real-time control system structure; (b) combination of PID and repetitive controller in the Labview FPGA.

The bandwidth of the Labview card is limited to 1 kHz, which is lower than the PES generation rate. However, this bandwidth is high enough to deal with the low frequency (25 Hz and its harmonics) spindle run-out. Furthermore, the bandwidth of the controller can be extended to several tens of kHz by using a DSP board.

The identified transfer function of the piezo stage plant model in the Laplace domain was

$$P(s) = \frac{4651 s^4 + 3.99 \times 10^6 s^3 + 2.55 \times 10^{11} s^2 + 7.17 \times 10^{13} s + 2.13 \times 10^{18}}{s^5 + 5663 s^4 + 5.40 \times 10^7 s^3 + 2.67 \times 10^{11} s^2 + 4.67 \times 10^{14} s + 2.06 \times 10^{18}}$$

The plant model is discretized when it is implemented in the Labview FPGA at 1 kHz.

The repetitive controller in this work is described as:

$$C_{rep} = \frac{z^{-N}}{1 - Q(z^{-1})z^{-N}}$$

The delay chain N in the repetitive controller is determined by the spindle run-out frequency and the controller sampling rate. When the sampling rate is 1 kHz and the basic frequency of the spindle run-out is 25 Hz, N is set to be 40. Q is a zero-phase low-pass filter used to enhance the robustness of the repetitive controller. In this work, Q is selected to be:

$$Q(z^{-1}) = (0.25z + 0.5 + 0.25z^{-1})^2$$
Figure 8. 22 shows the sensitivity function plot. The plot indicates that this controller is able to effectively reject the periodic disturbance at 25 Hz as well as its harmonics. So the PES can be reduced when the loop is closed.

![Sensitivity function plot](image)

Figure 8. 22 Sensitivity function of the servo system.

Figure 8. 23 shows the PES in the time domain with the controller turned on and off. When the servo controller is activated, the standard deviation of the PES is reduced to 11.5 mV compared to 60 mV when the controller is off. Using the PES calibration results, we can convert the PES to displacement. The standard deviation of the magnetic head motion offset to the reference track center was attenuated from 23 nm to 4.3 nm after the controller was turned on. Obviously, the controller performance was better than the desired requirement, which is to control the offset of the magnetic head within 20 nm. The spectrum of the PES (Figure 8. 23b) illuminates the strong attenuation of the disturbance at the fundamental and harmonic frequencies. The first 4 repeatable run-out components (25 Hz, 50 Hz, 75 Hz and 100 Hz) were reduced by 21 dB, 18 dB, 17 dB and 13 dB, respectively.

![PES history and spectrum](image)

Figure 8. 23 (a) PES history when the controller is switched on and off; (b) spectrum of PES
It has been shown that the track-following servo can work effectively to attenuate the run-out disturbance and make the magnetic head fly above the center of the magnetic track. A stable encoder readback signal can be achieved with this effective track following servo system.

8.3.6 Digitized encoder and timing jitter

After a stable analog readback signal of the encoder is obtained with the assistance of the FPGA based track following servo system, this analog readback signal is then further digitized by use of a voltage comparator attached directly to the FPGA card. The digitized encoder signal is transmitted to the FPGA card. The angular information is retrieved by counting the rising or falling edges of the digital encoder signal. Considering that the pitch between two adjacent bits is 90 nm and the radius of the encoder track is 42 mm, the angular resolution of this magnetic rotary encoder can reach about 2 μrad. A delay locked loop (DLL) is implemented in the FPGA to stabilize the encoder trigger and the DLL can also generate a differential encoder signal to achieve even higher resolution. Figure 8.24 shows the magnetic encoder readback signal (offset by 200 mV) and the locked digital signal from the FPGA. It shows that the FPGA was triggered by every rising edge of the analog readback signal from the encoder sector.

![Figure 8.24 Analog readback signal from the magnetic encoder and digitized signal from the FPGA.](image)

Further signal jitter analysis was performed for the locked signal from the FPGA. The jitter analysis was performed in the procedure described below:

1. Measure the duration (rising edge to rising edge) of one clock cycle
2. Wait a random number of clock cycles
3. Repeat the above steps 10,000 times
4. Compute the mean, standard deviation (σ), and the peak-to-peak values from the 10,000 samples

The histogram of the period variation is plotted in Figure 8.25. The mean value of the period between two adjacent rising edges of the digital signal is 25 ns. The standard
deviation of the period jitter is 0.7 ns, which corresponded to about 5 nm root-mean square jitter of the position along the circumferential direction and 0.1 μrad angular jitter.

Figure 8. 25 Histogram of the period variation of the magnetic encoder

The performance of the magnetic encoder was compared with the optical encoder. A starting point on the disk was defined in the magnetic encoder and optical encoder. When the slider flew over this start point, the high speed DAQ started to record the magnetic encoder and the optical encoder readback signal simultaneously. This signal acquisition was performed for several revolutions. The relative time delay between the first magnetic encoder pulse and optical encoder pulse was analyzed, as shown in Figure 8. 26. The readback of the magnetic encoder at different revolutions matched, indicating a good repeatability of the magnetic encoder. However, the optical encoder showed a time uncertainty of about 20 ns. This time uncertainty was quite reasonable because the optical encoder edge detection is limited by its diffraction limit. The optical diffraction limit was about ~100 nm while the spindle linear speed was about 5 m/s, so the time uncertainty of the optical encoder could be about 20 ns.

Figure 8. 26 Time uncertainty of the magnetic encoder and optical encoder in 6 revolutions’ readback
In summary, an ultra-dense magnetic rotary encoder system is introduced. Interleaved servo and encoder sectors were recorded on a perpendicular magnetic recording disk. A magnetic read/write head flew above the magnetic track to get the readback signal of the magnetic track. The readback signal from the servo sector was used to decode the position offset of the head to the track center. A FPGA based track following servo was developed and implemented to allow the head fly above the encoder track center. The readback signal of the encoder was stable when the track following servo worked effectively. A FPGA was programmed to accomplish the high speed signal processing for the stable encoder signal. The angular position of the spinning disk was obtained by counting the pulse of the encoder signal at a rate of several tens of Mega Hertz.

In the current configuration, this encoder system reaches a resolution at 2.8 million CPR. The pitch between two encoder counts is 90 nm, corresponding to about 2 μrad angular resolution. The standard deviation of the angular jitter is about 0.1 μrad. This magnetic encoder shows less time uncertainty compared to the traditional optical encoder. Higher resolution can be achieved by using a denser magnetic encoder or a delay lock loop to differentiate the phase between two encoder counts.

8.4 Pattern generator

The pattern generator is a critical component for the plasmonic nanolithography machine to be able to convert the user designed lithography pattern to the wafer pattern at high speed. Meanwhile, if multiple NFTs and optical writing heads are used in parallel for one wafer writing, the writing time can be reduced further. However, the high-speed pixel by pixel and multiple head parallel writing style of this lithography machine imposes stringent signal processing requirements for highly accurate pattern placement.

We developed a FPGA-based high speed parallel pattern generator to satisfy the requirements of this plasmonic lithography machine. The FPGA has the capability to process several signals in parallel within a couple of nanoseconds. Also, this FPGA based pattern generator can be easily cloned, integrated, and scaled-up for massive implementations. As shown in Figure 8. 27, several pattern generators can be integrated together to form a pattern generator array. Each pattern generator inside the array can work independently and generate a modulation signal to control each EOM, respectively.
In the current pattern generator, the user designed lithography patterns are converted to a binary matrix, and this matrix is loaded into the memory of a FPGA card. This massive arbitrary pattern matrix could be loaded and stored inside the FPGA if the storage space allows. Dynamically reloading of the matrix is possible by accessing the memory using some third-party software, such as Adept from Digilent [156].

The pattern generator extracts the modulation signals from the binary matrix one by one, according to the position of the lithography head. The row of the matrix indicates the circumferential direction writing on the wafer. Once the spindle finishes a full revolution, a complete row is fully extracted out. Then, the pattern generator shifts to the next row and starts to extract the elements in the next row one by one.

The shift of the elements in the matrix is achieved by a function called a finite-state machine (FSM). The FSM is a robust technology to perform a predetermined sequence of events depending on an order of these events. The FSM is driven by a master clock at 320 MHz in the current configuration. The shift is also synchronized with the magnetic encoder, which corresponds to the circumferential angular position.

Figure 8. 28 shows the FSM flow chart. After the lithography machine CCU finishes the status check, the pattern generator is reset and initialized. The reset and initialization is performed within one driving clock cycle at 320 MHz. Then the FSM enters a state called idle 1 and waits for the index of a revolution and the magnetic encoder. The index signal is high when a new revolution starts. After that, the first rising edge of the magnetic encoder drives the FSM to a state called output. In the output state, the FSM extracts a few elements one by one from the current row of the pattern binary matrix. The number of elements that are extracted can be set by the user. In the current configuration, the default number is 2 when the magnetic encoder is at 40 MHz. The shift and extraction of the elements can be finished in one clock cycle at 320 MHz. The FSM stays in the output state until all of the two elements have been output. After that, the FSM enters idle.
2, at which state the FSM waits for the magnetic encoder to become low. Once the falling edge of the magnetic encoder comes, the FSM re-enters the output state to extract another two elements. In a complete revolution, a complete row of the pattern matrix is fully extracted, and then FSM gets into the shift state. In the shift state, the FSM moves to the first element of the next row. After one clock signal, the FSM moves into a wait state. If there are still some rows that have not been extracted from the binary pattern matrix, the FSM moves to the idle 1 state and prepares for a new cycle to extract the elements one by one from the current row for a new revolution. If all the elements of the binary matrix have been extracted, the FSM moves to a stop state. In this case, the whole lithography writing has been completed. During the entire lithography process, if any error occurs, the signal of the status check from the CCU becomes low and the lithography process is stopped. The lithography process can be recovered if the status recovers to normal.

The output from the pattern generator was simulated by a hardware simulator (Modelsim) for the FPGA. As shown in Figure 8. 29, two elements of "10" were extracted for every rising and falling edge of the magnetic encoder. The first element "1" was output after one clock's delay because the shift of the state from idle to output in the FSM took one clock signal. The experimental pattern output and the magnetic encoder signal were captured, as shown in Figure 8. 30. It verifies that two elements "10" were generated after every rising and falling edge of the magnetic encoder.

Figure 8. 28 The flow chart of a finite state machine in the FPGA

Figure 8. 29 Simulated pattern output from Modelsim.
Figure 8.30 Measured pattern output and magnetic encoder by a high speed DAQ.

It can be seen from Figure 8.30 that the pattern generation is synchronized with the magnetic encoders. There is some time delay between the pattern output and trigger events due to the shift process of the FSM. These time delays between the pattern output and rising edge or falling edge were not exactly the same. The uncertainty of the time delay could cause an additional stitching error of the lithography patterns. The statistics over 2000 delays show that the average delay was around 3.2 ns which was about one clock cycle when the clock was 320 MHz. The standard deviation of the delay time was 0.5 ns.

The pattern generator has been tested by use of the free laser beam exposure in the lithography machine. Figure 8.31 shows an optical image of the "CAL" logo. This logo was exposed in the lithography machine. The lithography results verified that the pattern generator can successfully convert the user designed patterns to a real lithography pattern on the wafer.
In this section, a FPGA based pattern generator was introduced for the plasmonic nanolithography machine. The pattern generator can convert any user-designed lithography pattern to a binary matrix stored in the memory of the FPGA. Triggered by the magnetic encoder, the pattern generator produced a signal in a clock period at 320 MHz to modulate the laser pulse based on the binary matrix. The wafer was exposed one pixel by one pixel during the scanning.

Multiple pattern generators can be combined together to form an array to control multiple plasmonic lens in parallel. The parallel writing capability allows this lithography machine to reach a higher throughput.

8.5 Summary

In this chapter, a plasmonic nanolithography concept was introduced to assist the master template fabrication for the BPM disks. A plasmonic lens was carried by a flying head. The laser was focused onto the plasmonic lens and further focused to a small area on the wafer. The focused spot size can be much smaller than the optical diffraction limit. A small area of ~ 20 nm on the surface of the wafer was heated by laser illuminated the plasmonic lens. The slider scanned the wafer from the outer to inner radius with a linear circumferential speed at ~10 m/s. A high lithography throughput was achieved at such a high scan speed. A further scale down of the minimum feature can be achieved with some optimized design of the plasmonic lens.

A plasmonic nanolithography machine was designed and controlled precisely after the proof of the plasmonic lithography concept. A linear motor with two linear scales was installed in the system to provide an accurate radial motion control for the optical writing head. A rotary magnetic encoder system was implemented in this nanolithography machine to get high angular resolution. To get a stable magnetic encoder readback, a
FPGA based servo system was developed to make the magnetic head fly above the center of the encoders track. In the current configuration, the resolution of the linear scales along the radial direction was 5 nm and the resolution of the rotary magnetic encoder was about 2.8 million CPR. The jitter of the magnetic encoder was about 0.1 μrad.

A FPGA based pattern generator was developed and used to convert any user designed lithography patterns to the modulation of laser pulses, thus the pattern can be transferred to the wafer. The lithography results verified the effectiveness of the pattern generator. Multiple pattern generators can be combined together to control several writing heads in parallel for higher throughput.
Chapter 9 Conclusions and Future Work

9.1 Conclusion

The HDI for a HAMR system has been systematically studied, including the degradation of the lubricant layer, the carbon overcoats, the failure of the NFT and fly-height modulation of the HAMR slider. In order to perform the study, a HAMR testbed (named “Cal stage”) was built and implemented. Continuous improvements have been conducted for the Cal stage to study different aspects of HAMR systems, such as HDI failure, heat transfer inside a nanometer scale gap, back-heating effect of the NFT, etc.

Thermal depletion of a Z-tetraol lubricant on 3.5 inch aluminum substrate PMR disks was obtained under various free laser beam heating conditions and also NFT heating conditions. The results can be summarized as follow:

(1) The lubricant depletion depth increased as the number of exposure repetitions increased, following a power law of the form $A t^b$. $A$ is a parameter that depends on the heating condition while $b$ is a constant that is independent of the heating condition. $A$ is larger at higher exposure powers and lower spindle speeds, which is determined by the thermal gradient and maximum temperature. Larger $A$ indicates a more severe lubricant depletion.

(2) The lubricant started to reflow back into the depleted region after the heating source was removed. The reflow behaved in a similar way regardless of the initial lubricant depletion. The reflow rate was higher at the beginning and then became slower. 80% of the lubricant depletion was recovered after 20 minutes for the Z-tetraol lubricant used in this study.

(3) The lubricant depletion under the NFT heating was much more severe than under the free laser beam heating due to the larger thermal gradient induced by NFT heating.

(4) The thermal gradient, temperature, and heating duration played important roles for the thermal depletion of the lubricant. The lubricant depletion rate was higher at the beginning of the thermal heating.

(5) The thermal gradient in a HAMR system is several orders higher than that in the free laser beam heating condition. However, the duration of heating in HAMR is several orders shorter. Considering that the fastest lubricant depletion occurs at the very beginning of the laser heating, the thermal depletion in HAMR could still be quite severe.
The thermal degradation of the carbon overcoats was also investigated. A few conclusions were obtained from this study.

1. A conductive-AFM was used to get the perpendicular conductivity or resistivity of the ultra-thin amorphous carbon (a-C) films and thereby help to characterize the electrical properties of a-C films. The resistance image of the film provided some qualitative information of the sp2 and sp3 hybridization inside the a-C film. A surface sp2-rich layer existed in the 3.6 nm thick a-C film, leading to a conductivity 7 times larger as compared with other thicker a-C films. The C-AFM could also help to identify the conductivity change of a-C film after laser heating, which was induced by the sp3 to sp2 conversion due to thermal annealing.

2. The surface reflectivity was changed on a 26 Å thick a-C film on a 2.5 inch glass substrate disk when the temperature of the a-C film was raised to over 200 °C for a few seconds by a temperature controlled electric heater. The surface became smoother after the thermal annealing if the temperature was lower than 300 °C due to the stress relief. When the temperature was raised beyond 300 °C, the roughness became larger.

3. The surface reflectivity started to change when the laser power density was increased to 19.5 mW/μm² in the free laser beam tests for a 26 Å thick a-C film on a 2.5 inch glass substrate disk. The reflectivity changed more when the track was exposed for more repetitions. The surface topography started to show change when the power density was increased higher than 19.5 mW/μm². A bump-like deformation was found at the exposed track and the height of the bump increased in a logarithmic way as the repetitions increased. At the highest power density of 35.7 mW/μm², material ablation occurred and the material in the exposed track was removed.

4. There were only some small changes in the surface reflectivity under the NFT heating because the temperature was not high enough. The carbon film degradation mainly depends on the temperature and heating duration, which was different from lubricant depletion.

5. It is likely that the carbon film on the disk surface in a HAMR drive can still survive if each bit is written only a few times, because the heating duration will be on the order of ~ ns during a one time writing process. However, the carbon film on the slider side can suffer from serious thermal degradation because it is heated much longer.

The failure of the NFT structure in HAMR-like systems was studied. Three mechanisms of failure were described: geometry change-induced optical failure, material failure, and contact-induced NFT wear failure. A NFT array was fabricated on the ABS of a flying slider. The NFTs were exposed at various laser powers when the slider flew over
a disk. At the power of 35 mW exposure, some tiny particles/debris were found trapped in and around the NFT structure. Those accumulated particles could result in the slider crashing and other instability for the HDI. When the power was at 43 mW, significant thermal deformation around the NFT structure was found. In this situation, the NFT was not able to function well to focus the light to a desired spot. Moreover, the minimum fly-height was reduced, so the chance of head-disk contact increased. At even higher power, the metal film of the NFT was removed due to laser ablation. The existence of the NFT can make the change of the HDI more severe due to the enhancement effect of the light intensity by the NFT.

To increase the reliability of the NFT structure, a two-stage heating scheme was proposed. It separates the traditional NFT heating into two steps. In this scheme, the thermal load to the NFT could be reduced. An optical-thermal-mechanical model was created to verify the feasibility of the two-stage heating scheme. The simulation results showed that the two-stage heating scheme was able to heat an area of a magnetic bit to the Curie point. The magnetic switching field and thermal gradient around this heating area was close to that in a conventional HAMR system with a single NFT heating, indicating that the writing performance in the two-stage heating scheme was comparable to that of the conventional HAMR system.

A plasmonic nanolithography machine was introduced for the fabrication of a master template for the BMP nanoimprint. A plasmonic lens carried by a flying slider was used to focus light to a small area at ~20 nm scale on the disk surface, which was coated by a phase change material. The phase was changed by the laser exposure and a lithography pattern was formed after the development. The slider was moved in the radial direction with the optical writing head while the disk was rotated in order to get a complete two-dimensional writing. The radial motion of the slider was controlled precisely by a high resolution linear motor with an embedded linear scale. The angular position was provided by a rotary magnetic encoder system with an angular jitter at about 0.1 µrad. A pattern generator was developed to convert any user-designed lithography pattern to the modulation of the laser pulse and help to generate the pattern on the wafer. This pattern generator can be easily integrated and combined with a pattern generator array to increase the throughput significantly. A lithography logo “CAL” was demonstrated experimentally by use of this pattern generator.

9.2 Future work

HAMR has a high potential to continue the increase of data storage areal density for magnetic recording. However, as a new emerging technology, there are still some new physical phenomena that need to be better understood. Some of the conventional designs are expected to be changed and optimized further as well. As discussed in Chapter 1, HAMR is pursuing targets at a length scale of a few nanometers and time scale of a few
nanoseconds. Faster response and the smaller scale provide challenges for most of the current research. In addition, there are some new phenomena occurring at such scales which do not show up in the macro scales. For example, heat transfer can be more pronounced due to the near field radiation and phonon tunneling, as well as the material thermal deformation that occurs in nanoseconds. Actually, the HAMR technology itself provides a very powerful platform for us to study the new physics under those unique scales.

Some more work is being performed or is being suggested in the future for study of the unique aspects of HAMR systems based on our current Cal stage or after some further updates of the stage.

(1) It will be very important to get the temperature distribution and history for both the free laser beam and NFT heating modes. A method based on magnetization decay works effectively for the temperature calibration for the free laser beam heating. However, this has not been demonstrated for the NFT heating mode because the NFT failed before we were able to see the demagnetization. Temperature calibration based on the phase change material could be a better way for the NFT heating as was demonstrated in the plasmonic nanolithography.

(2) Lubricant depletion and degradation of the disk carbon film under the NFT heating can be studied further when a more reliable slider with the NFT structure (HAMR head) becomes available. The current study of the NFT heating in this thesis was limited because of the very short lifetime of the NFT.

(3) The deformation or diffusion of the metal of the NFT structure needs to be further studied. It is important to see how that mechanical change affects the optical performance of the NFT structure. It is also important to see how the material responds to a cyclic thermal load and ~ 100 atm pressure loads.

(4) The local mechanical deformation on the disk is also very important as the fly-height drops to less than 2 nm. It was found from a recent back-heating study that the disk thermal deformation could a reduction in the touch-down power. The deformation height could be a fraction of a nanometer to a couple of nanometers, and it is recoverable. This deformation reduces the fly-height and increases the chance of the head-disk contact.

(5) It has not been confirmed so far whether the current AE contact detection method can work effectively if there is some weak contact between the tiny thermal protrusion around the NFT and disk under a hot environment.

(6) The disk is heated up to near the Curie point. The temperature of the slider is supposed to be lower than that on the disk, and disk back-heating could happen between the NFT and disk. The gap between the minimum point of the slider and disk is lower than 5 nm. At this small gap, the near field radiation and
phonon tunneling could be much more pronounced than that in the macroscale. Therefore, the heat transfer coefficient between the disk and slider could be higher than what is expected from the classic air bearing cooling model [157]. Heat transfer in the head-disk interface and the back-heating effect are extremely important to understand for getting a reliable NFT in HAMR systems. Some studies of the back heating and heat transfer at ~nm gap have been performed but not concluded in this thesis. Further updates and reports by other students will present the results regarding this topic.
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