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Abstract

Topics in Tropical Linear Algebra and Applied Probability
by
Ngoc Mai Tran
Doctor of Philosophy in Statistics
University of California, BERKELEY
Professor Bernd Sturmfels, Chair

Tropical linear algebra is the study of classical linear algebra problems with arithmetic done over the tropical semiring, namely with addition replaced by max, and multiplication replaced by addition. It allows one to reformulate nonlinear problems into piecewise-linear ones. This approach has successfully been employed to solve and characterize solutions to many problems in combinatorial optimization, control theory and game theory. Tropical spectral theory, the study of tropical eigenvalues and eigenspaces, often plays a central role in these applications. We derive the basics of this theory in Chapter 1.

In Chapter 2 we give a combinatorial description of the cones of linearity of the tropical eigenvector map. In Chapter 3 we extend this work to cones of linearity of the tropical eigenspace and polytrope map. Our results contribute to a better understanding of the polyhedral foundations of tropical linear algebra.

Chapter 4 illustrates the above results in the context of pairwise ranking. Here one assigns to each pair of candidates a comparison score, and the algorithm produces a cardinal (numerically quantified) ranking of candidates. This setup is natural in sport competitions, business and decision making. The difficulty lies in the existence of inconsistencies of the form $A > B > C > A$, since pairwise comparisons are performed independently. TropicalRank is an algorithm pioneered by Elsner and van den Driessche. Solution sets of this ranking method are precisely the polytropes studied in Chapter 3. For generic input pairwise comparison matrices, this set contains one unique point that is the tropical eigenvector, which is then interpreted as the comparison score. In particular, the results in Chapter 3 provide a complete classification of all possible solution sets to the optimization problem that TropicalRank solves. This answers open questions from several papers in the area.

In Chapter 4 we also show that TropicalRank belongs to the same parametrized family of ranking methods as two other commonly used algorithms, PerronRank and HodgeRank. Furthermore, we show that HodgeRank and PerronRank asymptotically give the same score under certain random ranking models. Despite their mathematical connections, we can construct instances in which these three methods produce arbitrarily different rank order.
The last two chapters are topics in applied probability. Chapter 5 studies the exact and asymptotic distribution of size-biased permutations of finite sequences with independent and identically distributed (i.i.d) terms. The size-biased permutation of a positive summable sequence \((x_1, x_2, \ldots)\) is the same sequence presented in a random order \((x[1], x[2], \ldots)\), where \(x[1]\) is defined to be \(x_i\) with probability proportional to its ‘size’ \(x_i\); given that \(x[1]\) is \(x_i\), the next term \(x[2]\) is defined to be \(x_j\) for \(j \neq i\) with probability again proportional to its ‘size’ \(x_j\), and so on. Size-biased permutations model the successive sampling method in ecology and oil discovery, where species (or oil reserves) are discovered in a random order proportional to their abundances. In the ranking literature it is known as the Plackett-Luce model, a parametrized family modeling ranking distributions. Size-biased permutation is one of the building blocks of combinatorial stochastic processes, an area of probability with applications to computer science [78]. Finite i.i.d sequence setup serves as a simple model for successive sampling, or ranking with increasing number of items. We study the size-biased permutation of such a sequence using two separate methods: Markov chains and induced order statistics. By going back and forth between the two approaches, we arrive at more general results with simplified proofs, and provide a Poisson coupling argument which leads to an explicit formula for the asymptotic distribution of the last few terms in the size-biased permutation.

Chapter 6 is about the binary Little-Hopfield network. This is an established computational model of neural memory storage and retrieval which can have exponential capacity relative to the number of neurons. However, known algorithms have produced networks with linear capacity, and it has been a long-standing open problem whether robust exponential storage is possible. For a network with \(n\) neurons, the problem involves a linear program in \(n^2\) variables and exponentially many constraints. We utilized the action of the symmetric group on the neuron labels and successfully reduced the problem to a linear program in three variables and three constraints. Thus we explicitly constructed simple networks that answer the question affirmatively, with the best possible asymptotic robustness index. This work calls for further research into Little-Hopfield networks and their applications to theoretical neuroscience and computer science.
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Chapter 1

Tropical Linear Algebra

This chapter describes the basics of tropical linear algebra and in particular, tropical eigenvalues, eigenvectors and their applications. These are the main objects of study in the next three chapters of this dissertation. The main references are [5, 16]. Chapter 5 and 6 represent self-contained work on other unrelated topics, and hence have their own background introduction.

1.1 Introduction

The max-plus algebra \((\mathbb{R}, \oplus, \odot)\) is an algebra over the real numbers with addition replaced by max, and multiplication replaced by addition, that is, \(u \oplus v = \max\{u, v\}\), \(u \odot v = u + v\). Some authors attach the additive identity \(-\infty\) to obtain the max-plus semiring \((\mathbb{R} \cup \{-\infty\}, \oplus, \odot)\). Replacing max by min yields the min-plus algebra. Replacing addition by multiplication yields the max-times algebra. All of these are known as (different flavors of) tropical algebra (and likewise, tropical semiring). For the majority of this dissertation we shall use the max-plus algebra unless otherwise indicated, although most of our results directly carry over to the other flavors listed. We quote [66] for an explanation of the word ‘tropical’.

The adjective ‘tropical’ was coined by French mathematicians, notably Jean-Eric Pin, to honor their Brazilian colleague Imre Simon, who pioneered the use of min-plus algebra in optimization theory. There is no deeper meaning in the adjective ‘tropical’. It simply stands for the French view of Brazil.

Tropical mathematics is (roughly) the study of classical problems with arithmetic done over the tropical algebra. As hinted in the quote above, combinatorial optimization provides one of the many reasons to go ‘tropical’. Many problems in this area become linear over the tropical algebra. This has at least two advantages. First of all, it simplifies notation and connects different areas of mathematics. Secondly, we can try solving these problems by searching for tropical analogues of classical tools. A staple example of such success stories in
tropical linear algebra is the tropical spectral theory, discussed in detail in Section 1.2 to 1.4 below. Conversely, tropical mathematics can enrich its classical counterparts. In many cases, tropical objects naturally arise as limits of classical objects; we shall see a concrete example in Section 1.5. This gives rise to the verb ‘tropicalize’. One may hope to study classical objects by understanding analogous properties of their tropical versions. This approach has been very successful in areas such as tropical algebraic geometry, establishing deep connections with the classical theory as well as other fields.

Most areas of tropical mathematics existed as a field in their own right before the appearance of the term ‘tropical’. For the case of tropical linear algebra, many developments came from certain areas of operations research, combinatorial optimization, signal processing and automata theory. These have been generalized to a discrete, combinatorial version of dynamical systems theory called discrete event dynamic systems [5]. One central problem in this area is finding fixed points of dynamical systems whose evolution equations are linear over \((\mathbb{R}, \oplus, \odot)\). This led to the development of tropical spectral theory, in other words, the study of tropical eigenvalues and eigenvectors. Other areas are under active research. Compared to their classical cousins, tropical matrices are less understood. The characterization of commuting tropical matrices, for example, is still an open problem.

Chapter 2 and 3 of this dissertation contribute to the intersection of tropical spectral theory and polyhedral geometry. Our work leads to new combinatorial classifications of tropical eigenspaces and tropical simplices, also known as full-dimensional polytropes. In Chapter 4 we derive an ‘inverse’ tropical limit of the Perron eigenvector of positive matrices. In the context of pairwise ranking, our results reveal novel mathematical connections between the three most popular pairwise ranking methods. We further compare these three methods and construct instances in which they can produce arbitrarily different rank orders.

In this chapter, we review tropical (max-plus) spectral theory with applications from discrete event dynamic systems in mind. In Section 1.2, we derive the combinatorial characterization of the unique tropical eigenvalue. Section 1.3 serves as the prelude to our study of tropical eigenspaces and polytropes in Section 1.4. In Section 1.5, we state our inverse tropical limit theorem. We briefly discuss the implications of these results in pairwise ranking in Section 1.6.

1.2 The tropical eigenvalue

1.2.1 A basic classical dynamical system

The starting point of many first courses on discrete dynamical systems is the difference equation

\[ x(t + 1) = Ax(t), \quad t = 0, 1, 2, \ldots \]  

(1.1)

where \(x(t)\) is a vector in \(\mathbb{R}^n\) describing the state of the system at time \(t\), \(A \in \mathbb{R}^{n \times n}\) is a given matrix. One general goal of this field is to understand the long-run behavior of this system.
In this case, the evolution of states over time is completely governed by the eigenvalues and eigenvectors of $A$. For simplicity, let us assume $A$ is a symmetric matrix, hence all of its eigenvalues $\lambda_1, \ldots, \lambda_n$ are real. Equip $\mathbb{R}^n$ with the eigenbasis of $A$, one can reduce to the case where $A$ is a diagonal matrix. Thus (1.1) becomes

$$x_i(t + 1) = \lambda_i x_i(t), \quad t = 0, 1, 2, \ldots, i = 1, \ldots, n.$$  

For the $i$-th coordinate, if $|\lambda_i| > 1$, the system at this coordinate diverges exponentially fast. If $|\lambda_i| < 1$, the system converges exponentially fast to 0. If $\lambda_i = -1$, the system oscillates between the original input $x_i(0)$ and its negative $-x_i(0)$, and if $\lambda_i = 1$, then any input to this coordinate is a fixed point. In control theory, the log of the maximal eigenvalue of $A$ is the maximal Lyapunov exponent of (1.1). It indicates the stability of a dynamical system, with positive values generally signify chaotic behavior (in this case, divergence). For general matrices $A \in \mathbb{R}^{n \times n}$, its maximal Lyapunov exponent is the log of its operator norm

$$\| A \|_{op} = \min \{ c \in \mathbb{R} : \| Ax \| \leq c \| x \| \text{ for all } x \in \mathbb{R}^n \},$$

where $\| \cdot \|$ denotes the $\ell_2$-norm in $\mathbb{R}^n$.

### 1.2.2 The analogous tropical dynamical system

The tropical (max-plus) analogue of (1.1) written out for each coordinate is

$$x_i(t + 1) = (A \circ x(t))_i = \max_{j=1,\ldots,n} (A_{ij} + x_j(t)).$$  

(1.2)

Tropical analogues of dynamical systems arise in operations research, automata theory, combinatorial optimization, and other areas of discrete event dynamic systems [5]. In scheduling, for example, each node $i$ may represent a machine producing a certain part, which cannot be started before receiving all the parts from the other machines. Let $A_{ij}$ be the time it takes to ship parts from $i$ to $j$ and $x(0)$ be the time when the machines start production. Then $x(t)$ given by (1.2) is the time the $t$-th iteration of the factory produces the next set of products. (Admittedly our ‘application’ does not sound realistic, but it is not much worse than attempts to motivate (1.1) as a model for growth of economies due to trading. See [5] and references therein for various examples and applications of tropical methods in discrete event dynamic systems.)

To understand the behavior of (1.1), let us look for an analogue of the maximal Lyapunov exponent. The straight-forward max-plus analogue of the $\ell_2$-norm is

$$\frac{1}{2} \max_{i=1,\ldots,n} 2x_i = \max_{i=1,\ldots,n} x_i.$$
The analogue of the operator norm is the solution to the following linear program

\[
\text{Minimize } \lambda \text{ subject to } A_{ij} + x_j \leq \lambda + x_i \text{ for all } 1 \leq i, j \leq n. \quad (1.3)
\]

The linear program dual to (1.3) takes the form

\[
\text{Maximize } \sum_{i,j=1}^{n} A_{ij}p_{ij} \text{ subject to } p_{ij} \geq 0 \text{ for } 1 \leq i, j \leq n, \sum_{i,j=1}^{n} p_{ij} = 1 \text{ and } \sum_{j=1}^{n} p_{ij} = \sum_{k=1}^{n} p_{ki} \text{ for all } 1 \leq i \leq n. \quad (1.4)
\]

The \( p_{ij} \)'s are the decision variables. One says that \((p_{ij})\) defines an edge flow (or simply a flow), where \( p_{ij} \) is the flow from \( i \) to \( j \). The first two constraints require \((p_{ij})\) to be a probability distribution on the edges of the complete directed graph on \( n \) vertices. The last constraint, \( \sum_{j=1}^{n} p_{ij} = \sum_{k=1}^{n} p_{ki} \) for all \( 1 \leq i \leq n \), states that \((p_{ij})\) is a total flow conservation. (That is, at every node \( i \), the total in-flow is equal to the total out-flow).

Let \( \Gamma_n \) be the set of simple directed cycles on the complete directed graph on \( n \) nodes, including self-loops. For \( C \in \Gamma_n \), let \( \chi_C \in \{0, 1\}^{n^2} \) be its incidence vector, \(|C|\) the number of edges in the cycle. For \( i, j \in \{1, \ldots, n\} \), write \( \chi_{ij} \) for the incidence vector of the edge \( i \to j \). Altogether in (1.4) there are \( n \) independent equality constraints, thus the set \( C_n \) of all feasible solutions to (1.4) in \( \mathbb{R}^{n \times n} \) is an \((n^2 - n)-dimensional polytope. One can check that the vertices of \( C_n \) are precisely the vectors of the form \( \frac{1}{|C|} \chi_C \) for some \( C \in \Gamma_n \). Thus it is the normalized cycle polytope

\[
C_n = \text{conv}\left\{ \frac{1}{|C|} \chi_C : C \in \Gamma_n \right\}. \quad (1.5)
\]

By strong duality, the primal (1.3) and the dual (1.4) have the same optimal value. This implies that the max-plus operator norm function \( A \mapsto \lambda(A) \) is the support function of the convex polytope \( C_n \). Since each vertex of \( C_n \) is the uniform probability distribution on a directed cycle, the max-plus operator norm \( \lambda(A) \) is the maximum cycle mean of the directed graph with edge weights \( A \).

**Proposition 1.1.** The max-plus operator norm \( \lambda(A) \) of a matrix \( A \in \mathbb{R}^{n \times n} \) is the maximum cycle mean of the directed graph with edge weights \( A \).

**Definition 1.2.** Cycles which achieve the maximum cycle mean are the critical cycles, their graph union is the critical graph, and their nodes are the critical nodes.

Let us check that \( \lambda(A) \) plays the role of the tropical Lyapunov exponent. Starting at \( x(0) \in \mathbb{R}^n \), after \( k \) iterations of (1.2), we obtain

\[
x(k) = A^k \circ x(0),
\]

where matrix multiplication takes place in the max-plus algebra. Here \( A^k_{ij} \) is the maximal path of length \( k \) from \( i \) to \( j \). Thus for all \( i, j \in \{1, \ldots, n\} \), if \( \lambda(A) \neq 0 \), \( A^k_{ij} \) diverges to either
plus or minus infinity as \( k \to \infty \) and so do the entries of \( x(k) \). When \( \lambda(A) = 0 \), the \( A_{ij}^k \)'s and hence \( x(k) \) iterate through a finite set of values depending on the input and the length of the maximal cycle. It follows from Theorem 1.3 below that the fixed points of (1.2) are tropical eigenvectors of \( A \). We give their characterization in Section 1.4, and a complete combinatorial description in Chapter 3.

1.2.3 The tropical eigenvalue

The classical operator norm of a matrix is also its largest singular value. In the case of symmetric matrices, this is precisely the largest absolute eigenvalue. Given this connections between operator norm and eigenvalue, let us proceed to characterize all tropical eigenvalues of a matrix \( A \in \mathbb{R}^{n \times n} \). Let \((\lambda, x) \in \mathbb{R} \times \mathbb{R}^n \) be a max-plus eigenvalue-vector pair, that is,

\[
\max_{j=1, \ldots, n} A_{ij} + x_j - x_i = \lambda \quad \text{for each } i = 1, \ldots, n. 
\]

(1.6)

By definition, \( \lambda \geq \lambda(A) \). For each \( i = 1, \ldots, n \), let \( \phi(i) \) be one of the possibly many \( j \)'s that attain the maximum in the left-hand side of (1.6). Then \( \phi \) is a function from \( [n] = \{1, \ldots, n\} \) to itself, thus its graph necessarily contains a cycle \( C \in \Gamma_n \). Summing the two sides of (1.6) over edges in \( C \) gives

\[
A \cdot \chi_C = \lambda |C|, \quad \Rightarrow \lambda = A \cdot \frac{1}{|C|} \chi_C.
\]

By Proposition 1.1 \( \lambda \leq \lambda(A) \). Hence \( \lambda = \lambda(A) \). In other words, a tropical matrix has precisely one tropical eigenvalue given by \( \lambda(A) \). Combined with Proposition 1.1 we obtain the classical combinatorial characterization of tropical eigenvalues.

**Theorem 1.3** (Cunninghame-Green [21]). Each matrix \( A \in \mathbb{R}^{n \times n} \) has a unique max-plus eigenvalue \( \lambda(A) \), which is also its max-plus operator norm. Furthermore, \( \lambda(A) \) is equal to the maximum cycle mean of the directed graph with edge weights \( A \).

For the benefit of future sections, we now collect some definitions and observations. One can check that the orthogonal complement to the affine span of the cycle polytope \( C_n \) is the space spanned by

\[
W_n = \text{span} \left\{ \sum_{i,j=1}^n \chi_{ij} \right\} + V_n
\]

(1.7)

where + denotes direct sum of subspaces, and \( V_n \) is the space of total flow conservation

\[
V_n = \text{span} \left\{ \sum_{j=1}^n (\chi_{ij} - \chi_{ji}) : i = 1, \ldots, n \right\}.
\]

(1.8)

Each matrix \( A \in V_n \) can be written as \( A_{ij} = a_i - a_j \) for some vector \( a \in \mathbb{R}^n \) unique up to additive constants [55]. The vector \( a \) can be interpreted as a potential vector, and the
flow from \( i \) to \( j \) is simply the potential difference between two nodes. For this reason, \( V_n \) is sometimes called the space of gradient flows \([55]\). In view of (1.3) where the term \( x_i - x_j \) appeared, the appearance of \( V_n \) is not surprising. We shall revisit \( V_n \) in Section 1.6 from the viewpoint of pairwise ranking.

### 1.3 An application: longest paths

Define the graph of a matrix \( A \in \mathbb{R}^{n \times n} \) to be the weighted graph with edge weights \( A_{ij} \). Fix a target node \( i^* \in [n] = \{1, \ldots, n\} \). The single-target longest path problem involves finding the maximal path from \( i \) to \( i^* \) in the graph of \( A \) for all \( i \neq i^* \). Variations include single-source longest path, where one fixes the source instead of the target node, and all-pairs longest path, where one simultaneously finds the longest path over all pairs \((i, j) \in [n]^2\).

Often formulated in terms of shortest rather than longest paths, this is a basic and important combinatorial optimization problem. Recall our scheduling example in the previous section. If \( i^* \) outputs the final product, then the longest path to \( i^* \) gives a lower bound on the total production time. A less obvious example is problem of finding the most likely hidden states in a hidden Markov model \([5, \S 1.2.2]\), \([74]\).

Better known solutions of the longest path problem use dynamic programming, such as the Floyd-Warshall algorithm for all-pairs longest path, or the Viterbi algorithm for inferring hidden states previously mentioned \([\bar{1}]\). Here we present a tropical solution. While it does not yield faster algorithms, the tropical approach reveals interesting mathematical properties of the solution set, in particular, its connections with tropical eigenvectors.

**Definition 1.4.** For a matrix \( A \in \mathbb{R}^{n \times n} \) with \( \lambda(A) \leq 0 \), define

\[
A^+ := A \oplus A^2 \oplus \ldots, \text{ and } A^* := I \oplus A^+,
\]

where \( I \) is the matrix with 0 on the diagonal and \(-\infty\) elsewhere. The map \( A \mapsto A^* \) is the Kleene star map, and \( A^* \) is the Kleene star of \( A \).

This terminology originated from automata theory \([91]\). The condition \( \lambda(A) \leq 0 \) ensures that the Kleene star map is elementwise finite. By a direct computation, we obtain the following.

**Lemma 1.5.** \( A^*_{ij} \) is the maximal path value amongst paths from \( i \) to \( j \) in the graph of \( A \).

Thus \( A^* \) is precisely the solution to the all-pairs longest path problem with edge weights \( A \). This problem is known to have an elementwise finite solution if and only if \( A \) has non-positive maximal cycle, equivalently, \( \lambda(A) \leq 0 \). In particular, for a fixed column \( i^* \), the map \( A \mapsto A^*_{i^*} \) is the solution to the following classical linear program of single-target longest path \([\bar{1}], \S 4\).
Maximize \[ \sum_{i,j=1}^{n} A_{ij} x_{ij} \] (1.9)

subject to \( x_{ij} \geq 0 \), \( \sum_{j=1}^{n} x_{ji} - \sum_{j=1}^{n} x_{ij} = \begin{cases} n - 1 & \text{for } i = i^* \\ -1 & \text{for } i \neq i^* \end{cases} \).

The constraint set of this linear program has a nice interpretation. Each node \( i \neq i^* \) sends out a net flow of one unit, and the node \( i^* \) receives a net flow of \( n - 1 \) units. One wants to find such a flow \( (x_{ij}) \) that maximizes the total weighted flow \( \sum_{i,j=1}^{n} A_{ij} x_{ij} \). Thus flows which use larger edges are better, and in particular, the optimal flow picks out the best path to \( i^* \).

This linear program is bounded if and only if \( \lambda(A) \leq 0 \). Its constraint set is a polyhedron in \( \mathbb{R}^{n \times n} \) with the \((n-1)\)-dimensional lineality space

\[ \{ A \in \mathbb{R}^{n \times n} : A \cdot \chi_C = 0 \text{ for all } C \in \Gamma_n \}, \]

which, after a little computation, turns out to be the space of gradient flows \( V_n \) defined in (1.8). The vertices of the polyhedron are in bijection with in-directed spanning trees on \( n \) nodes with root \( i^* \). These are the trees of longest path to \( i^* \), since it specifies the longest path to \( i^* \) from any other node \( i \neq i^* \). From such an in-directed spanning tree, one recovers the flow by defining \( x_{ij} \) to be the number of parents of \( j \) if the edge \( i \rightarrow j \) is in the tree, and 0 otherwise. This gives a combinatorial interpretation to the columns of \( A^* \).

**Proposition 1.6.** Each column \( i^* \in [n] \) of \( A^* \) can be associated with a collection \( T_{i^*} \) of in-directed spanning trees on \( n \) nodes with root \( i^* \), such that for any tree \( T \in T_{i^*} \), \( A_{ji}^* \) is the sum of the edge values along the path from \( j \) to \( i^* \) in \( T \).

### 1.4 Tropical eigenspace and polytropes

In this section we define the two terms in the title and study their properties. We shall see that they are tropically convex sets, and their tropically extreme vectors can be computed using Kleene stars. Proposition 1.6 then gives a combinatorial description of the set of tropical eigenspaces, and is the starting point for the discussion in Chapter 2.

We first need a notion of tropical convex hull. Since the additive identity is \(-\infty\) in the max-plus algebra, every real number is tropically positive. Thus, the tropical line segment between two points \( x, y \in \mathbb{R}^n \) is the set

\[ \{(a \circ x) \oplus (b \circ y) : a, b \in \mathbb{R} \} = \{\max\{a + x, b + y\} : a, b \in \mathbb{R} \}. \]

We say that a subset \( S \subset \mathbb{R}^n \) is tropically convex if it contains the tropical line segment between any two of its points. Since tropically convex sets are closed under tropical scalar
multiplication, one often views them as subsets of the tropical projective torus

\[ \mathbb{T}P^{n-1} := \mathbb{R}^n / \mathbb{R} \odot (0, \ldots, 0) = \mathbb{R}^n / \mathbb{R} \cdot (1, \ldots, 1) \]

The tropical convex hull of finitely many points in \( \mathbb{T}P^{n-1} \) is a tropical polytope.

**Definition 1.7.** For \( A \in \mathbb{R}^{n \times n} \), the tropical eigenspace \( \text{Eig}(A) \) is the set of vectors \( x \in \mathbb{T}P^{n-1} \) which satisfy

\[
\max_{1 \leq j \leq n} (A_{ij} + x_j) = \lambda(A) + x_i, \quad \text{for each } i = 1, \ldots, n. \tag{1.10}
\]

The set of subeigenvectors, or the polytrope of \( A \), is denoted \( \text{Pol}(A) \). This is the set of vectors \( x \in \mathbb{T}P^{n-1} \) which satisfy

\[
\max_{1 \leq i,j \leq n} (A_{ij} + x_j - x_i) = \lambda(A). \tag{1.11}
\]

Joswig and Kulas \cite{JOSWIG201628} coined the name polytrope to describe sets which are convex both in the tropical and ordinary sense. A direct computation shows that \( \text{Pol}(A) \) is indeed a polytrope in this sense, while \( \text{Eig}(A) \subseteq \text{Pol}(A) \) is a tropical polytope. It follows from \cite{GINZBURG201724} Proposition 18 that all polytropes arise as \( \text{Pol}(A) \) for some matrix \( A \). Sometimes we shall abuse terminologies and identify \( \text{Eig}(A) \) and \( \text{Pol}(A) \) with their tropical extreme points.

The following proposition neatly characterizes the tropical extreme points of \( \text{Eig}(A) \) and \( \text{Pol}(A) \). The proof is a direct computation, see \cite{GUTZKE2017167}.

**Proposition 1.8** \cite{GUTZKE2017167}. Define \( \tilde{A} := A \odot (-\lambda(A)) \), that is, \( \tilde{A}_{ij} = A_{ij} - \lambda(A) \) for all \( i, j \in [n] \). Then up to tropical scaling, the extreme tropical vertices of \( \text{Pol}(A) \) are the columns of \( \tilde{A}^\ast \). The extreme tropical vertices of \( \text{Eig}(A) \) are precisely the common columns of \( \tilde{A}^+ \) and \( \tilde{A}^\ast \). The indices of such columns are precisely the critical nodes of \( A \).

The following lemma tells us exactly which columns of \( \text{Pol}(A) \) are tropically dependent, and hence, which are precisely the tropical extreme points of \( \text{Eig}(A) \) and \( \text{Pol}(A) \). Recall the definition of critical graph in Definition 1.2.

**Lemma 1.9** \cite{GUTZKE2017167}. For \( A \in \mathbb{R}^{n \times n} \), any subset of columns of \( (\tilde{A})^\ast \) are either independent, or at least two are tropical scalar multiples of each other. Two columns \( i, j \) of \( (\tilde{A})^\ast \) are equal up to tropical scaling if and only if \( i \) and \( j \) are connected in the critical graph of \( A \).

**Corollary 1.10.** The maximal number of extreme tropical vertices a polytrope in \( \mathbb{T}P^{n-1} \) can have is \( n \). These polytropes are tropical simplices.

Combined with Proposition 1.6, we have the following combinatorial interpretation of tropical eigenvectors as trees of longest paths rooted at critical nodes.

**Theorem 1.11.** For a matrix \( A \in \mathbb{R}^{n \times n} \), the number of extreme tropical vertices of its tropical eigenspace \( \text{Eig}(A) \) is the number of maximal strongly connected components in its
critical graph. In particular, $A$ has a unique tropical eigenvector $x(A)$ if and only if its critical graph is strongly connected. In such cases, the eigenvector $x(A)$ can be calculated by first fixing a critical vertex $\ell$, and then setting $x(A)_i$ to be the maximal length among paths from $i$ to $\ell$ in the graph of $\bar{A} := A \odot (-\lambda(A))$. Equivalently, $x(A)$ is the $\ell$-th column of $\bar{A}^*$. 

Theorem 1.11 falls slightly short of being the analogue of Theorem 1.3 for tropical eigenspaces. While each extreme tropical eigenvector can be associated with a collection of trees of longest path, it is not clear which sets of trees can appear together as the extreme tropical vertices of $\text{Eig}(A)$. Furthermore, each column of $\bar{A}^*$ is the solution of a linear program. Can $\text{Pol}(A)$ or $\text{Eig}(A)$ also be computed as the solution of a linear program? In that case, what would be the analogue of $C_n$? We address all of these questions in Chapter 2 and Chapter 3, first for the case of unique tropical eigenvectors, followed by the general case.

In this dissertation we will only consider matrices with finite entries. We mention that over the max-plus semiring $(\mathbb{R} \cup \{-\infty\}, \oplus, \odot)$, if $A_{ij} = -\infty$, then the graph of $A$ does not contain the edge $i \to j$. One says that $A$ is irreducible if its graph is strongly connected, otherwise it is reducible, and each strongly connected component is an irreducible component. The spectral theory we have discussed so far applies to irreducible matrices. The general theory can be built by considering the spectra of the irreducible components, see [16, §4]. The spectral theory of reducible tropical matrices largely parallels the classical Perron-Frobenius theory for nonnegative matrices. For instance, each matrix admits a unique lower-diagonal representation called the Frobenius normal form, which partitions the node set into classes correspond to strongly connected components. Accessibility between classes play a key role in the behavior of eigenvalues. The maximum cycle mean corresponds to the Perron root for classical irreducible nonnegative matrices, and finite eigenvectors correspond to classical positive eigenvectors. There is a good reason for this parallel, namely the fact that tropical (max-times) eigenvectors appear as the limit of the Perron vector. We make this statement explicit in Section 1.5 below.

1.5 Tropical and inverse tropical limit of classical eigenvector

Consider the tropical max-times algebra defined over the positive real numbers. Since the max-times and max-plus algebra are in bijection via the log/exponential map, all of the spectral theory carries through mostly unchanged. Note that the positive projective space $\mathbb{P}\mathbb{R}^{n-1}_+$, which is isomorphic to the simplex $\Delta_{n-1}$, plays the role of $\mathbb{T}\mathbb{P}^{n-1}$. The additive identity is 0, and the maximum cycle mean is now the maximum geometric cycle mean.

Let $X = [X_{ij}]$ be a $n \times n$ matrix, $\mathcal{K} := \mathbb{R}^{n \times n}_+$ be the open cone of elementwise positive matrices. (We suppress the dependent on $n$ of $\mathcal{K}$). Write $X^{(k)} := [X_{ij}^k]$ for its $k$-th Hadamard power. For $X \in \mathcal{K}$, let $v(X), \rho(X)$ denote its unique classical principal eigenvector-value pair in $\Delta_{n-1} \times \mathbb{R}_+$, also known as the Perron eigenvector and the Perron root of $X$. We
reserve $\lambda(X)$ for the tropical max-times eigenvalue of $X$, which is its maximum geometric cycle mean. The following theorem connects tropical max-times spectral theory with its classical version, known as the Perron-Frobenius theory for positive matrices.

**Theorem 1.12** (2). For $X \in \mathcal{K}$,

$$\lim_{k \to \infty} \rho(X^{(k)})^{1/k} = \lambda(X).$$

Furthermore, if the tropical max-times eigenvector $m(X)$ of $X$ is unique in $\Delta_{n-1}$, then it is the coordinate-wise limit of the sequence $v(X^{(k)})^{1/k}$ as $k \to \infty$

$$\lim_{k \to \infty} v(X^{(k)})^{1/k} = m(X).$$

See [2] for generalizations of this statement to sequence of nonnegative matrices $\{X(k)\}$ such that $(X(k))^{1/k}$ converges elementwise as $k \to \infty$. Interestingly, there is also an 'inverse tropical limit', that is, the sequence $(X(k))^{1/k}$ also converges elementwise as $k \to 0$. We shall prove this fact in Chapter 3.

**Theorem 1.13.** For $X \in \mathcal{K}$, define $h(X) = \left( \prod_{j=1}^{n} X_{ij} \right)^{1/n}$. Then

$$\lim_{k \to 0} v(X^{(k)})^{1/k} = h(X).$$

### 1.6 Applications to pairwise ranking

Theorems 1.12 and 1.13 play an important role in the context of pairwise ranking. Here one assigns to each pair of candidates a comparison score, forming a pairwise comparison matrix $X$. A ranking algorithm produces a cardinal (numerically quantified) ranking of candidates. This setup is natural in sport competitions, business and decision making. Recent applications include crowd-sourcing in large e-commerce databases such as Netflix, where each viewer only views and rates a tiny fraction of all movies, yet 99% of the movie pairs have comparisons by some viewers. Thus the ‘opinion of the crowd’, such as the fraction of viewers who prefer one movie to another, can serve as pairwise comparison scores, forming an almost complete data set from an otherwise sparse input. The difficulty of this setup lies in the existence of inconsistencies of the form $A > B > C > A$, since pairwise comparisons are performed independently.

Given a pairwise comparison matrix $X$, the triple $v(X), m(X), h(X)$ are outputs of three ranking algorithms: Perron Rank [86,87], Tropical Rank [31] and HodgeRank [20,55]. These are the three most commonly used algorithms in pairwise comparison ranking. Perron Rank plays a fundamental role behind the Analytic Hierarchical Process [86], a ranking procedure extensively applied in decision making. Meanwhile, HodgeRank is closely related to many
pairwise ranking algorithms in the broader literature of rank learning in computer science \[39,55\]. A number of papers have been devoted to their comparisons \[30,31,35,55,85,86,101\]. The previous two theorems imply that Perron Rank can be viewed as a family of ranking methods \( V_k : X \mapsto v(X^{(k)})^{1/k} \) for any \( k \in (0, \infty) \), with HodgeRank and Tropical Rank appearing as limiting cases. The choice of \( k \) reflects the freedom in choosing an exponent base, or equivalently, the freedom in choosing the unit of additive measurement, when one converts additive comparison to multiplicative comparison data. This conversion is not uncommon, as many datasets come naturally in additive comparison form in computer science applications \[39,49,55\].

In Chapter 4, we compare these three methods and their mathematical connections. We prove Theorem 1.13 and its geometric version, stated in terms of the one-dimensional real positive Kalman variety, a term coined by Ottaviani and Sturmfels \[73\]. These theorems show that the three methods mathematically belong to a parametrized family of ranking algorithms. On the other hand, we also show that they can produce arbitrarily different rank order on the same input. To be precise, for any two of the three methods, and for any pair of rankings of at least four items, there exists a comparison matrix for the items such that the rankings found by the two methods are the prescribed ones. We then consider random ranking models, and prove Theorem 4.19, which states that Perron Rank and HodgeRank asymptotically almost surely give the same ranking when pairwise scores are independent and identically distributed (i.i.d) from some general distributions. Thus, the method choice may not matter in large scale applications.
Chapter 2

Tropical Eigenvector: Cones of Linearity

This chapter is based on the paper ‘Combinatorial types of tropical eigenvectors’, joint work with Bernd Sturmfels [97], published in the Bulletin of the London Mathematical Society 45, 27-36, 2013. The main results are generalized in Chapter 3. We work with the max-plus algebra \((\mathbb{R}, \oplus, \odot)\).

2.1 Introduction

Recall Theorem 1.3 which states that the tropical eigenvalue \(\lambda(A)\) of a matrix \(A \in \mathbb{R}^{n \times n}\) is unique and is equal to the maximum cycle mean in the graph of \(A\). Our exposition shows that the map \(A \mapsto \lambda(A)\) is the support function of the normalized cycle polytope \(C_n\) defined in (1.5). The normal fan \(\mathcal{N}_n\) of \(C_n\) partitions \(\mathbb{R}^{n \times n}\) into polyhedral cones on which the eigenvalue map \(A \mapsto \lambda(A)\) is linear. The closed cones of full dimension in \(\mathcal{N}_n\) are naturally indexed by cycles in the graph on \(n\) vertices. Closed cones of lower dimensions in this fan are thus indexed by graph unions of cycles. Therefore, we can speak of the combinatorial type of the tropical eigenvalue, or in short, its eigenvalue type.

Definition 2.1. The eigenvalue type of a matrix \(A \in \mathbb{R}^{n \times n}\) is the closed cone in the normal fan \(\mathcal{N}_n\) of the polytope \(C_n\) that contains \(A\).

Example 2.2. Let \(n = 3\). There are eight cycles, two of length 3, three of length 2 and three of length 1, and hence eight eigenvalue types corresponding to the full-dimensional cones of the fan \(\mathcal{N}_3\). The polytope \(C_3\) is six-dimensional: it is the threefold pyramid over the bipyramid formed by the 3-cycles and 2-cycles.

Our goal in this chapter is to refine \(\mathcal{N}_n\) into cones of linearity for the eigenspace map \(A \mapsto Eig(A)\). We shall prove the existence of a partition \(\mathcal{P}_n\) of \(\mathbb{R}^{n \times n}\) into cones of linearity of this map, whose closed full-dimensional cones are indexed by connected functions.
Proposition 2.3. There exists a partition \( P_n \) of matrix space \( \mathbb{R}^{n \times n} \) into finitely many convex polyhedral cones such that each matrix in the interior of a full-dimensional cone has a unique eigenpair \( (\lambda, x) \) in \( \mathbb{R} \times \mathbb{T}^{n-1} \). Moreover, on each full-dimensional cone in that partition, the eigenpair map \( A \mapsto (\lambda(A), x(A)) \) is represented by a unique linear function \( \mathbb{R}^{n \times n} \to \mathbb{R} \times \mathbb{T}^{n-1} \).

The eigenvalue is always unique, but by Theorem 1.11 the projective tropical eigenspace can be of dimension anywhere between 0 and \( n-1 \). The proposition implies that the set of matrices with more than one eigenvector lies in the finite union of subspaces of codimension one, and hence a generic \( n \times n \) matrix has a unique eigenpair. Furthermore, cones of linearity of the eigenpair map refines the normal fan of the cycle polytope. Our main result is as follows.

Theorem 2.4. All full-dimensional cones of the partition \( P_n \) are linearly isomorphic to \( \mathbb{R}^n \times \mathbb{R}_{>0}^{n(n-1)} \). These cones are indexed by the connected functions \( \phi : [n] \to [n] \), so their number is

\[
\sum_{k=1}^{n} \frac{n!}{(n-k)!} \cdot n^{n-k-1}.
\]

(2.1)

For \( n \geq 3 \), these cones do not form a fan, that is, two cones may intersect in a non-face.

Here a function \( \phi \) from \([n] = \{1, 2, \ldots, n\}\) to itself is called connected if its graph is connected as an undirected graph. The count in (2.1) is the sequence A001865 in [81]. In Section 2.2 we explain this combinatorial representation and we prove both Proposition 2.3 and Theorem 2.4. For \( n = 3 \), the number (2.1) equals 17, and our cone decomposition is represented by a 5-dimensional simplicial complex with f-vector \((9, 36, 81, 102, 66, 17)\). The locus in \( \mathbb{R}^{n \times n} \) where the cone decomposition fails to be a fan consists precisely of the matrices \( A \) whose eigenspace is positive-dimensional. We explain the details in Section 2.3.

In Section 2.4 we restrict to matrices \( A \) that are skew-symmetric, in symbols: \( A = -A^T \). Tropical eigenvectors of skew-symmetric matrices arise in pairwise comparison ranking, in the approach that was pioneered by Elsner and van den Driessche [31,32]. We shall discuss this connection in Chapter 4. Chapter 3 provides a complete combinatorial description of all cones in \( P_n \) and that of its natural fan refinement, the fan of linearity of the polytrope map.

Notation

We shall retain this notation for Chapter 3. The graph of a matrix \( A \in \mathbb{R}^{n \times n} \) is the weighted graph with edge weights \( A_{ij} \). For a path \( P_{ii'} \) from \( i \) to \( i' \), let \( |P_{ii'}| \) denote the number of edges, \( A(P_{ii'}) \) denote the sum of all edge weights along the path in the graph of \( A \). We say that two paths are disjoint if they do not share any edges. For disjoint paths \( P_{ii'}, P_{i'j} \), we write \( P_{ii'} + P_{i'j} \) for their concatenation.
2.2 The partition \( P_n \) and its full-dimensional cones

Recall that a connected function on \([n]\) is a function from \([n]\) to itself such that is graph is connected. We shall also use this term to refer to its graph. We shall need some equivalent characterizations of connected functions. These can be checked by direct computation.

**Lemma 2.5.** The following are equivalent.

1. \( G \) is (the graph of) a connected function.
2. \( G = T \cup e \), where \( e \) is an edge, and \( T \) is an in-directed spanning tree.
3. \( G \) has a unique cycle \( C \), and for each node \( \ell \in C \), the spanning tree \( T_\ell \) rooted at \( \ell \) is unique, and \( G = T_\ell \cup C \).

By Proposition 1.6 and Theorem 1.11, each eigenvector \( x \) is associated with a collection of trees \( T(x) \) of longest paths rooted at a critical node. Suppose \( A \) lies in the interior of a full-dimensional cone of \( \mathcal{N}_n \), and hence has a unique critical cycle \( C \). For any \( T \in T(x) \), one can use the cycle \( C \) to re-root at a different critical node. Since the root nodes lie in the same critical cycle, the re-rooted tree is a tree of longest path of \( x \) by Theorem 1.11. Therefore, by Lemma 2.5, each eigenvector can be associated with a collection of connected functions, each records a tree of longest path from any node to one of the root nodes.

**Proof of Proposition 2.3.** Since the eigenvector type necessarily refines the eigenvalue type, it is sufficient to construct the refinement of each eigenvalue type in the full-dimensional cones of \( \mathcal{N}_n \). Let \( A \) lie in the interior of a cone with critical cycle \( C \). Suppose \( A \) has an extreme eigenvector \( x \) associated with a connected function \( G \). Fix any critical node \( \ell \), let \( T \) be the unique spanning tree of \([n]\) in \( G \) rooted at \( \ell \). Since the eigenvalue map is linear, for any path \( P_\ell \) the quantity \( \bar{A}(P_\ell) \) is given by a unique linear form in the entries of \( A \). A path \( Q_\ell \) is maximal if and only if \( \bar{A}(Q_\ell) - \bar{A}(P_\ell) \geq 0 \) for all paths \( P_\ell \neq Q_\ell \). Thus the coordinate \( x_i \) of the eigenvector is given by a unique linear function in the entries of \( A \) (up to choices of \( \ell \)) if and only if

\[
\bar{A}(Q_\ell) - \bar{A}(P_\ell) > 0 \quad \text{for all paths} \ P_\ell \neq Q_\ell.
\] (2.2)

As previously noted, by Theorem 1.11, considering any other tree in \( G \) rooted at other nodes will yield the same eigenvector. Thus as linear functions in the entries of \( A \), the linear forms in (2.2) are independent of the choice of \( \ell \). We have shown that \( A \) with critical cycle \( C \) has an extreme eigenvector \( x \) with tree \( T \in T(x) \), or equivalently, with connected function \( G = T \cup C \), if and only if it satisfies a collection of linear inequalities on its entries, which define a full-dimensional polyhedral cone. Thus matrices in the interior of these cones are precisely those with a unique eigenvector \( x \) associated with a unique connected function with cycle \( C \). Any other matrix necessarily lies at the intersections of these cones. The union of
shall show that there are only \( n \) distinct paths from each vertex of a graph of some generic matrix \( A \in \mathbb{R}^{n \times n} \). We saw that each full-dimensional cone of \( \mathcal{P}_n \) of \( \mathbb{R}^{n \times n} \), which refine \( \mathcal{N}_n \) by construction. This proves Proposition 2.3.

Two points should be noted in the proof of Proposition 2.3. Firstly, in the interior of each eigenpair cone \( (2.2) \), the unique eigenvector is associated with a unique connected function \( \phi \). Without loss of generality, we can assume that \( n \) is not in the image of \( \phi \). By induction we can find an \((n-1) \times (n-1)\)-matrix \( A' \) with critical graph \( \phi \backslash \{ (n, \phi(n)) \} \). We enlarge \( A' \) to the desired \( n \times n \)-matrix \( A \) by setting \( A_{n,\phi(n)} = 0 \) and all other entries very negative. Then \( A \) has \( n \) critical graph. We conclude that, for every connected function \( \phi \) on \([n]\), the set of all \( n \times n \)-matrices that have the critical graph \( \phi \) is a full-dimensional convex polyhedral cone \( \Omega_\phi \) in \( \mathbb{R}^{n \times n} \), and these are the full-dimensional cones, characterized in \((2.2)\), on which the eigenpair map is linear.

We next show that these cones are linearly isomorphic to \( \mathbb{R}^n \times \mathbb{R}_{\geq 0}^{(n-1)} \). Recall that the \( n \)-dimensional subspace \( W_n \) in \((1.7)\) is the orthogonal complement to the affine span of the cycle polytope \( C_n \). The normal cone at each vertex of \( C_n \) is the sum of \( W_n \) and a pointed cone of dimension \( n(n-1) \). We claim that the subcones \( \Omega_\phi \) inherit the same property. Let \( \bar{\Omega}_\phi \) denote the image of \( \Omega_\phi \) in the quotient space \( \mathbb{R}^{n \times n} / W_n \). This is an \( n(n-1) \)-dimensional pointed convex polyhedral cone, so it has at least \( n(n-1) \) facets. As shown in the proof of Proposition 2.3, \( \bar{\Omega}_\phi \) is defined by linear inequalities of the form \((2.2)\), independent of the choice of the critical vertex \( \ell \). Fix some critical vertex \( \ell \). To show that it has precisely \( n(n-1) \) facets, we claim that exactly \( n(n-1) \) of such inequalities are active constraint, namely

\[
\Omega_\phi = \{ A \in \mathbb{R}^{n \times n} : \bar{A}_{ij} \leq \bar{A}(\phi_{i\ell}) - \bar{A}(\phi_{j\ell}) : (i, j) \in [n]^2 \backslash \phi \}. \tag{2.3}
\]

In this formula, \( \phi_{i\ell} \) denotes the unique cycle-free directed path from \( i \) to \( \ell \) in the graph of \( \phi \), with the convention \( \phi_{\ell\ell} = \emptyset \), hence \( \bar{A}(\phi_{i\ell}) = 0 \). Existence of such a path follows from Lemma 2.5.

There are \( n(n-1) \) distinct non-edges \( (i, j) \in [n]^2 \backslash \phi \), hence the inequalities in \((2.3)\) are linearly independent. Furthermore, each of them clearly is of the form \((2.2)\). Therefore, the cone defined by the right-hand side of \((2.3)\) is linearly isomorphic to \( \mathbb{R}^n \times \mathbb{R}_{\geq 0}^{(n-1)} \), and it contains \( \Omega_\phi \). To show that it is equal to \( \Omega_\phi \), let \( A \) be in the cone of the right-hand side of \((2.3)\). For each node \( i \in [n] \), choose any path \( P_{i \ell} \neq \phi_{i\ell} \). Without loss of generality, we can
assume that $i \to j$ is the first edge that differ between $P(i\ell)$ and $\phi_{i\ell}$. Clearly this edge is not in $\phi$. Then

$$\bar{A}(P_{i\ell}) = \bar{A}_{ij} + \bar{A}(P_{j\ell}) \leq \bar{A}_{ij} + \bar{A}(\phi_{j\ell}) \leq \bar{A}(\phi_{i\ell}).$$

Thus (2.2) holds, that is, $A \in \Omega_\phi$. This proves (2.3), concluding the proof of the first sentence in Theorem 2.4.

For the second sentence we note that the number of connected functions in (2.1) is the sequence A001865 in [81]. Finally, it remains to be seen that our simplicial cones do not form a fan in $\mathbb{R}^{n^2}/W_n$ for $n \geq 3$. We shall demonstrate this explicitly in Example 2.8. \[\square\]

### 2.3 Eigenpair cones and failure of the fan property

Let $(x_\phi, \lambda_\phi) : \mathbb{R}^{n \times n} \to \mathbb{TP}^{n-1} \times \mathbb{R}$ denote the unique linear map which takes any matrix $A$ in the interior of the cone $\Omega_\phi$ to its eigenpair $(x(A), \lambda(A))$. Of course, this linear map is defined on all of $\mathbb{R}^{n \times n}$, not just on $\Omega_\phi$. The following lemma is a useful characterization of $\Omega_\phi$ in terms of the linear map $(x_\phi, \lambda_\phi)$ which elucidates its product structure as $\mathbb{R}^n \times \mathbb{R}^{n(n-1)}_\geq 0$.

**Lemma 2.6.** For a matrix $A \in \mathbb{R}^{n \times n}$, we abbreviate $x := x_\phi(A), \lambda := \lambda_\phi(A)$, and we set $C = (c_{ij}) = (A_{ij} - x_i + x_j - \lambda)$. Then $A$ is in the interior of the cone $\Omega_\phi$ if and only if

$$C_{i\phi(i)} = 0 \text{ for all } i \in [n] \text{ and } C_{ij} < 0 \text{ otherwise.} \quad (2.4)$$

**Proof.** Since the matrix $(x_i - x_j + \lambda)$ is in the linear subspace $W_n$, the matrices $A$ and $C$ lie in the same eigenpair cone $\Omega_\phi$. Since $C_{ij} \leq 0$ for all $i, j = 1, \ldots, n$, the conditions (2.4) are thus equivalent to

$$(C \odot [0, \ldots, 0]^T)_i = \max_{k \in [n]} C_{ik} = C_{i\phi(i)} = 0 \text{ for all } i \in [n].$$

In words, the matrix $C$ is a normalized version of $A$ which has eigenvalue $\lambda(C) = 0$ and eigenvector $x(C) = [0, \ldots, 0]^T$. The condition (2.4) is equivalent to that in (2.3), with strict inequalities for $\{(i, j) : j \neq \phi(i)\}$, and it holds if and only if $C$ is in the interior of $\Omega_\phi$. \[\square\]

The linear map $A \mapsto (C_{ij} : j \neq \phi(i))$ defined in Lemma 2.6 realizes the projection from the eigenpair cone $\Omega_\phi$ onto its pointed version $\bar{\Omega}_\phi$. Thus, the simplicial cone $\bar{\Omega}_\phi$ is spanned by the images in $\mathbb{R}^{n \times n}/W_n$ of the incidence vectors $-\chi_{ij}$ that are indexed by the $n(n-1)$ non-edges:

$$\Omega_\phi = W_n + \mathbb{R}_{\geq 0}\{-\chi_{ij} : (i, j) \in [n]^2 \setminus \phi\} \simeq \mathbb{R}^n \times \mathbb{R}^{n(n-1)}_{\geq 0}. \quad (2.5)$$

At this point, we find it instructive to work out the eigenpair cone $\Omega_\phi$ explicitly for a small example, and to verify the equivalent representations (2.3) and (2.5) for that example.
Example 2.7 \((n = 3)\). Fix the connected function \(\phi = \{12, 23, 31\}\). Its eigenvalue functional is \(\lambda := \lambda_\phi(A) = \frac{1}{3}(A_{12} + A_{23} + A_{31})\). The eigenpair cone \(\Omega_\phi\) is 9-dimensional and is characterized by 3 \(\lambda\) equal to this system of inequalities.

The equations \(c_{12} = c_{23} = c_{31} = 0\) in \((2.5)\) are equivalent to

\[
x := x_\phi(A) = \begin{bmatrix} A_{12} + A_{23} - 2\lambda, & A_{23} - \lambda, & 0 \end{bmatrix}^T.
\]

The constraints \(c_{11}, c_{13}, c_{21}, c_{22}, c_{32}, c_{33} < 0\) translate into the six inequalities above. \(\Box\)

To describe the combinatorial structure of the eigenpair types, we introduce a simplicial complex \(\Sigma_n\) on the vertex set \([n]^2\). The facets (= maximal simplices) of \(\Sigma_n\) are the complements \([n]^2 \setminus \phi\) where \(\phi\) runs over all connected functions on \([n]\). Thus \(\Sigma_n\) is pure of dimension \(n^2 - n - 1\), and the number of its facets equals \((2.1)\). To each simplex \(\sigma\) of \(\Sigma_n\) we associate the simplicial cone \(\mathbb{R}_{>0}\{e_{ij} : (i, j) \in \sigma\}\) in \(\mathbb{R}^{n \times n}/W_n\). We have shown that these cones form a decomposition of \(\mathbb{R}^{n \times n}/W_n\) in the sense that every generic matrix lies in exactly one cone.

The last assertion in Theorem 2.4 states that these cones do not form a fan. We shall now show this for \(n = 3\) by giving a detailed combinatorial analysis of \(\Sigma_3\).

Example 2.8. \([n = 3]\) We here present the proof of the third and final part of Theorem 2.4.

The simplicial complex \(\Sigma_3\) is 5-dimensional, and it has 9 vertices, 36 edges, 81 triangles, etc. The f-vector of \(\Sigma_3\) is \((9, 36, 81, 102, 66, 17)\). The 17 facets of \(\Sigma_3\) are, by definition, the set complements of the 17 connected functions \(\phi\) on \([3] = \{1, 2, 3\}\). For instance, the connected function \(\phi = \{12, 23, 31\}\) in Example 2.6 corresponds to the facet \(\{11, 13, 21, 22, 32, 33\}\) of \(\Sigma_3\). This 5-simplex can be written as \(\{11, 22, 33\} \ast \{21, 32, 13\}\), the join of two triangles, so it appears as the central triangle on the left in Figure 2.1.
Figure 2.1: The simplicial complex $\Sigma_3$ of connected functions $\phi : [3] \to [3]$. Fixed-point free $\phi$ are on the left and functions with $\phi(3) = 3$ on the right.

Figure 2.1 is a pictorial representation of the simplicial complex $\Sigma_3$. Each of the drawn graphs represents its clique complex, and * denotes the join of simplicial complexes. The eight connected functions $\phi$ whose cycle has length $\geq 2$ correspond to the eight facets on the left in Figure 2.1. Here the triangle $\{11, 22, 33\}$ is joined with the depicted cyclic triangulation of the boundary of a triangular prism. The other nine facets of $\Sigma_3$ come in three groups of three, corresponding to whether 1, 2 or 3 is fixed by $\phi$. For instance, if $\phi(3) = 3$ then the facet $[3]^2 \setminus \phi$ is the join of the segment $\{11, 22\}$ with one of the three tetrahedra in the triangulation of the solid triangular prism on the right in Figure 2.1.

In the geometric realization given by the cones $\Omega_{\phi}$, the square faces of the triangular prism are flat. However, we see that both of their diagonals appear as edges in $\Sigma_3$. This proves that the cones covering these diagonals do not fit together to form a fan.

Naturally, each simplicial complex $\Sigma_n$ for $n > 3$ contains $\Sigma_3$ as a subcomplex, and this is compatible with the embedding of the cones. Hence the eigenpair types fail to form a fan for any $n \geq 3$. For the sake of concreteness, we note that the 11-dimensional simplicial complex $\Sigma_4$ has f-vector $(16, 120, 560, 1816, 4320, 7734, 10464, 10533, 7608, 3702, 1080, 142)$.

The failure of the fan property is caused by the existence of matrices that have disjoint critical cycles. Such a matrix lies in a lower-dimensional cone in the normal fan of $C_n$, and it has two or more eigenvectors in $\mathbb{T}P^{n-1}$ that each arise from the unique eigenvectors on neighboring full-dimensional cones. These eigenvectors have distinct critical graphs $\phi$ and $\phi'$ and the cones $\Omega_{\phi}$ and $\Omega_{\phi'}$ do not intersect along a common face. In other words, the failure of the fan property reflects the discontinuity in the eigenvector map $A \mapsto x(A)$.

For concrete example, consider the edge connecting 13 and 23 on the left in Figure 2.1 and the edge connecting 31 and 32 on the right in Figure 2.1. These edges intersect in their relative interiors, thus violating the fan property. In this intersection we find the matrix

\[
A = \begin{pmatrix}
0 & 0 & -1 \\
0 & 0 & -1 \\
-1 & -1 & 0
\end{pmatrix},
\]

(2.6)
whose eigenspace is a tropical segment in $\mathbb{T}P^2$. Any nearby generic matrix has a unique eigenvector, and that eigenvector lies near one of the two endpoints of the tropical segment. A diagram like Figure 2.1 characterizes the combinatorial structure of such discontinuities.

### 2.4 Skew-symmetric matrices

In this section we are interested in the combinatorial types of eigenpairs when restricted to the space $\wedge_2 \mathbb{R}^n$ of skew-symmetric matrices. These appeared in the application of tropical eigenvectors to the statistical problem of inferring rankings from pairwise comparison matrices pioneered by Elsner and van den Driessche [31, 32]. Working on the additive scale, any pairwise comparison matrix $A = (A_{ij})$ is skew-symmetric, i.e. it satisfies $A_{ij} + A_{ji} = 0$ for all $1 \leq i, j \leq n$. The set $\wedge_2 \mathbb{R}^n$ of all skew-symmetric matrices is a linear subspace of dimension $\binom{n}{2}$ in $\mathbb{R}^{n \times n}$. The input of the tropical ranking algorithm is a generic matrix $A \in \wedge_2 \mathbb{R}^n$ and the output is the permutation of $[n] = \{1, \ldots, n\}$ given by sorting the entries of the eigenvector $x(A)$. See Chapter 4 for a comparison with other ranking methods.

For this section, we shall study the decomposition of the space $\wedge_2 \mathbb{R}^n$ into the convex polyhedral cones $\Omega_\phi \cap \wedge_2 \mathbb{R}^n$ where $\phi$ runs over connected functions on $[n]$. Note that, $\lambda(A) \geq 0$ for all $A \in \wedge_2 \mathbb{R}^n$, and the equality $\lambda(A) = 0$ holds if and only if $A \in W_n$. Hence the intersection $\Omega_\phi \cap \wedge_2 \mathbb{R}^n$ is trivial for all connected functions $\phi$ whose cycle has length $\leq 2$. This motivates the following definition.

We define a kite to be a connected function $\phi$ on $[n]$ whose cycle has length $\geq 3$. By restricting the sum in (2.1) accordingly, we see that the number of kites on $[n]$ equals

$$\sum_{k=3}^{n} \frac{n!}{(n-k)!} \cdot n^{n-k-1}. \quad (2.7)$$

Thus the number of kites for $n = 3, 4, 5, 6, 7, 8$ equals 2, 30, 444, 7320, 136590, 2873136. The following result is the analogue to Theorem 2.4 for skew-symmetric matrices.

**Theorem 2.9.** The full-dimensional cones in $\wedge_2 \mathbb{R}^n$ on which the tropical eigenpair map for skew-symmetric matrices is represented by distinct and unique linear functions are $\Omega_\phi \cap \wedge_2 \mathbb{R}^n$ where $\phi$ runs over all kites on $[n]$. Each cone has $n(n-3)$ facets, so it is not simplicial, but it is linearly isomorphic to $\mathbb{R}^{n-1}$ times the cone over the standard cube of dimension $n(n-3)/2 = \binom{n}{2} - n$. This collection of cones does not form a fan for $n \geq 6$.

**Proof.** It follows from our results in Section 2.2 that each cone of linearity of the map

$$\wedge_2 \mathbb{R}^n \to \mathbb{R} \times \mathbb{T}P^{n-1}, \quad A \mapsto (\lambda(A), x(A))$$

has the form $\Omega_\phi \cap \wedge_2 \mathbb{R}^n$ for some kite $\phi$. Conversely, let $\phi$ be any kite on $[n]$ with cycle $(1 \to 2 \to \ldots \to k \to 1)$. We must show that $\Omega_\phi \cap \wedge_2 \mathbb{R}^n$ has non-empty interior (inside $\wedge_2 \mathbb{R}^n$). We
shall prove the statement by induction on \( n - k \). Note that this would prove distinctiveness, for the matrices constructed in the induction step lie strictly in the interior of each cones. The base case \( n - k = 0 \) is easy: here the skew-symmetric matrix \( A = \sum_{i=1}^{n} (\chi_{iφ(i)} - \chi_{φ(i)i}) \) lies in the interior of \( Ω_φ \).

For the induction step, suppose that \( A \) lies in the interior of \( Ω_φ \cap Λ^2 \mathbb{R}^n \), and fix an extension of \( φ \) to \([n+1]\) by setting \( φ(n+1) = 1\). Our task is to construct a suitable matrix \( A ∈ Λ^2 \mathbb{R}^{n+1} \) that extends the old matrix and realizes the new \( φ \). To do this, we need to solve for the \( n \) unknown entries \( A_{i,n+1} = -A_{n+1,i} \), for \( i = 1, 2, \ldots, n \).

By (2,3), the necessary and sufficient conditions for \( A \) to satisfy \( φ(n+1) = 1 \) are

\[
A_{(n+1)j} \leq λ(A) + A(φ_{(n+1)j^*}) - A(φ_{jj^*}),
A_{j(n+1)} \leq λ(A) + A(φ_{jj^*}) - A(φ_{1j^*}) - A(φ_{(n+1)1}).
\]

Let \(|φ_{jj^*}|\) denote the number of edges in the path \( φ_{jj^*} \). Since \( A_{ij} = -A_{ji} \), rearranging gives

\[
A_{1(n+1)} + A_{(n+1)j} \leq A(φ_{1j^*}) - A(φ_{jj^*}) + (|φ_{jj^*}| - |φ_{1j^*}|)λ(A),
A_{1(n+1)} + A_{(n+1)j} \geq A(φ_{1j^*}) - A(φ_{jj^*}) + (|φ_{jj^*}| - |φ_{1j^*}|)λ(A) - 2λ(A).
\]

The quantities on the right hand side are constants that do not depend on the new matrix entries we seek to find. They specify a solvable system of upper and lower bounds for the quantities \( A_{1(n+1)} + A_{(n+1)j} \) for \( j = 2, \ldots, n \). Fixing these \( n - 1 \) sums arbitrarily in their required intervals yields \( n - 1 \) linear equations. Working modulo the 1-dimensional subspace of \( W_{n+1} \) spanned by \( ∑_{j=1}^{n} (\chi_{n+1,j} - \chi_{j,n+1}) \), we add the extra equation \( ∑_{j=1}^{n} A_{j(n+1)} = 0 \). From these \( n \) linear equations, the missing matrix entries \( A_{1(n+1)}, A_{2(n+1)}, \ldots, A_{n(n+1)} \) can be computed uniquely. The resulting matrix \( A ∈ Λ^2 \mathbb{R}^{n+1} \) strictly satisfies all the necessary inequalities, so it is in the interior of the required cone \( Ω_φ \).

The quotient of \( Λ^2 \mathbb{R}^n \) modulo its \( n \)-dimensional subspace \( W_n \cap Λ^2 \mathbb{R}^n \) has dimension \( n(n-3)/2 \). The cones we are interested in, one for each kite \( φ \), are all pointed in this quotient space. From the inductive construction above, we see that each cone \( Ω_φ \cap Λ^2 \mathbb{R}^n \) is characterized by upper and lower bounds on linearly independent linear forms. This proves that this cone is linearly isomorphic to the cone over a standard cube of dimension \( n(n-3)/2 \). If \( n = 4 \) then the cubes are squares, as shown in Figure 4.1.

Failure to form a fan stems from the existence of disjoint critical cycles, as discussed at the end of Section 3. For \( n ≥ 6 \), we can fix two disjoint triangles and their adjacent cones in the normal fan of \( C_n \). By an analogous argument to that given in Example 2.7, we conclude that the cones \( Ω_φ \cap Λ^2 \mathbb{R}^n \), as \( φ \) runs over kites, do not form a fan for \( n ≥ 6 \). □
2.5 Summary

In this chapter we examined the division of the space of all (skew-symmetric) \( n \times n \)-matrices into open polyhedral cones that represent distinct combinatorial types of tropical eigenpairs. Since that partition is not a fan, interesting phenomena happen for special matrices \( A \), i.e. those not in any of the full-dimensional cones \( \Omega_\phi \). For such matrices \( A \), the eigenvalue \( \lambda \) is still unique but the tropical polytope \( Eig(A) \) may have dimension \( \geq 1 \).

Each tropical vertex of an eigenpolytope \( Eig(A) \) can be represented as the limit of eigenvectors \( x(A_\epsilon) \) where \( (A_\epsilon) \) is a sequence of generic matrices lying in the cone \( \Omega_\phi \) for some fixed connected function \( \phi \). This means that the combinatorial structure of the eigenpolytope \( Eig(A) \) is determined by the connected functions \( \phi \) that are adjacent to \( A \). For example, let us revisit the (inconsistently subdivided) square \( \{13, 32, 23, 31\} \) in Figure 2.1. By Lemma 2.6, any \( 3 \times 3 \)-matrices that correspond to the points on that square can be taken to have the form

\[
A = \begin{pmatrix}
0 & 0 & a \\
0 & 0 & b \\
c & d & 0
\end{pmatrix}, \quad \text{where } a, b, c, d < 0.
\]

One particular instance of this was featured in (2.6). The eigenpolytope \( Eig(A) \) of the above matrix is the tropical line segment spanned by the columns of \( A \), and its two vertices are limits of the eigenvectors coming from the two adjacent facets of \( \Sigma_3 \).

In Chapter 3, we complete our study of \( P_n \) by providing a natural fan refinement \( F_n \), and combinatorial descriptions for all of their closed cones. The indexing set for closed cones of \( P_n \) is the collection of compatible sets of connected relations. As indicated in the above discussions, these generalize the notion of ‘neighboring connected functions’.
Chapter 3

Polytropes and Tropical Eigenspaces: Cones of Linearity

This chapter is based on the submitted paper with the same title, available as an arXiv eprint [102]. We now address all the open questions raised in the previous chapter. Like in the previous chapter, we shall work with the max-plus algebra \((\mathbb{R}, \oplus, \odot)\) and utilize the same notation on graphs and paths. However, as in the archived version, we aim to provide a self-contained treatment.

3.1 Introduction

In this chapter we completely characterize conditions under which the piecewise linear maps \(A \mapsto \text{Eig}(A)\) and \(A \mapsto \text{Pol}(A)\) are given by linear functionals in the entries of \(A\). Our results in this section parallel and extend Proposition 2.3 and Theorem 2.4. We first state the theorems. The notation will be fully defined later.

Theorem 3.1. There exists a fan \(F_n\) such that in the relative interior of its cones, the polypode map \(A \mapsto \text{Pol}(A)\) is given by a unique set of linear functionals in the entries of \(A\). Furthermore, \(F_n\) is the normal fan of an \(n(n-1)\)-dimensional polytope in \(\mathbb{R}^{n\times n}\), whose face lattice is isomorphic to the lattice of complete sets of connected relations, denoted \(\mathcal{CF}[n]\).

Our proof provides an explicit formula for \(F_n\), see (3.1). Theorem 3.1 addresses all the unresolved issues in Theorem 2.4 namely that of a combinatorial indexing for the lower dimensional cones of \(\mathcal{P}_n\), and the existence of a natural fan refinement which preserves information on the eigenspace.

Corollary 3.2. The fan \(F_n\) in Theorem 3.1 refines the partition \(\mathcal{P}_n\) appearing in Proposition 2.3. The coarsening to \(\mathcal{P}_n\) of the lattice isomorphism in Theorem 3.1 produces an order-preserving bijection from the closed cones of \(\mathcal{P}_n\) to the poset of compatible sets of connected relations, denoted \(\mathcal{CP}[n]\).
Theorem 3.1 converts the study of cones in $\mathcal{F}_n$ and $\mathcal{P}_n$ to the study of $\mathcal{CF}[n]$ and $\mathcal{CP}[n]$, which essentially are collections of graphs with constraints. From these sets of graphs, one can recover the defining equations and inequalities of the corresponding cones by applying the lattice isomorphism, which is a simple computation given in Algorithm 2. Cone intersections, for example, correspond to taking the join of two elements in $\mathcal{CF}[n]$ as described in Algorithm 1. Coarser information on a cone such as its codimension is given by an explicit formula (Proposition 3.24).

It follows from [29, Proposition 18] that all polytropes arise as $Pol(A)$ for some matrix $A$. This was also known to Sergeev, Schneider and Butkovic [92], and further studied in [91]. Full-dimensional polytropes, also known as tropical simplices, are of great importance to tropical polyhedral geometry, see [57] and references therein.

The face lattice of polytropes provides a natural combinatorial classification which coincides with Green’s D-relation on the semigroup of square tropical matrices [50]. On the other hand, one can declare two polytropes to be equivalent if the corresponding matrices have finite entries and they lie in the relative interior of the same cone in $\mathcal{F}_n$. We term this the graphical type of a polytrope, and the former its combinatorial type. They are not directly comparable. We do not know if there exists an indexing set equivalent to $\mathcal{CF}[n]$ for the combinatorial type of polytropes. Such a set may shed light on the semigroup structure of tropical matrices, a topic intimately tied in with the ‘tropical’ (ie: Brazilian) origins of tropical geometry in the work of Imre Simon [95].

Organization

In Section 3.2 we explicitly construct $\mathcal{F}_n$ and prove that it is the desired polytopal fan. In Section 3.3 we define $\mathcal{CF}[n]$ and $\mathcal{CP}[n]$, the complete and compatible sets of connected relations, respectively. Section 3.4 proves the remaining statement of Theorem 3.1 and Corollary 3.2 by constructing the lattice anti-isomorphism $\Psi$ from $\mathcal{CF}[n]$ to the face lattice of $\mathcal{F}_n$. We give an algorithm to compute $\Psi$ in Section 3.5 prove a formula which gives the co-dimension of the cone from its graphical encoding, and discuss symmetries of the fan $\mathcal{F}_n$. We conclude with examples in Section 3.6.

Notation

Throughout this chapter, a graph is a directed graph, allowing self-loops but not multiple edges. By a connected graph we mean weakly connected. The subgraph rooted at a node $u$ is the set of nodes and edges belonging to paths which flow into $u$. A collection of nodes $S$ in a graph $G$ is a strong component if the induced subgraph on $S$ is strongly connected. A strong component $S$ is a sink component if there are no directed edges from $S$ to its complement. We use the term multigraph to mean a directed graph with multiple distinct arcs, that is, it consists of an ordered 4-tuple $(V, E, s, t)$ where $V$ is the set of nodes, $E$ is the set of edges, $s : E \to V$ is a map assigning to each edge its source node, and $t : E \to V$ is a map assigning
to each edge its target node. The contraction $\tilde{G}$ of a connected graph $G$ is a multigraph whose nodes are indexed by the sink components of $G$, and whose edge set, source and target maps are induced by the edges of $G$. An in-directed tree is a tree whose edges are oriented towards the root. For two fans $\mathcal{F}_1, \mathcal{F}_2$, let $\mathcal{F}_1 \wedge \mathcal{F}_2$ denote their common refinement.

### 3.2 Construction of $\mathcal{F}_n$

We now give an explicit construction of $\mathcal{F}_n$ and show that it is polytopal. We first need a small result in polyhedral geometry which gives one way of constructing a polytopal fan.

**Definition 3.3.** Let $\mathcal{F}$ be a fan refinement of a convex, full-dimensional, pointed polyhedral cone $C$ in $\mathbb{R}^n$, $v \in \mathbb{R}^n$ a vector in its interior. A cone of $\mathcal{F}$ is an outer cone if it is a subset of the boundary of $C$. The flattening of $\mathcal{F}$ along $v$ is the fan in $\mathbb{R}^{n-1}$ whose cones are the images of the outer cones of $\mathcal{F}$ projected onto the orthogonal complement of $v$.

**Lemma 3.4.** Suppose $\mathcal{F}$ is the normal fan of some convex polyhedron $P$ in $\mathbb{R}^n$ with a pointed, full-dimensional recession cone. Let $v$ be a vector in the interior of $\mathcal{F}$. Then the flattening of $\mathcal{F}$ along $v$ is a polytopal fan in $\mathbb{R}^{n-1}$.

**Proof.** Implicitly the lemma claimed that $\mathcal{F}$ is a fan refinement of a full-dimensional, pointed polyhedral cone. To see this, let $P$ be the polyhedron in the lemma. Write $P = Q + C$ where $C$ is its recession cone, $Q$ a polytope. By definition, the polar $C^\circ$ is the normal fan of $C$. Since $C$ is full-dimensional, the facet normals of $Q$ lie in the interior of $C^\circ$. Thus the normal fan of $P$ is a fan refinement of the polyhedral cone $C^\circ$.

An $(n-1)$-dimensional unbounded face of $P$ is a face of $Q$ plus a face of $C$, hence its normal vector is an outer ray of $\mathcal{F}$. An $(n-1)$-dimensional bounded face of $P$ is necessarily a face of $Q$, whose facet normal must lie in the interior of $C^\circ$. Thus the outer rays of $\mathcal{F}$ are precisely the facet normals of the unbounded faces of $P$.

We now explicitly construct the polytope in question. Let $\mathcal{H}$ denote the orthogonal complement of $v$. Under the convention that the facet normals point outwards, the linear functional $x \mapsto \langle v, x \rangle$ on $\mathbb{R}^n$ is bounded above on $P$, and bounded below on $Q$. Thus there exists $M$ sufficiently small such that $\langle v, x \rangle > M$ for all $x \in Q$. Let $\mathcal{H}_M = \mathcal{H} + M$. View $P_M = P \cap \mathcal{H}_M$ as a polytope in the $(n-1)$-dimensional affine subspace $\mathcal{H}_M$. We claim that $P_M$ is the polytope needed. Indeed, by construction, the $i$-dimensional faces of $P_M$ are the unbounded $(i+1)$-dimensional faces of $P$ intersected with $\mathcal{H}_M$. Thus it is sufficient to show that the projected outer rays of $\mathcal{F}$ along $v$ are the facet normals of the corresponding faces in $P_M$. Let $x$ be a vector in an $(n-2)$-dimensional face of $P_M$, $f$ the corresponding outer ray of $\mathcal{F}$, and $\Pi f$ the orthogonal projection of $f$ onto $\mathcal{H}$. Since $f - \Pi f$ is orthogonal to $\mathcal{H}$, $\langle x, f - \Pi f \rangle = 0$. Thus $\langle x, \Pi f \rangle = \langle x, f \rangle = 0$. Therefore, the rays $\Pi f$ are the facet normals of $P \cap \mathcal{H}_M$. \qed
Recall that the polytrope map \( A \mapsto \bar{A} \) is the composition of the map \( A \mapsto \bar{A} = A \odot (-\lambda(A)) \) with the Kleene star map \( A \mapsto A^* \). Thus to study the polytrope map, we need to understand cones of linearity of the eigenvalue map \( A \mapsto \lambda(A) \) and the Kleene star map. The former, as we now know, is exactly the normal fan \( \mathcal{N}_n \) of \( C_n \).

Let us revisit the results in Chapter 1 on the construction of \( \mathcal{N}_n \) in view of Lemma 3.4. Recall the notation \( \Gamma_n \) for the set of simple directed cycles on the complete graph, \( \chi_C \) for the incidence vector of a cycle \( C \in \Gamma_n \). Let \( J_n \) be the polyhedral cone of matrices in \( \mathbb{R}^{n \times n} \) with no positive cycles

\[
J_n = \{ A \in \mathbb{R}^{n \times n} : A \cdot \chi_C \leq 0, C \in \Gamma_n \}.
\]

Its lineality space \( V_n \) has dimension \( n - 1 \), consisting of matrices with zero-cycle sum.

\[
V_n = \{ A \in \mathbb{R}^{n \times n} : A \cdot \chi_C = 0, C \in \Gamma_n \},
\]

which we have identified to be the space of gradient flows \([1,8]\).

**Proposition 3.5.** Let \( \partial J_n \) be the flattening of \( J_n \) along \( -11^T \). Define

\[
\mathcal{N}_n = \partial J_n + \text{span}\{11^T\} + V_n,
\]

where \( + \) denotes direct sum of subspaces. Then \( \mathcal{N}_n \) is a polytopal fan (the normal fan of a polytope) in \( \mathbb{R}^{n \times n} \). Its cones are precisely the cones of linearity of the eigenvalue map.

**Proof.** The rays of the polar \( J_n^\circ \) are the incidence vectors \( \{\chi_C : C \in \Gamma_n\} \). Since all faces of \( J_n \) are unbounded except the 0 vertex, we can choose any constant \( M < 0 \) for the flattening, say, \( M = -1 \). Now \( J_n^\circ \cap \mathcal{H}_{-1} \) is the normalized cycle polytope

\[
C_n = \text{conv}\left\{ \frac{1}{|C|} \chi_C : C \in \Gamma_n \right\}.
\]

By Lemma 3.4, \( \partial J_n \) is the normal fan of \( C_n \) viewed as an \((n^2 - n)\)-dimensional polytope in the affine subspace \( \mathcal{H}_{-1} \). One can check that \( \mathbb{R}^{n \times n} = \mathcal{H}_{-1} + \text{span}\{11^T\} + V_n \), thus \( \mathcal{N}_n \) is the normal fan of \( C_n \) in \( \mathbb{R}^{n \times n} \). By [21], the eigenvalue function \( A \mapsto \lambda(A) \) is the support function of \( C_n \) in \( \mathbb{R}^{n \times n} \). Thus \( \mathcal{N}_n \) is precisely the fan of linearity of this map. \( \square \)

We now consider the Kleene star map \( A \mapsto A^* \). Fix a column \( i^* \). Recall the linear program of single-target longest path \([1,9]\) to which the map \( A \mapsto A^*_i \) is the solution. This linear program is bounded if and only if \( A \in J_n \). Its constraint set is a polyhedron in \( \mathbb{R}^{n \times n} \) with lineality space \( V_n \), whose vertices are in bijection with in-directed spanning trees on \( n \) nodes with root \( i^* \) \([1]\). Thus the cones of linearity of \( A \mapsto A^*_i \) form a fan partition of \( J_n \).
Denote this fan $K_{n,i^*}$. Take the common refinement over all columns $i^*$, we obtain the fan

$$K_n = \bigwedge_{i^*=1}^n K_{n,i^*}.$$ 

**Corollary 3.6.** $K_n$ is the fan of linearity of the Kleene star map on $J_n$. Furthermore, it is the normal fan of a polyhedron in $\mathbb{R}^{n \times n}$.

**Proof.** The first statement follows from Proposition 1.8. For each $i^*$, $K_{n,i^*}$ is the normal fan of a polyhedron. Thus $K_n$ is the normal fan of the Minkowski sum of the corresponding polyhedra, see [66, §2.3]. □

**Proof of Theorem 3.1, part (a).** Let $\partial K_n$ be the flattening of $K_n$ along $-11^T$. Define

$$F_n = \partial K_n + \text{span}\{11^T\} + V_n. \quad (3.1)$$

By Proposition 3.5 and Corollary 3.6, $F_n$ is the fan of linearity of the polytrope map $A \mapsto Pol(A)$. By Lemma 3.4, it is a polytopal fan in $\mathbb{R}^{n \times n}$. □

The fan $F_n$ refines $N_n$, and inherits its lineality space $\text{span}\{11^T\} + V_n$. We often identify $F_n$ with $\partial K_n$, $N_n$ with $\partial J_n$, as in Example 3.7 and Example 3.26.

**Example 3.7** ($n = 2$). Here $K_2$ is the trivial fan, and $N_2 = \mathcal{P}_2 = F_2$. The fan $N_2$ has three cones of codimension 0, three cones of codimension 1, and one cone of codimension 2. Express the matrix $A$ as the vector $(x, y, z, w)$, where $x = A_{11}, y = A_{22}, z = A_{12} + A_{21}, w = A_{12} - A_{21}$. Then $V_2 = \{(x, y, z, w) : x = y = z = 0\}$, $J_2 = \{(x, y, z \leq 0, w = 0)\}$ is the negative orthant, and $\partial J_2$ is the image of the three quadrants $\{x = w = 0, y, z \leq 0\}, \{y = w = 0, x, z \leq 0\}$ and $\{z = w = 0, x, y \leq 0\}$ projected onto the subspace defined by $\{w = 0, x + y + z = 0\}$. This projection results in a fan partition of $\mathbb{R}^2$ seen in Figure 3.1.

We shall revisit this example in Section 3.6 when discussing complete sets of connected relations. For the rest of this paper we study how the sets of graphs indexing cones in Figure 3.1 can be generalized to indexing sets for cones of $\mathcal{P}_n$ and $F_n$ for $n \geq 3$. 
Figure 3.1: Cones in the partition $\mathcal{N}_2 = \mathcal{P}_2 = \mathcal{F}_2$ of $\mathbb{R}^{2 \times 2}$, their defining equations and inequalities, and their associated maximal paths. Figure is drawn modulo lineality space, and thus represents the fan $\partial \mathcal{J}_2 = \partial \mathcal{K}_2$ of $\mathbb{R}^2$. Edges in the critical cycles (cycles with maximal mean) are shown in red.

### 3.3 Complete and compatible sets of connected relations

In this section we give intuition behind necessary properties for the indexing set of $\mathcal{P}_n$ and $\mathcal{F}_n$. We then define these sets, which are the two terms in the title, and conclude with a few examples.

For fixed $i^*$, the full-dimensional cones of $\mathcal{K}_{n,i^*}$ are in bijection with in-directed spanning trees on $n$ nodes with root $i^*$, whose edges form the optimal paths from $j$ to $i^*$ for all nodes $j \in \{1, \ldots, n\}, j \neq i^*$. One can show that the full-dimensional cones of $\mathcal{K}_n$ are in bijection with collections of $n$ in-directed spanning trees on $n$ nodes, one rooted at each node, which satisfy the following path compatibility condition.
Lemma 3.8 (1). If the path $i_1 \rightarrow i_2 \rightarrow \ldots \rightarrow i_k$ is a longest path from node $i_1$ to node $i_k$, then for every $q = 1, \ldots, k - 1$, the subpath $i_q \rightarrow i_{q+1} \rightarrow \ldots \rightarrow i_k$ is a longest path from node $i_q$ to node $i_k$.

Cones of $J_n$ with codimension one are in bijection with cycles on the complete graph. Their intersections with the full-dimensional cones of $K_n$ form the full-dimensional cones of $F_n$. Thus, the later are in bijection with complete connected functions (see Definition 3.10). Informally, a complete connected function consists of $n$ trees unioned with a cycle, one rooted at each node, which satisfy the path compatibility condition.

Many properties of the full-dimensional cones of $N_n$ also hold for those of $F_n$. For example, it can be shown that neighboring full-dimensional cones of $F_n$ differ by one edge. However, due to the path compatibility condition, it is less obvious what pairs of edges can be swapped to move to a neighboring cone. Similarly, one can compute cone intersection by taking the graph union between pairs of trees with the same root node. However, in doing so, new paths (such as a cycle) may appear, which by the path compatibility condition should also be present in other trees.

Therefore, one needs an efficient indexing set for all closed cones of $F_n$, and a join operation that corresponds to cone intersections. With the hindsight of Theorem 3.1, we chose to start off by defining the desired indexing set, the complete sets of connected relations. We first introduce connected relations, the building block for our indexing set. In relation to [97], they are generalizations of connected functions.

Definition 3.9. A circled tree on $[n]$ is the graph union of a cycle and an in-directed spanning tree on $n$ nodes, such that it has exactly one cycle. A connected relation on $[n]$ is a non-empty graph which can be written as the graph union of circled trees on $[n]$.

Let $\mathcal{R}[n]$ denote the set of all connected relations on $[n]$ adjoined with the empty set. It is a lattice ordered by subgraph inclusion, generated by its join-irreducibles, which are circled trees. Connected functions, for example, are strongly connected circled trees, or equivalently, circled trees in which the root node belongs to the cycle. Note that every connected relation has a unique strongly connected sink component. For $G \in \mathcal{R}[n]$, denote its unique sink component by $s(G)$ and the induced subgraph $S(G)$.

Definition 3.10. Let $\mathcal{G} = \{G_1, \ldots, G_k\}$ be a set of connected relations, $G_i \in \mathcal{R}[n]$. For node $u$, let $\mathcal{G}(u)$ denote the part $G_i \in \mathcal{G}$ containing $u$ in its sink. The list $\mathcal{G}$ is a complete set of connected relations if:

(a) The sinks $s(G_j), j = 1, \ldots, k$ form a partition of $[n]$.

(b) For each pair $i, j \in \{1, \ldots, k\}$, let $S_{ij}$ be the subgraph of the contraction $\tilde{G}_j$ of $G_j$ rooted at the node indexed by $s(G_i)$. Then $S_{ij}$ equals the induced subgraph in $\tilde{G}_i$.

(c) For every triple of distinct nodes $u, v, w \in \{1, \ldots, n\}$, if there exists paths $P_{uv}, Q_{wu}$ in $\mathcal{G}(v)$ such that $Q_{wu}$ is not a subpath of $P_{uv}$, then $P_{uv}$ cannot appear in $\mathcal{G}(u)$. 
Let $\mathcal{CF}[n]$ denote the collection of completed sets of connected relations.

Condition (b) is the analogue of the path compatibility condition in Lemma 3.8. Note that it implies that the contractions $\bar{G}_i$ have the same node set, and they are indexed by the set of sinks $s(G_j), j = 1, \ldots, k$. The need for condition (c) is discussed after the proof of Lemma 3.19.

**Definition 3.11.** Write $\mathcal{G} = (\mathcal{D}, \mathcal{E})$ when we decompose $\mathcal{G}$ into the set $\mathcal{D}$ of connected relations whose sinks each contain at least one edge, and the set $\mathcal{E}$ of connected relations whose sinks each contain exactly one node and no edges. We say that $\mathcal{D}$ is a *compatible set of connected relations* and let $\mathcal{CP}[n]$ denote all such $\mathcal{D}$. If $\mathcal{D}$ consists of exactly one connected function, we say that $\mathcal{G}$ is a *complete connected function*.

Note that $\mathcal{E}$ can be an empty set but not $\mathcal{D}$, since at least one strongly connected component of each $G_i$ necessarily contains a cycle. We shall use capital letters $\mathcal{D}$ and $\mathcal{E}$ instead of the calligraphic ones when the corresponding sets $\mathcal{D}$ and $\mathcal{E}$ are singletons.

**Example 3.12.** Figure 3.2 shows an incomplete set of connected relations $\mathcal{G} = (\mathcal{D}, \mathcal{E})$ on 3 nodes. Here $s(\mathcal{D}) = \{2\}$, $s(\mathcal{E}) = \{3\}$. Since $\mathcal{G}$ is missing a part with the strong component $\{1\}$ as its sink, it is not complete.

![Figure 3.2: An incomplete set of connected functions $\mathcal{G} = (\mathcal{D}, \mathcal{E})$.](image)

**Example 3.13.** We can complete $\mathcal{G}$ in Example 3.12 by adding in a connected relation with sink $\{1\}$ that does not violate condition (b) of Definition 3.10. Figure 3.3 shows all such compatible connected relations, and Figure 3.4 shows some incompatible connected relations. In the first case, the subgraph rooted at 3 consists of the edge $2 \rightarrow 3$, which is not a subgraph of $\mathcal{E}$. The second violates condition (a) since the sinks do not form a partition of $[n]$. The third violates condition (b) as $\mathcal{D}$ and $\mathcal{E}$ do not contain the self-loop at 3.

![Figure 3.3: All three possible connected relations that can complete the set $\mathcal{G}$ of Figure 3.2](image)
3.4 The lattice isomorphism

In this section we prove the rest of Theorem 3.1, namely that the face lattice of $F_n$ is anti-isomorphic to the lattice $\mathcal{C}F[n]$. The proof consists of three steps. First, we show that $\mathcal{C}F[n]$ is a join semilattice generated by its join irreducibles, which are the complete connected functions. Second, we produce a semilattice homomorphism $\Psi$ from $\mathcal{C}F[n]$ to a collection of cones in $\mathbb{R}^{n \times n}$ ordered by subset inclusion. Third, we show that the full-dimensional cones of the fan $F_n$ defined in (3.1) are precisely the images of the complete connected functions under $\Psi$. Since $F_n$ is a fan, its face lattice ordered by subset inclusion is generated by meet-irreducibles, which are the full-dimensional cones of $F_n$. Together with the first step, this implies that $\Psi$ is a lattice anti-isomorphism between $\mathcal{C}F[n]$ and cones of $F_n$.

The semilattice of $\mathcal{C}F[n]$.

We now show that $\mathcal{C}F[n]$ is a join semilattice generated by its join irreducibles, which are the complete connected functions. For $G \in \mathcal{C}F[n]$, let $\lambda(G)$ denote the partition of $[n]$ induced by the sinks of its parts. For a pair $G, H \in \mathcal{C}F[n]$, write $H \geq G$ if for any pair of nodes $u, v$, the set of paths from $u$ to $v$ in $G(v)$ is a subgraph of $H(v)$. It is clear that this defines a partial ordering on $\mathcal{C}F[n]$.

We now define the join of two elements $G, H \in \mathcal{C}F[n]$ to be the output of Algorithm 1. This is an elaborated version of taking graph union and updating the strongly connected sink components at the same time. Broadly speaking, the algorithm iterates over three steps. First, we take the minimal amount of graph union required to satisfy condition (a) of Definition 3.10. In doing so, new cycles may form which may connect two sink components, requiring them to be merged. Thus in step two, we check for all such cycles. In step three, we find all triples violating condition (c) of Definition 3.10, and resolve them by taking the graph union of the corresponding connected relations. If ‘actions’ happened in steps two and three, we go back to step one. Otherwise, the algorithm terminates and outputs its current set of connected relations.

Note that after each iteration of line 21 the partition $\lambda$ is unique and becomes coarser. Thus the algorithm is well-defined and terminates. By construction, the output satisfies Definition 3.10 and hence it is a complete set of connected relations.

**Lemma 3.14.** $G \vee H$ is the join of $G$ and $H$ in $\mathcal{C}F[n]$. 
Algorithm 1 The join operation on $\mathcal{CF}[n]$.

1: Input: a pair $\mathcal{G}, \mathcal{H} \in \mathcal{CF}[n]$.
2: Output: a set of connected relations called $\mathcal{G} \vee \mathcal{H}$.
3: procedure Join($\mathcal{G}, \mathcal{H}$)
4:   Set $B = \emptyset$.
5:   Compute $\lambda$, the finest partition of $[n]$ that $\lambda(\mathcal{G}), \lambda(\mathcal{H})$ both refine.
6:   Step 1:
7:   for each component $\lambda_i$ of $\lambda$ do
8:     Compute
9:     $$I_i = \bigcup_{u \in \lambda_i} \mathcal{G}(u) \cup \mathcal{H}(u) \cup B$$
10:    end for
11:   Step 2: Set $B'$ to be the union over all $i$ of all cycles $C \subset I_i$ where $C \not\subset S(I_j)$ for any $j$.
12:   Step 3:
13:   for each ordered triple of distinct nodes $u, v, w \in [n]$ do
14:     for each pairs of paths $P_{uv}, Q_{wu}$ in $\mathcal{G}(v)$ that violates Definition 3.10(c) do
15:       Add to $B'$ the cycles formed by the union of all paths $P_{uv}$ in $\mathcal{G}(v)$ and all paths $Q_{vu}$ in $\mathcal{G}(u)$.
16:     end for
17:   end for
18:   if $B' = \emptyset$ then
19:     return $\mathcal{I} = (I_1, \ldots, I|\lambda|$) $\triangleright$ The output is the list $\mathcal{I}$
20:   else
21:     Compute $\lambda$, the finest partition of $[n]$ such that each component of $\lambda(I_j), j = 1, \ldots, |\lambda|$ and each cycle $C$ in $B'$ is contained in exactly one component of $\lambda$.
22:     Go to line 7
23:   end if
24: end procedure
Proof. From construction it is clear that \( G \lor H \in \mathcal{CF}[n] \) and \( I \geq G, H \). To see that it is the smallest such element in \( \mathcal{CF}[n] \), let \( \mathcal{I}^{(1)}, \mathcal{I}^{(2)}, \ldots \mathcal{I}^{(k)} = \mathcal{I} \) be the sequence of intermediate candidate sets produced after the end of line 9 for each time this line is reached.

Let \( \mathcal{I}' \in \mathcal{CF}[n] \) be such that \( \mathcal{I}' \geq G, H \). Then each component of \( \lambda(G), \lambda(H) \) is necessarily contained in exactly one component of \( \lambda(\mathcal{I}') \). Thus any path in \( \mathcal{I}^{(1)}(v) \) is a subgraph of \( \mathcal{I}'(v) \), and in particular, any cycle \( C \) in \( \mathcal{B}' \) must be a subgraph of some part \( \mathcal{I}'_i \). Since \( C \) is a cycle, by Definition 3.11, it is contained in exactly one component of \( \lambda(J) \). Thus any path in \( \mathcal{I}^{(2)}(v) \) must be a subgraph of \( \mathcal{I}'(v) \). Iterating this argument up the sequence \( \mathcal{I}^{(j)}, j = 1, \ldots, k \), we see that any path in \( \mathcal{I}(v) \) must be a subgraph of \( \mathcal{I}'(v) \), so \( \mathcal{I}' \geq \mathcal{I} \).

By the same argument, one can check that the operation \( \lor \) is idempotent, commutative and associative. We make use of associativity in the proof of the following proposition.

**Proposition 3.15.** \( \mathcal{CF}[n] \) is a join semilattice generated by complete connected functions, which are precisely its sets of join-irreducibles.

Proof. The join operation of Lemma 3.14 turns \( \mathcal{CF}[n] \) into a join semilattice. It is clear that every complete connected function is join-irreducible. Thus it is sufficient to show that they generate \( \mathcal{CF}[n] \).

For \( G \in \mathcal{CF}[n] \), let \( L \) be the collection of complete connected function \( H \) such that \( H \leq G \), and define \( \mathcal{I} := \bigvee_{H \in L} H \). By definition \( \mathcal{I} \leq G \). To show that \( G \leq \mathcal{I} \), for any pair of nodes \( u, v \in [n] \), fix a path \( P_{uv} \) in \( G(v) \). We shall construct a complete connected function \( H \) such that \( H(r) \subseteq G(r) \) for any node \( r \in [n] \), and \( P_{uv} \subseteq H(v) \). This implies \( H \in L \), \( P_{uv} \subseteq \mathcal{I}(v) \), and hence \( G \leq \mathcal{I} \) by definition of the partial order on \( \mathcal{CF}[n] \). We consider two cases.

**Case 1:** \( |\lambda(G)| = 1 \). That is, \( G \) consists of only one part \( G \) whose graph is strongly connected. It is sufficient to construct the contraction \( \mathcal{H}(v) \), thus we can assume without loss of generality that \( G \) contains a self-loop at \( v \). Order the nodes so that \( v = 1 \). Let \( \mathcal{H} \) be the output of the following algorithm.

1: Let \( G_1, G_2, \ldots, G_n \) be copies of \( G \), to be modified in line 5 below.
2: for \( i = 1, \ldots, n \) do
3: Let \( H_i \) be an in-directed spanning tree rooted at \( i \) of \( G_i \). If \( i = v = 1 \), require that \( H_1 \) contains \( P_{uv} \).
4: for \( j = i + 1, \ldots, n \) do
5: Replace the induced subgraph on \( G_j \) by the subtree of \( H_i \) rooted at \( j \). \( \triangleright \) Since \( ST \) is a spanning tree, the new \( G_j \) is still connected.
6: end for
7: end for
8: Set \( \mathcal{H} = (H_1, \ldots, H_n) \).

By construction the parts of \( \mathcal{H} \) are in-directed spanning trees on distinct root nodes, each containing exactly one cycle which is the self-loop at node \( v = 1 \). Thus Conditions (a) and
(c) of Definition 3.10 are satisfied. Condition (b) follows from line 5. Thus \(H\) is a complete connected function, and \(H \leq G, P_{uv} \subseteq \mathcal{H}(v)\) by construction.

**Case 2:** \(|\lambda(G)| > 1\). Again, we can assume without loss of generality that there exists a self-loop at \(v\). We first apply the above algorithm to the contractions \(\tilde{G}_1, \ldots, \tilde{G}_k\), producing \(k\) compatible in-directed spanning trees \(T_1, \ldots, T_k\) on the strong components of the \(G_i\)'s. Each edge in these trees fix a source and target node between two strong components. Now we apply the above algorithm to each strong component to split them into compatible spanning trees on singleton sinks. Finally, for each \(T_i\), we replace each of its node (which currently is a strong component) by the corresponding spanning tree of that strong component, whose sink is specified by the edges of \(T_i\). By construction, the collection of resulting \(n\) trees on the \(n\) singleton sinks is the desired complete connected function. \(\square\)

**From connected relations to equations and inequalities**

We now define the map which takes an element of \(\mathcal{R}[n]\) to a cone in \(\mathbb{R}^{n \times n}\). We then extend its domain to complete sets of connected relations, resulting in a candidate for the lattice anti-isomorphism of Theorem 3.1.

**Definition 3.16.** Let \(\psi: G \mapsto \psi(G)\) be the map from \(\mathcal{R}[n]\) to cones in \(\mathbb{R}^{n \times n}\), where \(\psi(G)\) is the cone defined by the linear equations and inequalities output by Algorithm 2.

**Algorithm 2** Definition of \(\psi(G)\).

1: Input: \(G \in \mathcal{R}[n]\)
2: Output: a collection of non-redundant linear equations and inequalities defining a cone \(\psi(G)\) in \(\mathbb{R}^{n \times n}\)
3: procedure \(\psi(G)\)
4: Pick an in-directed spanning tree \(T\) of \(G\), let \(r\) be its root. Let \(T_u\) denote the path from \(u\) to the root \(r\) in the tree.
5: Pick some cycle \(C\) in \(G\). Let \(\lambda(A) = \frac{A(C)}{|C|}\), \(\bar{A} = A \odot (-\lambda(A))\).
6: for each edge \(u \to v\) not in \(T\) do
7: if edge \(u \to v\) is in \(G\) then
8: print \(\bar{A}_{uv} + \bar{A}(T_v) = \bar{A}(T_u)\). (\(\bar{A}(T_r) = 0\) by convention)
9: else print \(\bar{A}_{uv} + \bar{A}(T_v) \leq \bar{A}(T_u)\).
10: end if
11: end for
12: end procedure

**Lemma 3.17.** Algorithm 2 is well-defined: its output is independent of the choice of \(C\) and the spanning tree \(T\).
Proof. For any cycle $C' \in G$, the algorithm outputs $\bar{A}(C') = 0$, and hence $A(C)/|C| = A(C')/|C'|$ for all pairs of cycles $C, C' \in G$. Thus the algorithm output is independent of the choice of the cycle $C$.

To show that the algorithm output is independent of $T$, it is sufficient to prove that for any path $P_{ur}$ from $u$ to $r$, we have $\bar{A}(P_{ur}) = \bar{A}(T_u)$. Indeed, suppose that this is true. Let $T'$ be another in-directed spanning tree of $G$ with root $r'$. Then $r, r'$ are strongly connected, hence $\bar{A}(T_u) = \bar{A}(T'_u) + \bar{A}(T_{r'})$. Thus the linear inequalities and equalities outputted are the same, since the term $\bar{A}(T_{r'})$ cancels on both sides.

We now prove the above claim. Fix a path $P_{ur}$, and without loss of generality, suppose that $P_{ur} \neq T_u$, and that the first edge of the two paths differ, that is, the edge $u \rightarrow v$ on the path $P_{ur}$ is not in $T$. Thus

$$\bar{A}(T_u) = \bar{A}_{uv} + \bar{A}(T_v) = \bar{A}(P_{ur}(u \rightarrow v)) + \bar{A}(T_v).$$

Therefore it is sufficient to prove that $\bar{A}(T_v) = \bar{A}(P_{ur}(v \rightarrow r))$ for the induced path from $v$ to $r$ in $P_{ur}$. Repeating this argument, noting that at each step the length of the remaining path is decreasing, we see that $\bar{A}(P_{ur}) = \bar{A}(T_u)$. \hfill $\Box$

Lemma 3.18. Algorithm 2 outputs the minimal set of equations and inequalities defining the cone $\psi(G)$. This is a closed, non-trivial cone, and its codimension is between 0 and $n(n-1)$. The cone $\psi(G)$ has codimension 0 if and only if $G$ is a connected function, in which case it is the cone $\Omega_G$ of $P_n$ as defined in (2.3).

Proof. The output of Algorithm 2 is minimal since the $n(n-1)$ equations and inequalities in the output are linearly independent. Indeed, each edge $u \rightarrow v$ in $G$ gives rise to the unique equation or inequality in the output that contains the entry $A_{uv}$.

The $n$-dimensional lineality space of $N_n$ is contained in $\psi(G)$ for any $G \in \mathcal{R}[n]$. Thus $\psi(G)$ is a closed, non-trivial cone, with codimension between 0 and $n(n-1)$. Algorithm 2 outputs no equality if and only if $G$ is a connected tree with tree $T$ and cycle $C$. In this case, the output of Algorithm 2 is precisely the $n(n-1)$ facet-defining inequalities of the cone $\Omega_G$ found in [97]. \hfill $\Box$

Unfortunately $\psi$ does not completely carry over the lattice structure of $\mathcal{R}[n]$ to its image set of cones. The following lemma explains the necessity for condition (c) in Definition 3.10 of complete set of connected relations.

Lemma 3.19. Suppose $G, H \in \mathcal{R}[n]$. Then $\psi(G \cup H) \subseteq \psi(G) \cap \psi(H)$. Furthermore, $\psi(G \cup H) = \psi(G) \cap \psi(H)$ if and only if either

(a) The sink components are not disjoint, or

(b) There exists a triple of distinct nodes $u, v, w$, $u \in s(G), v \in s(H)$ and paths $P_{uv}, Q_{wu}$ in both $G$ and $H$ such that $Q_{wu} \neq P_{uv}(w \rightarrow u)$.
Proposition 3.21. For Definition 3.20. Let \( F \) be an inequality in both \( \psi(G) \) and \( \psi(H) \). Thus for \( A \in \psi(G) \cap \psi(H) \), we need to show that \( A \) satisfies the extra equations in \( \psi(G \cup H) \). Let \( r \in s(G) \cap s(H) \). For \( u \in [n] \), consider the two paths from \( u \) to \( r \): \( G_{ur} \) and \( H_{ur} \), coming from \( G \) and \( H \) respectively. Since \( A \in \psi(G) \), \( A(G_{ur}) \geq A(H_{ur}) \). Since \( A \in \psi(H) \), \( A(G_{ur}) \leq A(H_{ur}) \). Thus \( A(G_{ur}) = A(H_{ur}) \) for all \( u \in [n] \), so \( A \in \psi(G \cup H) \).

Suppose \( s(G) \cap s(H) = \emptyset \) and condition (b) holds. By induction on the number of nodes, we reduce to the case \( n = 3 \) with \( s(G) = \{1\}, s(H) = \{2\} \), and and the triple \( 1, 2, 3 \) witnesses condition (b). That is, \( G \) contains the edges \( 2 \rightarrow 1, 3 \rightarrow 1, 3 \rightarrow 2 \), and \( H \) contains the edges \( 1 \rightarrow 2, 3 \rightarrow 1, 3 \rightarrow 2 \). Let \( A \in \psi(G) \cap \psi(H) \). By definition of \( \psi \), \( A_{11} = A_{22} = \lambda(A) \). Since \( A \in \psi(G) \), \( A_{31} = A_{32} + A_{21} \). But \( A \in \psi(H) \), hence \( A_{32} = A_{31} + A_{21} \). Thus \( A_{21} + A_{12} = 0 \), that is, the cycle \( C = 1 \rightarrow 2 \rightarrow 1 \) is also a critical cycle of \( A \). Thus

\[
\psi(G) \cap \psi(H) = \psi(G \cup C) \cap \psi(H \cup C) = \psi((G \cup C) \cup (H \cup C)) = \psi(G \cup H)
\]

where the last equality follows from the first case.

Suppose neither conditions (a) nor (b) hold. By induction on the number of nodes, we can reduce to the case \( n = 2 \), where \( s(G) = \{1\}, s(H) = \{2\} \). By enumerating all possibilities, we can check that regardless of the critical cycle, the matrix

\[
A = \begin{bmatrix}
0 & -1 \\
-1 & 0
\end{bmatrix}
\]

lies in \( \psi(G) \cap \psi(H) \), but not \( \psi(G \cup H) \), for example. \( \square \)

We now show that one can extend \( \psi \) to a map \( \Psi \) from \( \mathcal{CF}[n] \) to cones in \( \mathbb{R}^{n \times n} \) satisfying \( \Psi(G \cup H) = \Psi(G) \cap \Psi(H) \). This will be our lattice anti-isomorphism between \( \mathcal{CF}[n] \) and the fan \( \mathcal{F}_n \).

Definition 3.20. Let \( \mathcal{G} = (G_1, \ldots, G_k) \) where each \( G_i \in \mathcal{R}[n] \). Define a cone in \( \mathbb{R}^{n \times n} \) by

\[
\Psi(\mathcal{G}) = \bigcap_{i=1}^{k} \psi(G_i).
\]

Proposition 3.21. For \( \mathcal{G}, \mathcal{H} \in \mathcal{CF}[n] \),

\[
\Psi(\mathcal{G} \cup \mathcal{H}) = \Psi(\mathcal{G}) \cap \Psi(\mathcal{H}).
\]

Proof. The ‘\( \subseteq \)’ direction follows from Lemma 3.19. For the other direction, consider the sequence \((B'_1, B'_2, \ldots, B'_k = \emptyset)\) at line \[17\] of Algorithm \[1\]. Let \((\lambda_1, \ldots, \lambda_k)\) be the correspond-
ing sequence of partitions used at the start of line \[7\] We shall prove the \(\supseteq\) direction by induction on \(k\).

If \(k = 1\), \(B'_1 = \emptyset\). Since the parts of \(\mathcal{G}\) and \(\mathcal{H}\) are connected, this cannot happen when the union of line \[7\] was taken over components with disjoint sinks. Thus \(\lambda(\mathcal{G}) = \lambda(\mathcal{H}) = \lambda(\mathcal{G} \vee \mathcal{H}) = \lambda\). By Lemma 3.19

\[
\Psi(\mathcal{G} \vee \mathcal{H}) = \bigcap_{i=1}^{\lambda} \psi \left( \bigcup_{u \in \lambda_i} \mathcal{G}(u) \cup \mathcal{H}(u) \right) = \bigcap_{i=1}^{\lambda} \bigcap_{u \in \lambda_i} \psi(\mathcal{G}(u)) \cap \psi(\mathcal{H}(u)) = \Psi(\mathcal{G}) \cap \Psi(\mathcal{H}).
\]

If \(k = 2\), each cycle \(C \in B'_1\) was generated by a union of parts in \(\mathcal{G}\) and \(\mathcal{H}\) that either have non-disjoint sinks, or have the triple-node situation. These are precisely the two cases covered by Lemma 3.19. Thus for any \(A \in \Psi(\mathcal{G}) \cap \Psi(\mathcal{H})\), \(\overline{A}(C) = 0\), and the cone defined by \(\Psi(\mathcal{G}) \cap \Psi(\mathcal{H})\) is unchanged when we adjoin each cycle \(C \in B'_1\) to each of the parts of \(\mathcal{G}\) and \(\mathcal{H}\). Call this new set \(\mathcal{G}'\) and \(\mathcal{H}'\), that is, define \(\mathcal{G}'(u) = \mathcal{G}(u) \cup \bigcup_{C \in B'_1} C\) and \(\mathcal{H}'(u) = \mathcal{H}(u) \cup \bigcup_{C \in B'_1} C\).

Now suppose that there are nodes \(u, v \in C\) which lie in different components of \(\lambda_1\). But \(u, v \in s(\mathcal{G}'(u)) \cap s(\mathcal{H}'(u))\), thus

\[
\Psi(\mathcal{G}(u)) \cap \Psi(\mathcal{H}(u)) = \Psi(\mathcal{G}'(u)) \cap \Psi(\mathcal{H}'(u)) = \Psi(\mathcal{G}'(u) \cup \mathcal{H}'(u)).
\]

Therefore \(\Psi(\mathcal{G}') \cap \Psi(\mathcal{H}') = \Psi(\mathcal{G}) \cap \Psi(\mathcal{H}).\) Since \(B'_2 = \emptyset\), it follows that

\[
\Psi(\mathcal{G} \vee \mathcal{H}) = \Psi(\mathcal{G}') \cap \Psi(\mathcal{H}').
\]

Combining the last two equations proves the case \(k = 2\). Since the algorithm terminates in at most \(n^2\) steps, \(k \leq n^2\), and induction completes the proof. \(\square\)

**Proposition 3.22.** \(\Psi\) defines a bijection from the join-irreducibles of \(\mathcal{CF}[n]\) to the closed, full-dimensional cones of \(\mathcal{F}_n\).

*Proof.* By construction of \(\mathcal{F}_n\), its closed, full-dimensional cone are in bijection with a collection of \(n\) trees of longest paths on the \(n\) roots, each union with a cycle \(C\). Note that trees with roots in \(C\) coincide. Thus the set of such trees are precisely the complete connected function, which are the join-irreducibles of \(\mathcal{CF}[n]\). Finally, \(\Psi\) maps a complete connected function to the corresponding cone in \(\mathcal{F}_n\) by definition of \(\psi\). \(\square\)

*Proof of Theorem 3.1 (lattice anti-isomorphism statement).* Propositions 3.15 and 3.22 show that \(\Psi\) is a bijection from the join-irreducibles of the finitely generated semilattice \(\mathcal{CF}[n]\) to the meet-irreducibles of the face lattice of \(\mathcal{F}\). It follows from Proposition 3.21 that \(\Psi\) is a lattice anti-isomorphism. This concludes the proof of Theorem 3.1. \(\square\)

*Proof of Corollary 3.2.* Let \(\mathcal{G} = (G_1, \ldots, G_k)\) be a complete set of connected relations. Let \(A \in \Psi(\mathcal{G})\). By Proposition 1.8, the sinks \(s(G_i), i = 1, \ldots, k\) index distinct tropical vertices of \(\text{Pol}(A)\). Write \(\mathcal{G} = (\mathcal{D}, \mathcal{E})\), where \(\mathcal{D}\) is the collection of complete set of connected
relations whose sink contain a critical cycle. Thus the corresponding columns of \( Pol(A) \) are precisely the extreme tropical eigenvectors of \( Eig(A) \) \[5, 16\]. Therefore, compatible set of connected relations index cones of linearity of the tropical eigenvector map, which are closed cones of \( P_n \).

\[ \Box \]

### 3.5 Codimension, facet-defining equations and symmetries

It follows from the proof of Theorem \[3.1\] that one can obtain the defining equations and inequalities of cones in \( F_n \) from their complete connected relations \( G \) by computing \( \Psi(G) \). One method is to apply Algorithm \[2\] to obtain \( \psi(G_i) \) for each part \( G_i \) of \( G \), then compute their intersections. Here we present a more self-contained algorithm and show how one can quickly compute the codimension of \( \Psi(G) \). The proof of minimal representation similar to that of Algorithm \[2\] and hence omitted.

**Algorithm 3** Minimal representation of \( \Psi(G) \).
\[
\begin{align*}
1: & \text{Input: } G = (G_1, \ldots, G_k) \in CF[n] \\
2: & \text{Output: } \Psi(G) \\
3: & \text{procedure } \text{MIN-}\Psi(G_1, \ldots, G_k) \\
4: & \text{for each } i = 1, \ldots, k \text{ do} \\
5: & \quad \text{\textbf{print } } \psi(S(G_i)) \quad \triangleright \text{Compute } \psi(S(G_i)) \text{ using Algorithm } 2 \\
6: & \quad \text{Compute a spanning tree } T \text{ of } G_i. \text{ Let } r \text{ denote its root.} \\
7: & \quad \text{for each edge } u \rightarrow v \text{ not in } T, u \in s(G_j), v \in s(G_i), j \neq i \text{ do} \\
8: & \quad \quad \text{if } u \rightarrow v \text{ in } \tilde{G}_j \text{ then} \\
9: & \quad \quad \quad \text{\textbf{print } } \bar{A}_{uv} + \bar{A}(T(v \rightarrow r)) = \bar{A}(T(u \rightarrow r)). \\
10: & \quad \quad \text{else} \\
11: & \quad \quad \quad \text{\textbf{print } } \bar{A}_{uv} + \bar{A}(T(v \rightarrow r)) \leq \bar{A}(T(u \rightarrow r)). \\
12: & \quad \text{end if} \\
13: & \quad \text{end for} \\
14: & \text{end for} \\
15: & \text{end procedure}
\end{align*}
\]

**Lemma 3.23.** Algorithm \[3\] outputs a minimal set of equations and inequalities defining the cone \( \Psi(G) \), and is independent of the choice of the spanning tree \( T \).

**Proposition 3.24.** Let \( G = (G_1, \ldots, G_k) \in CF[n] \). The codimension of the cone \( \Psi(G) \) is

\[
\text{codim}(\Psi(G)) = \sum_{i=1}^{k} (e_i - v_i + E_i - V_i)
\]
where $v_i, e_i$ are the number of nodes and edges of the graph $S(G_i)$, $V_i$ is the number of nodes in the contraction $\tilde{G}_i$ with an outgoing edge to the node indexed by $s(G_i)$, and $E_i$ is the total out-degree of such nodes. In particular, the maximal codimension of $G$ is $n(n-1)$, and this happens when $G$ is the complete graph on $n$ nodes with $n$ self-loops.

**Proof.** The codimension of $\Psi(G)$ is the number of equalities returned by Algorithm 3. As in the proof of Proposition 3.15, we consider two cases.

**Case 1:** $k = 1$. Here $E = V = 1$ and $\Psi(G) = \psi(G)$. The spanning tree $T$ of $G$ consists of $v - 1$ edges, each other edge in $G$ contributes one equality in the output of Algorithm 2, except for the special edge $r \rightarrow v^*$. Thus $\text{codim}(\Psi(G)) = e - (v - 1) - 1 = e - v$.

**Case 2:** $k > 1$. By case 1, the number of equalities produced from computing $\psi(S(G_1))$ is $e_i - v_i$. Thus it is sufficient to show that lines 6 to 13 of Algorithm 3 yield $\sum_{i=1}^{k} (E_i - V_i)$ equalities. Suppose $s(G_j)$ has an outgoing edge to $s(G_i)$ in $\tilde{G}_i$. If this is its unique outgoing edge, then it must be in the spanning tree $T$, yielding no equality. Otherwise, since $\tilde{G}_i$ is weakly connected, each outgoing edge from $s(G_j)$ yields a unique alternative path from $s(G_j)$ to $s(G_i)$. Hence the number of equalities each such $s(G_j)$ contributes is exactly its number of outgoing edges minus 1. Taking the sum over all such $j$, we obtain $\sum_{i=1}^{k} (E_i - V_i)$. \[\square\]

**Symmetries of the fan $\mathcal{F}_n$**

The automorphism group of the complete directed graph on $n$ vertices consists of vertex permutations and reversing edge orientations. Vertex permutations induce symmetries on the fan $\mathcal{F}_n$, mapping one full-dimensional cone to another. For edge reversals, note that $\text{Pol}(A) = \text{Pol}(A^T)$ up to vertex permutations \[29, 57\], thus edge reversals coincide with some vertex permutations. In terms of $\mathcal{CF}[n]$, edge reversals correspond to tracking all-pairs longest paths by the sources rather than the sinks. If we take $G \in \mathcal{CF}[n]$, reverse all arrows, and then group the paths by their sink, we obtain another element $H \in \mathcal{CF}[n]$, and $G = H$ up to vertex permutations. This is a non-obvious symmetry of the fan $\mathcal{F}_n$. See Example \[3.26\] below.

**3.6 Examples**

**Example 3.25** ($n = 2$, continued). In this case $\mathcal{N}_2 = \mathcal{P}_2 = \mathcal{F}_2$, and the cones indexed by complete sets of connected functions are shown in Figure 3.1. We shall refer to the cones by their critical cycles. Along the cone $C_{11,22}$ defined by $A_{11} = A_{22} > (A_{12} + A_{21})/2$, $\dim(Eig(A)) = 1$, and the two extreme tropical eigenvectors has types shown in the upper-left box of Figure 3.1. Even in this small example we can see Lemma 3.19 in action: matrices in the relative interior of the cone $C_{11,22}$ are precisely the matrices in $\psi(C_{11}) \cap \psi(C_{22})$ but not $\psi(C_{11} \cup C_{22})$, and this is precisely due to the lack of uniqueness of the tropical eigenvector for matrices in this region.
Example 3.26 \((n = 3)\). The \(f\)-vector of \(\mathcal{F}_3\) is \((68, 207, 267, 186, 72, 14, 1)\). As a sanity check, note that \(\mathcal{F}_3\) has a lineality space of dimension 3. Identify it with a complete pointed fan in \(\mathbb{R}^6\), we see that the Euler characteristic of the \(f\)-vector of \(\mathcal{F}_3\) excluding the point of codimension 6 should be that of a 5-sphere, and it is indeed 0.

Figure 3.5 shows \(N(k, \lambda, p, c)\), the number of cones in \(\mathcal{F}_3\) of a given dimension \(k\) whose indexing complete set of connected relations \(\mathcal{G}\) satisfy \(\lambda(\mathcal{G}) = \lambda\), with \(p\) number of equalities coming from paths, and \(c\) number of equalities coming from cycles. For example, \(N(2, (1, 1, 1), 1, 1) = 90\) is the number of cones in \(\mathcal{F}_3\) which has critical cycles of length at most 1, codimension 2 and thus 2 defining equations, out of which 1 comes from a pair of distinct paths to a critical vertex, and 1 comes from the existence of two critical cycles. For \(\lambda(\mathcal{G}) = (3)\), that is, \(\mathcal{G}\) has a 3-cycle, we omit \(p\) and \(c\) since any equality can be regarded as a cycle equality.

\[
\begin{array}{cccccccc}
\lambda=(1,1,1) & (p,c)=(0,0) & 54 & 1,0 & 90 & 2,0 & 45 & 3,0 & 6 \\
& & & 0,1 & 54 & 1,1 & 90 & 2,1 & 45 \\
& & & & 0,2 & 18 & 1,2 & 30 & \\
& (2,1) & 0,0 & 12 & 1,0 & 12 & 2,0 & 3 & 2,1 & 9 \\
& & & 0,1 & 36 & 1,1 & 36 & 1,2 & 36 & 1,3 & 12 & 2,2 & 9 & 2,3 & 3 \\
& (3) & 2 & 15 & 39 & 48 & 30 & 9 & 2,2 & 9 & 2,3 & 3 \\
& Total & 68 & 207 & 267 & 186 & 72 & 14 & 1 \\
\end{array}
\]

Figure 3.5: Table of \(N(k, \lambda, p, c)\), the number of cones in \(\mathcal{F}_3\) of a given dimension \(k\) whose indexing complete set of connected relations \(\mathcal{G}\) satisfy \(\lambda(\mathcal{G}) = \lambda\), with \(p\) the number of equalities coming from paths, and \(c\) the number of equalities coming from cycles.

The 54 cones with partition \(\lambda = (1, 1, 1), p = 0, c = 0\) refine the three cones of \(\mathcal{N}_3\) corresponding to the self-loops at 1, 2 and 3. Ignoring the self-loops, we have 18 cones, with 5 equivalence classes up to permutations (and edge reversals). These equivalence classes and their sizes are shown in Figure 3.6 below.

\[
\begin{array}{cccccccc}
\mathcal{G}_1, 1 & \mathcal{G}_2, 6 & \mathcal{G}_3, 3 & \mathcal{G}_4, 6 & \mathcal{G}_5, 2 \\
\end{array}
\]

Figure 3.6: The five equivalence classes and their sizes, \(\lambda = (1, 1, 1), p = c = 0\)
Suppose we reverse all edges of \( G_3 \). Then we obtain three out-directed trees. Re-organize the paths in these trees by their sinks, we obtain back \( G_3 \). Thus edge reversal acts trivially on the orbit of \( G_3 \). For \( G_4 \), edge reversal coincides with the permutation \((1 2)\).

**Example 3.27** (A non-simplicial full-dimensional cone of \( F_3 \)). Consider the full-dimensional cone in \( F_3 \) indexed by the complete connected relation \( G \) shown in the middle box of Figure 3.7. This cone has 8 facets, thus it cannot be a simplicial cone. This example can be generalized to higher dimensions. Thus not all full-dimensional cones in \( F_n \) are simplicial for \( n \geq 3 \).

**Example 3.28** (Face lattice of a full-dimensional cone). We enumerate the face lattice of a full-dimensional cone in \( F_3 \) indexed by the complete connected function \( G \) shown in the top solid box of Figure 3.8. The \( f \)-vector of this cone is \( 1, 6, 15, 20, 15, 6, 1 \). It is a cone over a 5-dimensional simplex with a three-dimensional lineality space. Algorithm 3 gives the following set of defining equations and inequalities for \( \Psi(G) \). For clarity we express them as formulas in \( \bar{A} \) instead of \( A \)

\[
\bar{A}_{12} + \bar{A}_{21} \geq \bar{A}_{33}, \quad \bar{A}_{23} \geq \bar{A}_{21} + \bar{A}_{13}, \\
\bar{A}_{12} + \bar{A}_{21} \geq \bar{A}_{11}, \quad \bar{A}_{22} \leq \bar{A}_{12} + \bar{A}_{21}, \quad \bar{A}_{31} \geq \bar{A}_{32} + \bar{A}_{21}.
\]

The face lattice of \( \Psi(G) \) indexed by complete connected relations is displayed as solid graphs in Figure 3.8. Blue arrows indicate subset inclusion. Red edges are those which belong to a cycle in the sink of the corresponding part. The six full-dimensional cones of \( F_3 \) adjacent to \( \Psi(G) \) are shown in lighter print next to \( G \).
Figure 3.8: The face lattice of $\Psi(G)$. 
Chapter 4

TropicalRank

The first five sections of this chapter made up the paper titled ‘Pairwise ranking: choice of method can produce arbitrarily different orders’, published in Linear Algebra and its Applications, 438(3), 1012-1024. The last two are based on a submitted paper titled ‘HodgeRank is the limit of PerronRank’, available as arXiv eprint [100]. Section 4.7 is a new result which will be incorporated in future versions of this paper. Compared to the published version, we have changed some notation and order of presentation to be consistent with the rest of the dissertation.

4.1 Introduction

In this chapter we examine three methods for ranking by pairwise comparison: PerronRank (Principal Eigenvector) [86], HodgeRank [55] and TropicalRank [31,32]. The first two are most widely used in business applications and decision making. Both of these methods are closely related to TropicalRank, proposed by Elsner and Van Driessche. A number of papers have been devoted to their comparison [30,35,36,85,86]. We have two main contributions. On the one hand, we show that they mathematically belong to a parametrized family of ranking methods. On the other hand, we show that they can produce arbitrarily different rank order on the same input. To be precise, for any two of the three methods, and for any pair of rankings of at least four items, there exists a comparison matrix for the items such that the rankings found by the two methods are the prescribed ones. We discuss the implications of this result in practice, study the geometry of the methods, and state some open problems. We also examine the connections between these methods as the number of rank items tends to infinity.

Organization

In Section 4.3 we describe the three methods, their known properties, and their connections. Section 4.4 studies the geometry of TropicalRank. We compute an explicit formula for the
tropical eigenvector of generic skew-symmetric square matrices when \( n = 4 \). Section 4.5 contains the proof of Theorem 4.1. In Section 4.6 we prove Theorem 1.13 stated in Chapter I, which states that the three methods in consideration belong to the same parametrized family of ranking models. We then use the proof techniques to study the i.i.d random ranking model in Section 4.7, and conclude with open problems in Section 4.8.

We recall some notation used in Section 1.6. Let \( X = [X_{ij}] \) be an \( n \times n \) matrix, \( K := \mathbb{R}_{++}^{n \times n} \) be the open cone of elementwise positive matrices in \( \mathbb{R}^{n \times n} \) (we shall suppress the index \( n \) on \( K \)). For \( X, Y \in K \), let \( X^{(k)} \) denote the \( k \)th Hadamard power \( X_{ij}^{(k)} = X_{ij}^k \), and \( X \odot Y \) denote their Hadamard product \( (X \circ Y)_{ij} = X_{ij}Y_{ij} \).

### 4.2 Pairwise ranking

Let \( n \) be the number of items to be ranked. Suppose one observes an \( n \times n \) multiplicative comparison or symmetrically reciprocal matrix \([22,31,35,86]\), which is a matrix in the set

\[
\mathcal{X}_n = \{ X \in K : X_{ij} = 1 / X_{ji} \}.
\]

Here \( X_{ij} \) measures the multiplicative preference of \( i \) over \( j \). If \( X_{ji} = 2 \), for example, then we prefer \( j \) twice as much as \( i \), which means we prefer \( i \) half as much as \( j \), hence \( X_{ij} = 1 / X_{ji} \).

The matrix \( X \) can come from direct measurement, or by taking elementwise exponential of an additive comparison matrix \( A \) in which \( A_{ij} \) measures the additive preference of \( i \) over \( j \). An additive comparison matrix is skew-symmetric, that is, it lies in

\[
ACM = \wedge_2 \mathbb{R}^n = \{ A \in \mathbb{R}^{n \times n} : A_{ij} = -A_{ji} \}.
\]

One has an analogous ranking interpretation: if \( i \) dominates \( j \) by \(+2\) points, then \( j \) dominates \( i \) by \(-2\) points (that is, \( j \) loses to \( i \)).

A ranking algorithm takes \( X \) (resp. \( A \)) as input and returns a score vector \( s \in \mathbb{P} \mathbb{R}^{n-1} \) (resp. \( a \in \mathbb{P}^{n-1} \)) by which the items are ranked. Following Saari [85], we say that an additive comparison matrix \( A \) is strongly transitive if \( A_{ik} = A_{ij} + A_{jk} \) for all \( i, j, k \in \{1, \ldots, n\} \), \( A \) is transitive if \( A_{ij}, A_{jk} > 0 \Rightarrow A_{ik} > 0 \). Similar definitions hold for MCMs. That is, a multiplicative comparison matrix \( X \) is strongly transitive if \( X_{ik} = X_{ij} / X_{jk} \) for all \( i, j, k \in \{1, \ldots, n\} \), and \( X \) is transitive if \( X_{ij}, X_{jk} > 1 \Rightarrow X_{ik} > 1 \). It is trivial to retrieve an ordinal ranking from strongly transitive and transitive comparison matrices. Furthermore, it is immediate to check that strong transitivity implies the existence of a unique cardinal ranking up to constants [86]:

\[
A \text{ is strongly transitive } ACM \iff A_{ij} = a_i - a_j \\
X \text{ is strongly transitive } MCM \iff X_{ij} = s_i / s_j.
\]
In particular, the space of strongly transitive ACM is precisely the space of gradient flows \( V_n \)
defined in (1.8). In applications one often does not observe strongly transitive nor transitive matrices. The comparison matrix \( A \) or \( X \) may come from averaging the opinion of multiple individuals, or may be corrupted by noise. Thus finding a score vector is equivalent to approximating the observed matrix by a strongly transitive matrix.

The triple \( v(X), m(X), h(X) \) to be defined below are the outputs of the three ranking algorithms: PerronRank [86,87], TropicalRank [31] and HodgeRank [20,55]. PerronRank plays a fundamental role behind the Analytic Hierarchical Process [86], a ranking procedure extensively applied in decision making. Meanwhile, HodgeRank is closely related to many pairwise ranking algorithms in the broader literature of rank learning in computer science [39,55]. The main result of this section states that these three methods are, in some sense, fundamentally different.

**Theorem 4.1.** For \( n \geq 4 \), for any two of the three methods HodgeRank, PerronRank and TropicalRank, given any pairs of rank order \((\sigma_1, \sigma_2)\), there exists a pairwise comparison matrix \( X \) such that the first method applied to \( X \) gives the ranking \( \sigma_1 \), and the second method applied to \( X \) gives the ranking \( \sigma_2 \) on the \( n \) items.

This result is somewhat surprising and may remind the reader of Arrow’s Impossibility Theorem in social choice theory, see [85] for further discussions on consistency between methods in pairwise ranking. In particular, it implies that these methods are fundamentally different, and the choice of methods in practice deserves further study.

### 4.3 Definitions and basic properties

**Definition 4.2** (PerronRank). For multiplicative input \( X \in \mathcal{X}_n \), PerronRank outputs the (classical) principal eigenvector \( v(X) \) of \( X \), that is, the unique (up to scaling) positive vector \( \mathbb{R}^n_+ \) satisfying

\[
X \cdot v(X) = \mu \cdot v(X) \quad \text{for some } \mu \in \mathbb{R}_+.
\]

PerronRank is not defined for additive inputs.

As the existence of \( v(X) \) only relies on the non-negativity of the matrix entries, this method has also found applications in other ranking contexts, such as in Google’s PageRank algorithm. The specific application of principal eigenvector to MCMs first appeared in the work of Saaty [86]. This method has a Bayesian interpretation: given a prior score vector \( s \in \mathbb{R}^n_+ \), we can think of \( X \cdot s \) as the posterior score, since

\[
(X \cdot s)_i = \sum_j X_{ij}s_j = \text{sum over all } j \text{ of how much } i \text{ wins } j, \text{ weighted by our prior } s_j.
\]

Then the principal eigenvector \( v(X) \) is the Bayesian solution to the ranking problem, since up to scaling it is invariant under further updates by \( X \).
Definition 4.3 (HodgeRank). For multiplicative input $X \in \mathcal{X}_n$, HodgeRank outputs the row geometric mean $h(X)$ of $X$, defined as

$$h(X)_i = \left(\prod_{j=1}^{n} X_{ij}\right)^{1/n} \quad \text{for } 1 \leq i \leq n.$$ 

For additive input $A \in \wedge_2 \mathbb{R}^n$, HodgeRank outputs the average row sum

$$h(A)_i = \frac{1}{n} \sum_{j=1}^{n} A_{ij} \quad \text{for } 1 \leq i \leq n.$$ 

The output of HodgeRank for multiplicative input is also known as the log least square estimator, or row geometric mean, first defined by Crawford [20]. Borda count [85] is a closely related method, which also outputs the row sum but the input comparison matrix have the form $A_{ij} = 1 - A_{ji}$ as opposed to the skew-symmetry condition. The name ‘HodgeRank’ was proposed by Jiang-Lim-Yao-Ye [55], who approached the problem of pairwise comparison from combinatorial Hodge theory. In the additive input setting, the entries $A_{ij}$ are viewed as edge flows from node $i$ to node $j$, and the unknown score vector measures the nodes’ potentials. Entries of $h(A)$ can be interpreted as the average outflow from each node, which is an intuitive measure of their potentials. This method has a number of appealing properties both computationally and mathematically [55]. For example, it is the maximum likelihood estimator for the true score vector under certain statistical models of ranking [20].

Definition 4.4 (TropicalRank). For multiplicative input $X \in \mathcal{X}_n$, TropicalRank outputs the tropical max-times eigenvector $m(X)$ of $X$ if it is unique. For additive input $A \in \wedge_2 \mathbb{R}^n$, TropicalRank outputs the tropical max-plus eigenvector $m(A)$ of $A$, if it is unique. If $m(X)$ (resp. $m(A)$) is not unique, this algorithm does not produce a ranking.

TropicalRank was pioneered by Elsner and van den Driessche [31,32]. To make Tropical-Rank well-defined, we shall restrict our study to matrices with unique tropical eigenvectors for the rest of our paper. This is not a severe assumption, since any ‘generic’ matrix in $\mathcal{X}_n$ (resp. $\wedge_2 \mathbb{R}^n$) will have a unique tropical max-times eigenvector. That is, the set of matrices with non-unique max-times (resp. max-plus) tropical eigenvector has measure 0 under any non-atomic measure on $\mathcal{X}_n$ (resp. $\wedge_2 \mathbb{R}^n$). This follows from Proposition 2.4.

Basic properties and consistency of definitions

Lemma 4.5 (Properties of the three methods). Let $X \in \mathcal{X}_n$ be a multiplicative matrix with unique tropical max-times eigenvector $m(X)$.

1. If $P \in \{0, 1\}^{n \times n}$ is a permutation matrix, then

$$v(PXP^\top) = v \cdot h(X), \quad h(PXP^\top) = P \cdot h(X), \quad m(PXP^\top) = P \cdot m(X).$$
That is, the output of the three methods are invariant under item relabeling.

2. For any \( k > 0 \), for all \( 1 \leq i \leq n \), \( h(X^{(k)})_i = h(X)_i^k \), \( m(X^{(k)})_i = m(X)_i^k \). In general this does not hold for \( v(X) \), that is, \( v(X^{(k)})_i \neq v(X)_i^k \).

3. If \( X, X' \in \mathcal{X}_n \), then for \( 1 \leq i \leq n \),

\[
h(X \circ X')_i = h(X)_i h(X')_i.
\]

If in addition \( X \) is strongly transitive, that is, \( X_{ij} = s_i/s_j \) for some \( s \in \mathbb{R}_+^n \), then for \( 1 \leq i \leq n \),

\[
m(X \circ X')_i = m(X)_i m(X')_i, \quad v(X \circ X')_i = v(X)_i v(X')_i.
\]

It follows from Lemma 4.5 that the definitions of HodgeRank and TropicalRank for additive and multiplicative inputs respect the natural log/exponential isomorphism between ACM and MCM. In particular, consider the family of isomorphisms \( \land_2 \mathbb{R}^n \rightarrow \mathcal{X}_n \), where

\[
A \mapsto X := (X_{ij}) = (\exp_b(A_{ij})) = \exp(\log(b) \cdot A_{ij})
\]

for some \( b > 0 \) referred to as the exponent base. For all possible choices of exponent bases \( b \), a matrix \( A \in \land_2 \mathbb{R}^n \) is mapped to a family of matrices \( \mathcal{E}(A) = \{X^{(k)} : X^{(k)}_{ij} = \exp(kA_{ij}), k > 0\} \).

Since there is no a priori choices for \( b \), one may prefer ranking algorithms which are invariant under choices of \( b \). By Lemma 4.5 part (2), HodgeRank and TropicalRank satisfy this property. That is, for an additive comparison matrix \( A \) and any \( k > 0 \), if \( X = (X_{ij}) = (\exp(k \cdot A_{ij})) \), then \( h(A) = \log(h(X)) \) and \( m(A) = \log(m(X)) \), where the last two equalities are up to additive constants.

However, by Lemma 4.5 \( v(X^{(k)})_i \neq v(X)_i^k \). Thus one cannot extend PerronRank to handle additive comparison matrices in a consistent way. This does not imply that the method depends on the measurement unit. In fact, the entries of \( X \) are unit-free by definition, since they measure the ratio between two scores. This lack of invariance of PerronRank simply means that the method is not designed for additive pairwise comparison data. In general, a pairwise ranking method on the set of additive comparison matrices is invariant under all monotone transformations of the input entries \( A_{ij} \) if and only if it only depends on their signs, that is, one only need to consider \( A_{ij} \in \{\pm 1, 0\} \). In this case, it only makes sense to ask for an ordinal and not cardinal ranking. Thus any cardinal ranking method lacks the invariance property under some monotone transformations of the data. One should only apply PerronRank to multiplicative inputs, while HodgeRank and TropicalRank can be applied to both multiplicative and additive inputs.
An optimization perspective

Recall the interpretation of ranking algorithms as finding the best approximation to the observed additive comparison matrix over \( V_n \), the space of strongly transitive matrices. The following theorem states that HodgeRank and TropicalRank solve these problems where ‘best’ means minimizing \( \ell_2 \) and \( \ell_\infty \) distance, respectively.

**Theorem 4.6** ([20], [55], [31]). Let \( A \in \wedge_2 \mathbb{R}^n \) be an additive comparison matrix with unique tropical max-plus eigenvector. Let \( H(A) \) denote the unique \( \ell_2 \)-minimizer from \( A \) to the subspace of strongly transitive matrices \( V_n \), \( H_\infty(A) \) denote the set of \( \ell_\infty \)-minimizers from \( A \) to \( V_n \). Then the HodgeRank vector \( h(A) \) is the score vector of the matrix \( H(A) \), and \( Pol(A) \), the polytrope of \( A \), is precisely the set of score vectors of matrices in \( H_\infty(A) \). In particular, this implies that the TropicalRank vector \( m(A) \) is the score vector of some matrix in \( H_\infty(A) \).

It follows that translating \( A \) by a strongly transitive matrix does not change the relative difference between \( m(A) \) and \( h(A) \). From either a geometric proof using Theorem 4.6, or a direct computation, we obtain a restatement of Lemma 4.5 part (3), for additive comparison matrices.

**Corollary 4.7.** Let \( A \in \wedge_2 \mathbb{R}^n \) be an additive comparison matrix with unique tropical max-plus eigenvector. Let \( S \in V_n \) be a strongly transitive matrix with score vector \( s \). Then

\[
m(A - S) = m(A) - s, h(A - S) = h(A) - s.
\]

### 4.4 Geometry of TropicalRank

It follows from Theorem 4.6 that for a skew-symmetric matrix \( A \in \wedge_2 \mathbb{R}^n \), \( \lambda(A) \) has the geometric meaning of being the \( \ell_\infty \) distance from \( A \) to \( V_n \). We now study the geometric meaning of its tropical eigenvector \( m(A) \) and HodgeRank vector \( h(A) \), and connect it with our discussion of cones of linearity of the tropical eigenvector map in Section 2.4. In particular, we explicitly compute the partition \( \mathcal{P}_1 \cap \wedge_2 \mathbb{R}^4 \) consisting of cones of linearity of the tropical eigenvector map defined in Section 2.4. Our computation verifies Theorem 2.9 and does not rely on results in Chapter 2. In other words, one can derive the tropical spectral theory for skew-symmetric matrices purely using Proposition 4.8 below.

**Proposition 4.8.** Fix \( A \in \wedge_2 \mathbb{R}^n \), viewing it as a vector in \( \mathbb{R}^{\binom{n}{2}} \). The projection of the standard cube centered at \( A \) onto \( V_n \) is the \((n - 1)\)-permutahedron, scaled by \( 1/n \) and centered at \( H(A) \), the matrix with score vector \( h(A) \). Its dual zonotope \( Z_\perp \), which is the projection of the standard cube centered at \( A \) onto \( V_n^\perp \), is a convex symmetric polytope centered at \( A - H(A) \), whose facets are indexed by cycles on the complete graph of length at least 3. The distance in \( V_n^\perp \) from the center of \( Z_\perp \) to 0 is the tropical max-plus eigenvalue of \( A \), \( \lambda(A) \). Furthermore, the facet(s) of the scaled polytope \( \lambda(A) \cdot Z_\perp \) which contain(s) 0 are precisely indexed by the critical cycle(s) of \( A \).
Proof. The first statement follows from a standard construction of the \((n-1)\)-permutahedron as an affine projection of the cube in dimension \(\binom{n}{2}\), see [110, Example 7.15]. The zonotope \(Z_\perp\) is the cographic zonotope associated with the complete graph on \(n\) nodes (see [110]), thus its faces can be indexed by cycles of length at least 3. By definition of \(\ell_\infty\)-minimization, the distance in \(V_n^\perp\) from the center of \(Z_\perp\) to 0 is precisely the \(\ell_\infty\) distance from \(A\) to \(V_n\), which is its tropical max-plus eigenvalue \(\lambda(A)\) by Theorem 4.6. The last statement follows from the aforementioned properties of \(Z_\perp\) and the maximum cycle mean interpretation of tropical max-plus eigenvalue.

It follows from the results of Chapter 3 that \(Z_\perp\) is precisely the normal fan \(\mathcal{N}_n\) of the cycle polytope \(C_n\) studied in Section 2.1, intersected with the subspace \(\wedge_2 \mathbb{R}^n\) and the condition \(\lambda(A) = 1\). In particular, \(Z_\perp\) has a subdivision induced by the subdivision of \(\mathcal{P}_n\) of \(\mathcal{N}_n\). We compute this subdivision explicitly for \(n = 4\) in Example 4.11. In this case, the critical cycles has to have length 3 or 4, thus the tropical eigenvector is always unique, and \(\mathcal{P}_4 \cap \wedge_2 \mathbb{R}^4\) is a fan partition of \(\mathbb{R}^{4\times 4}\). As found in Theorem 2.9, full-dimensional cones of this fan are linearly isomorphic to \(V_n\) times the standard cube of dimension \(\binom{n}{2} - 2 = 2\). See Figure 4.1.

From a ranking perspective developed in [55,85], the strongly transitive subspace \(V_n\) can be viewed as the ‘signal’ space, and its orthogonal complement \(V_n^\perp\) is the ‘noise level’. Thus it is beneficial to work with a basis of \(\wedge_2 \mathbb{R}^n\) which respects the orthogonal decomposition \(\wedge_2 \mathbb{R}^n = V_n \oplus V_n^\perp\). Saari [85] proposed a natural basis for \(V_n\) and identified a spanning set for \(V_n^\perp\). For implications of this theorem to ranking applications, see [85]. Here we extend his result in our notation. Identify each matrix \(A \in \wedge_2 \mathbb{R}^n\) with the vector of its upper diagonal entries \((A_{ij}, i > j) \in \wedge_2 \mathbb{R}^n\). For a subgraph \(G\) of the complete directed graph on \(n\) nodes, write \(\bar{\chi}_G \in \{\pm 1, 0\}^{\binom{n}{2}}\) for its signed incidence vector, where

\[
\bar{\chi}_G(ij) = \begin{cases} 
0 & \text{if } G \text{ does not contain the edge } i \to j \\
1 & \text{if } G \text{ contains the edge } i \to j \text{ and } i < j \\
-1 & \text{if } G \text{ contains the edge } i \to j \text{ and } i > j
\end{cases}
\]

Proposition 4.9 ([85]). For \(i \in [n]\), let \(G_i\) be the star graph at \(i\) on \(n\) vertices, with all edges directed towards \(i\). That is, \(G_i\) contains all edges of the form \(j \to i\) for all \(j \in [n], j \neq i\). Then any subset of \(n-1\) vectors from the set \(\{\chi_{G_1}, \ldots, \chi_{G_n}\}\) defines a basis for \(V_n\). Furthermore, the set \(S = \{\bar{\chi}_C : C \in \Gamma_n, |C| \geq 3\}\) spans \(V_n^\perp\).

The cardinality of \(S\) is the number of \(k\)-cycles for \(3 \leq k \leq n\). This is much greater than \(\binom{n-1}{2}\), the dimension of \(V_n^\perp\). Clearly any linearly independent subset of size \(\binom{n-1}{2}\) would be a basis. We note that there is a natural choice: the set of 3-cycles involving a fixed vertex \(v\).
Proposition 4.10. Fix a vertex $v$. Define $S_v$ to be the set of signed incidence vectors of all three cycles containing the node $v$, that is,

$$S_v := \{ \bar{\chi}_C : C \in \Gamma_n, |C| = 3, v \in C \}$$

Then $S_v$ has $2 \times \binom{n-1}{2}$ vectors which occur in pairs of the form $(\bar{\chi}_C, -\bar{\chi}_C)$. Pick one representative for each pair. Then the resulting set is a basis of $V_n^{\perp}$.

Proof. The cardinality of $S_v$ is $2 \times \binom{n-1}{2}$ since there are two choices for the other two nodes to complete an undirected 3-cycle. Note that any $k$-cycle $C$ containing $v$ can be graphically represented by a planar $k$-gon, which we shall call the graph of $C$. Since $A$ as a matrix is skew-symmetric,

$$\bar{\chi}_C = \sum_{j=1}^{k-2} \bar{\chi}_{\tau_j}$$

where $\{\tau_j \in S_v : j = 1, \ldots, k-2\}$ is a triangulation of the graph of $\pi$ obtained by putting in chords going through the node $v$. Thus $S_v$ spans the set of all $k$-cycles containing $v$. On the other hand, the graph of $C$ can also be triangulated by fixing another node $v'$. Since the choice of cycle is arbitrary, any other 3-cycle involving $v'$ is also in the span of $S_v$. An inductive argument shows that $S_v$ spans $S$, completing the proof. \qed

The output of TropicalRank purely depends on $Z_{\perp}$. This zonotope exhibits many symmetries, since relabeling of the $n$ items correspond to rotations of $Z_{\perp}$. We now compute $Z_{\perp}$ for the case $n = 4$ using the basis of 4-cycles which highlights these symmetries in this special case. In particular, by studying the geometry of $Z_{\perp}$, we are able to give explicit formulas for the tropical max-plus eigenvector and tropical eigenvalue, without relying on results in Chapter 3.

Example 4.11 (n = 4). Here $\dim(V_n) = \dim(V_n^{\perp}) = 3$. We shall equip $V_n^{\perp}$ with a basis consisting of 4-cycles. There are six 4-cycles in $S_4$ and they occur in pairs of the form $(\sigma, \sigma^{-1})$. Choose a representative for each pair. The resulting set $S_\pi$ consists of three independent vectors in $\mathbb{R}^6$, and they form a basis for $V_n^{\perp}$. For concreteness, we shall choose $S_\pi$ to be the set $\{f_1, f_2, f_3\}$, with

$$f_1 = \bar{\chi}_{(1234)} = (1, 0, -1, 1, 0, 1)$$
$$f_2 = \bar{\chi}_{(1342)} = (-1, 1, 0, 0, -1, 1)$$
$$f_3 = \bar{\chi}_{(1423)} = (0, -1, 1, 1, -1, 0).$$

If we regard $A$ as the $\mathbb{R}^6$ vector $(A_{12}, A_{13}, A_{14}, A_{23}, A_{24}, A_{34})$, then

$$\langle f_1, A \rangle = A_{12} - A_{14} + A_{23} + A_{34} = A_{12} + A_{23} + A_{34} + A_{41}$$
which is the value of the cycle $(1\ 2\ 3\ 4)$. The computation for $f_2$ and $f_3$ can be checked similarly. Figure 4.1 shows the zonotope $Z_\perp$ expressed in this basis.

Note that $Z_\perp$ is also a permutahedron; this is due to the complete graph on 4 elements being self-dual, therefore the graphic and cographic zonotope of Proposition 4.8 are isomorphic. $Z_\perp$ has eight hexagonal facets colored red, corresponding to the eight 3-cycles, and six square facets colored green, corresponding to the six 4-cycles. The value and critical cycle of the tropical max-plus eigenvalue $\lambda$ is determined by entirely by the facet of $\lambda \cdot Z_\perp$ that contains 0. The hexagonal facets are further subdivided into regions corresponding to different formulas for the tropical eigenvector. Three such regions are labeled $r_1, r_2, r_3$ in Figure 4.1. This subdivision is due to the fact that the tropical eigenvector is sensitive to permutation of the labeling of the items that fixes the critical cycle.

The subdivision on the square is an artifact of the graphics, since we subdivided $\mathbb{R}^3$ into the eight quadrants with respect to the $f_1, f_2, f_3$ coordinates. The square facets are in fact
not subdivided. They correspond to cycles of length four. The hexagonal facets correspond to critical cycles of length three. They are subdivided into three regions, corresponding to the three types of connected functions on four nodes with a cycle of length three. These connected functions are equivalent up to permutations. Overall, up to permutations, there are only two formulas for the tropical eigenvalue and tropical eigenvector, one for each facet type.

To obtain their explicit formulas from Figure 4.1, we only need to know the equations defining boundaries of the facets and their subdivisions. The equations

\[ \langle f_1, A \rangle = 0, \langle f_2, A \rangle = 0, \langle f_3, A \rangle = 0 \]

are three gray planes with orange boundary, defining the three edges shared by adjacent hexagons. They are the equations that artificially induced a subdivision of the square facets. The equations

\[ 2(\langle f_2, A \rangle + \langle f_3, A \rangle) = \langle f_1, A \rangle, \quad 2(\langle f_1, A \rangle + \langle f_3, A \rangle) = \langle f_2, A \rangle, \quad 2(\langle f_1, A \rangle + \langle f_2, A \rangle) = \langle f_3, A \rangle \]

define the other three edges of the hexagon. In Figure 4.1 we only show, in yellow, the edge cut out by the first equation. The black lines subdividing the frontal hexagon into three regions are

\[ 2\langle f_1, A \rangle = \langle f_2, A \rangle + \langle f_3, A \rangle, \quad 2\langle f_2, A \rangle = \langle f_1, A \rangle + \langle f_3, A \rangle, \quad 2\langle f_3, A \rangle = \langle f_1, A \rangle + \langle f_2, A \rangle. \]

One can compute and see that the frontal hexagon corresponds to the 3-cycle \((2 \ 3 \ 4)\), and the three green squares perpendicular to the axes \(f_1, f_2, f_3\) correspond to the three 4-cycles defining these vectors. One can also read off the formula for \(\lambda(A)\) in terms of the cycle values and the inequalities defining the regions, as demonstrated below.

**Example 4.12** (Formulas for the tropical eigenvalue of skew-symmetric matrices for \(n = 4\)). Suppose \(\langle f_1, A \rangle, \langle f_2, A \rangle, \langle f_3, A \rangle > 0\). This means 0 lies in the triangular region bounded by the orange lines. If

\[ \langle f_1, A \rangle \geq 2 \cdot (\langle f_2, A \rangle + \langle f_3, A \rangle) \quad \text{or} \quad \langle f_2, A \rangle \geq 2 \cdot (\langle f_1, A \rangle + \langle f_3, A \rangle) \quad \text{or} \quad \langle f_3, A \rangle \geq 2 \cdot (\langle f_1, A \rangle + \langle f_2, A \rangle), \]

which implies that 0 lies in one of the three small triangles outside of the hexagon, then the 4-cycle corresponding to \(f_1\) (or \(f_2\), or \(f_3\), respectively) is a critical cycle of \(A\), and

\[ \lambda_{\text{max}}(A) = \frac{1}{4}(\langle f_1, A \rangle) \quad \text{or} \quad \frac{1}{4}(\langle f_2, A \rangle) \quad \text{or} \quad \frac{1}{4}(\langle f_3, A \rangle), \]

respectively.
If

\[ \langle f_1, A \rangle \leq 2 \cdot (\langle f_2, A \rangle + \langle f_3, A \rangle) \quad \text{and} \]
\[ \langle f_2, A \rangle \leq 2 \cdot (\langle f_1, A \rangle + \langle f_3, A \rangle) \quad \text{and} \]
\[ \langle f_3, A \rangle \leq 2 \cdot (\langle f_1, A \rangle + \langle f_2, A \rangle), \]

which implies that 0 lies in the hexagon, then the 3-cycle (2 3 4) is a critical cycle of \( A \), and

\[ \lambda_{\max}(A) = \frac{1}{6}(\langle f_1, A \rangle + \langle f_2, A \rangle + \langle f_3, A \rangle). \]

**Example 4.13** (Formulas for the tropical eigenvector of skew-symmetric matrices for \( n = 4 \)).

The tropical eigenvector can also be read off from \( Z_1 \). Here we give explicit formulas for the red region marked \( r_1 \) and the green region above it.

- The red region \( r_1 \): this region is defined by \( \langle f_1, A \rangle > \langle f_2, A \rangle, \langle f_3, A \rangle > 0, 2(\langle f_2, A \rangle + \langle f_3, A \rangle) > \langle f_1, A \rangle, 2f_2 < \langle f_1, A \rangle + \langle f_3, A \rangle \), and \( 2f_1 > \langle f_2, A \rangle + \langle f_3, A \rangle \). In this case,

\[
m(A) = h(A) + \frac{1}{12} \begin{bmatrix}
0 & 0 & 0 \\
-1 & 5 & 2 \\
-2 & 7 & 1 \\
-3 & 6 & 3
\end{bmatrix}
\begin{bmatrix}
\langle f_1, A \rangle \\
\langle f_2, A \rangle \\
\langle f_3, A \rangle
\end{bmatrix}
\]

- The green region above \( r_1 \): this region is defined by \( \langle f_1, A \rangle > \langle f_2, A \rangle, \langle f_3, A \rangle > 0 \), and \( 2(\langle f_2, A \rangle + \langle f_3, A \rangle) < \langle f_1, A \rangle \). In this case,

\[
m(A) = h(A) + \frac{1}{12} \begin{bmatrix}
0 & 0 & 0 \\
0 & 3 & 0 \\
0 & 3 & -3 \\
0 & 0 & -3
\end{bmatrix}
\begin{bmatrix}
\langle f_1, A \rangle \\
\langle f_2, A \rangle \\
\langle f_3, A \rangle
\end{bmatrix}
\]

Formulas for the tropical eigenvalue and eigenvector for other regions can be obtained by permuting the labels of the vertices, corresponding to rotating the zonotope. For example, if one acts on the labellings of the items by \( \sigma = (4 \, 2 \, 3) \), then

\[
\sigma(\langle f_1, A \rangle) = \sigma(A_{12} + A_{23} + A_{34} + A_{41}) = A_{13} + A_{34} + A_{42} + A_{21} = \langle f_2, A \rangle
\]
\[
\sigma(\langle f_2, A \rangle) = \sigma(A_{13} + A_{34} + A_{42} + A_{21}) = A_{14} + A_{42} + A_{23} + A_{31} = \langle f_3, A \rangle
\]
\[
\sigma(\langle f_3, A \rangle) = \sigma(A_{14} + A_{42} + A_{23} + A_{31}) = A_{12} + A_{23} + A_{34} + A_{41} = \langle f_1, A \rangle.
\]

Therefore, the action of \( \sigma \) on the label of items corresponds to a counter-clockwise 120° rotation of \( Z_1 \) around the center of the hexagonal facet in the picture. The red region \( r_1 \) is
mapped to region \(r2\), and the formula for the max-plus eigenvector in this region is

\[
m(A) = h(A) + \frac{1}{12} \begin{bmatrix} 0 & 0 & 0 \\ 3 & -3 & 6 \\ 2 & -1 & 5 \\ 1 & -2 & 7 \end{bmatrix} \begin{bmatrix} \langle f_1, A \rangle \\ \langle f_2, A \rangle \\ \langle f_3, A \rangle \end{bmatrix}
\]

### 4.5 Proof of the pairwise inconsistency theorem

We now prove Theorem 4.1. For a generic vector \(w \in \mathbb{R}^n\), let \(r(w)\) denote its induced ranking. Say that \(A\) induces a ranking triple \((\sigma_1, \sigma_2, \sigma_3)\) for \((v, h, m) \in \mathbb{R}^3\) if \(r(v) = \sigma_1, r(h) = \sigma_2, r(m) = \sigma_3\). Say that a ranking \(\sigma = (\sigma_1, \sigma_2, \sigma_3)\) is realizable for \((v, h, m)\) if there exists a matrix \(A\) which induces that ranking triple. Definitions for ranking pairs follow similarly.

**Lemma 4.14.** To prove Theorem 4.1 for the pair HodgeRank and TropicalRank, it is sufficient to find one matrix \(A \in \wedge_2 \mathbb{R}^n\) such that \(h(A) = (0, \ldots, 0)\), and \(m(A)\) induces a ranking without ties. To prove Theorem 4.1 for the pair TropicalRank and PerronRank, it is sufficient to find one matrix \(X \in \mathcal{X}_n\) such that \(m(X) = (1, \ldots, 1)\) and \(v(X)\) is a ranking without ties.

**Proof.** For the first case, suppose \(A\) is such a matrix with unique tropical max-plus eigenvector \(m(A)\). Fix a ranking \(\sigma\). It is sufficient to find a matrix \(B\) such that \(r(m(B)) = r(m(A))\) and \(r(h(B)) = \sigma\). Let \(W \in V_n\) be a strongly transitive matrix with \(r(h(W)) = \sigma\). Note that \(h(W) = m(W)\). Define \(B(\epsilon) = A + \epsilon \cdot W\) for some \(\epsilon > 0\). By Lemma 4.5, \(m(B(\epsilon)) = m(A) + \epsilon \cdot m(W)\), and this function is continuous in \(\epsilon\). Thus for sufficiently small \(\epsilon\), \(r(m(B(\epsilon))) = r(m(A))\), while \(r(h(B(\epsilon))) = r(h(W)) = \sigma\).

For the second case, suppose \(X\) is such a matrix with unique tropical max-plus eigenvector \(m(X)\). Let \(M \in \mathcal{X}_n\) be a strongly transitive matrix with \(r(v(M)) = \sigma\). Note that \(v(M) = m(M)\). For \(k > 0\), define \(Y(k) = X \circ M^k\). By Lemma 4.5, \(m(Y(k)) = m(X) \circ (m(M))^k\), so \(r(m(Y(k))) = r(m(M)) = \sigma\). It is sufficient to find \(k\) small enough such that \(r(v(Y(k))) = r(v(X))\). Since \(\lambda\) has multiplicity 1, any column of the adjugate matrix \(\text{adj}(X - \lambda I)\) is a principal eigenvector, where \(I\) is the identity matrix. Since each entry of this matrix is a cofactor of an entry in \(X - \lambda I\), each \(v_i\) is a polynomial in \(\lambda\) and entries of \(X\), and thus is continuous in the entries of \(X\) (see, for example, [107]). Let \(\epsilon = \min_i |v_i(X) - v_j(X)|\). Since there are only finitely many \(v_i\)’s, one can find a \(\delta > 0\) such that the ordering of the \(v_i\)’s are preserved when each upper-diagonal entry of \(X\) is perturbed by \(\epsilon^\delta\). Hence \(k = \delta/\log(\|M\|_\infty)\) would do.

**Proof for HodgeRank and TropicalRank.** We shall construct the matrix \(A' \in \wedge_2 \mathbb{R}^n\) as follows: start with a matrix \(A' \in \wedge_2 \mathbb{R}^n\) such that
\begin{itemize}
  \item (1) \( h(A') = 0 \).
  \item (2) \( A'_{12} > A'_{23} > \ldots > A'_{(n-1)n} > A'_{n1} > 0 \).
  \item (3) For \( \lambda := A'_{12} + A'_{23} + \ldots + A'_{(n-1)n} + A'_{n1} \), we have \( A'_{i(i+1)} \neq \mu \) for all \( i \).
\end{itemize}

Such a matrix \( A' \) exists since \( \dim(\wedge_2 \mathbb{R}^n) > n \) for all \( n > 3 \). Let \( A := A' + k \cdot B \), where \( B \in \wedge_2 \mathbb{R}^n \) is the matrix with upper diagonal entries

\[
B_{i,i+1} = 1 \text{ for all } i \leq n - 1, \quad B_{1,n} = -1, \quad B_{ij} = 0 \text{ else}.
\]

Note that \( A \) satisfies properties (1) to (3), and for sufficiently large \( k \), the following also hold.

\begin{itemize}
  \item (4) For each row \( i \), \( \max_j A_{ij} = A_{i(i+1)} \).
  \item (5) The \( n \)-cycle \( 1 \rightarrow 2 \rightarrow \ldots \rightarrow n \rightarrow 1 \) is a critical cycle of \( A \) with value \( \mu \).
\end{itemize}

By Theorem 1.12, property (5) implies that \( A \) has a unique tropical max-plus eigenvector, denoted \( m \). Property (4) implies \( m_i - m_{i+1} = A_{i(i+1)} - \lambda \) for all \( i \). By (2) and (3), there exists \( j \in \{1, \ldots, n\} \) such that \( A_{1(i+1)} > \lambda \) for all \( i < j \), and \( A_{i(i+1)} < \lambda \) for all \( i \geq j \). This implies

\[
m_j < m_{j-1} < \ldots < m_1 < m_n < \ldots < m_{j+1}.
\]

Hence \( A \) is the matrix needed.

---

**Proof for HodgeRank and PerronRank.** By Theorem 1.12, this result follows immediately from the above by a limit argument. Specifically, let \( X \in \mathcal{X}_n \) be a matrix that induces the ranking \((\sigma_1, \sigma_2)\) on the pair HodgeRank and TropicalRank. Let \( \epsilon := \min_{i,j} |m(X)_i - m(X)_j| \).

By Corollary 1.12, one can choose sufficiently large \( k \) such that the matrix \( Y := X^{(k)} \) satisfies \( |v_i(Y) - m_i(X)| < \epsilon / 3 \) for all \( i \). So \( r(v(Y)) = r(m(X)) = \sigma_2 \), and by Lemma 4.5, \( r(h(Y)) = \sigma_1 \). Hence \( Y \) is a matrix that realizes the pair \((\sigma_1, \sigma_2)\) for HodgeRank and PerronRank.

---

**Proof for Tropical and PerronRank.** To find the desirable \( X \) in Lemma 4.14, we consider a family of matrices called *perturbed comparison matrices*, introduced by Farkas [35]. These are strongly transitive MCMs with the first row and column perturbed by a noise vector. Explicit formulas for the principal eigenvalue and eigenvector are given in [4,35].

For our case, fix a number \( L > 1, L \in \mathbb{Q} \). Define \( s \in \mathbb{R}^n \) by

\[
s_i = 1 \text{ for all } i < n, \quad s_n = \frac{1}{L}.
\]
Let the upper-diagonal entries of $X \in \mathcal{X}_n$ be
\[ X_{ij} = \frac{s_i}{s_j} \text{ if } i \neq 1, \quad X_{1j} = \frac{1}{s_j} \cdot \delta_j \]
where $\delta = (\delta_2, \ldots, \delta_n) \in \mathbb{Q}^{n-1}$ is the noise vector, with
\[ \delta_2 < \delta_3 < \ldots < \delta_{n-1} = L, \quad \text{and } \delta_n = \frac{1}{L^2} \tag{4.1} \]
Then
\[
X = \begin{bmatrix}
1 & \delta_2 & \delta_3 & \cdots & L & \frac{1}{L} \\
\frac{1}{\delta_2} & 1 & 1 & \cdots & 1 & L \\
\frac{1}{\delta_3} & 1 & 1 & \cdots & 1 & L \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{1}{L} & 1 & 1 & \cdots & 1 & L \\
L & \frac{1}{L} & \frac{1}{L} & \cdots & \frac{1}{L} & 1 \\
\end{bmatrix}.
\]
By [4], the principal eigenvector $v$ of $X$ is
\[ v = \alpha_1 e_1 + \alpha_2 s + \alpha_3 w \]
where
\[
e_1 = \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \\ 0 \end{bmatrix},
\]
\[
s = \begin{bmatrix} 1 \\ 1 \\ \vdots \\ L \end{bmatrix},
\]
\[
w = \begin{bmatrix} 0 \\ \frac{1}{\delta_2} - 1 \\ \frac{1}{\delta_3} - 1 \\ \vdots \\ \frac{1}{L} - 1 \\ \frac{1}{L \left( \frac{1}{L^2} - 1 \right)} \end{bmatrix},
\]
and $\alpha := (\alpha_1, \alpha_2, \alpha_3)$ is a column vector of the adjugate matrix $\text{adj}(rI - Z)$, where $I$ is the identity matrix, and
\[ Z := \begin{bmatrix} 0 & a & b \\ 1 & n & c \\ 1 & 1 & 0 \end{bmatrix}, \]
with
\[ a = \sum_{i=2}^{n} (\delta_i - 1), \quad b = \sum_{i=2}^{n} (\delta_i - 1) \left( \frac{1}{\delta_i} - 1 \right), \quad c = \sum_{i=2}^{n} \left( \frac{1}{\delta_i} - 1 \right), \]
and $r$ is the principal eigenvalue of $Z$, that is, it is the root of maximal modulus of the characteristic polynomial
\[ p(t) = t^2(t - n) + b(n - 1) - ac. \tag{4.2} \]
Since \( L > 1 \) is the maximal element in each row, \( m(X) = (1, \ldots, 1) \). By Lemma \( \text{4.14} \) it is sufficient to prove that there exists choices of \( \delta \) such that \( v(X) \) induces a complete ranking. In fact, we claim that any rational \( \delta \) satisfying Equation (4.1) would do. Indeed, computing an explicit formula for \( \alpha \), we obtain

\[
\alpha_1 = (r - n)r - c, \quad \alpha_2 = r + c, \quad \alpha_3 = r - n + 1.
\]

Then,

\[
v_1 = (r - n)r - c + r + c = (r - n + 1)r \]
\[
v_i = r + c + (r - n + 1) \cdot \left( \frac{1}{\delta_i} - 1 \right) \quad \text{for} \; 2 \leq i < n - 1
\]
\[
v_{n-1} = r + c + (r - n + 1) \cdot \left( \frac{1}{L} - 1 \right)
\]
\[
v_n = (r + c) \cdot \frac{1}{L} + (r - n + 1) \cdot \frac{1}{L} \left( \frac{1}{L^2} - 1 \right)
\]

Note that \( v_1 \) is a quadratic in \( r \), while \( v_i \) are linear for \( i > 1 \). Since the \( \delta_i \)'s are distinct, \( v_i \neq v_j \) for all \( 2 \leq i, j \leq n - 1 \). Suppose \( v_1 = v_i \) for some \( i \neq 1 \), or \( v_n = v_i \) for some \( i \neq n \). In the first case, \( r \) is a root of a quadratic with coefficients in \( \mathbb{Q} \). In the second case, \( r \) is a root of a linear equation with coefficients in \( \mathbb{Q} \). Either cases imply the cubic \( p \) in Equation (4.2) must be factorisable into a quadratic times a linear term over \( \mathbb{Q} \). That is

\[
p(t) = t^3 - nt^2 + b(n - 1) - ac = (t^2 + et + 1)(t - g) \quad \text{for some} \; e, g \in \mathbb{Q}
\]

Equating coefficients, we have \( eg = 1, e - g = -n, \) and \( b(n - 1) - ac = -g \). The first two equations imply \( 1/g - g + n = 0 \), hence \( g = (n - \sqrt{n^2 + 4})/2 \) or \( (n + \sqrt{n^2 + 4})/2 \). But \( g \in \mathbb{Q} \), therefore \( n^2 + 2^2 \) must be a square natural number, since \( n \in \mathbb{N} \). However, there is no positive Pythagorean triple involving \( 2 \), hence no such \( g \) exists. Therefore, the \( v_i \)'s are all distinct.

\[\square\]

### 4.6 HodgeRank is the limit of PerronRank

Recall that \( K = \mathbb{R}^{n \times n}_+ \) is the open cone of elementwise positive matrices in \( \mathbb{R}^{n \times n} \). Equip \( \mathbb{R}^n \) with the Euclidean norm. Let \( \| \cdot \| \) denote the operator norm if the argument is a matrix, and the \( \ell_2 \) norm if the argument is a vector. Let \( \mathbf{I} \) be the \( n \times n \) identity matrix. In this section we shall prove the Theorem \( \text{1.13} \) on the inverse tropical limit of the principal eigenvector. For the reader's convenience, we restate this theorem.
Theorem 4.15. For $X \in \mathcal{K}$, define $h(X)_i = \left(\prod_{j=1}^{n} X_{ij}\right)^{1/n}$. Then

$$
\lim_{k \to 0} v(X^{(k)})^{1/k} = h(X)
$$

When $X$ is restricted to the subvariety of multiplicative comparison matrices, Theorem 1.13 and Theorem 1.12 precisely state that HodgeRank and TropicalRank are limits of PerronRank. Ranking methods are often compared and selected via an optimization approach, where one finds methods which maximize an objective function, such as number of items ranked correctly [39, 49]. Therefore, these two theorems convert the comparison of PerronRank and HodgeRank into a parametrized optimization problem. It also contributes towards solving whether there exists an objective function in which PerronRank for $k \neq 0$ or $\infty$ is the optimal solution over all possible ranking algorithms. This question arose in the literature since HodgeRank and TropicalRank are known to be optimizers under $\ell_2$ and $\ell_\infty$ error, respectively (cf. Theorem 4.6).

Since many optimization problems can be rephrased as geometric questions on the projected level sets of the noise distribution, we provide the following geometric version of Theorem 1.13.

Theorem 4.16. Define $\tilde{V}_k : \wedge_2 \mathbb{R}^n \to \mathbb{T}P^{n-1}, \tilde{V}_k(A) = 1/k \log v([\exp(ka_{ij})])$ to be the log version of the Perron rank $V_k$. Let $1 = (1, \ldots, 1)^\top$ be the all one vector and $0 = (0, \ldots, 0)^\top$ the all-zero vector. For all $s \in \mathbb{T}P^{n-1}$, as a set, the fibers of the map $\tilde{V}_k$ satisfy $\tilde{V}_k^{-1}(s) = [s_i - s_j] + \tilde{V}_k^{-1}(0)$. The zero-fiber $\tilde{V}_k^{-1}(0)$ can be decomposed as

$$
\tilde{V}_k^{-1}(0) = \bigoplus_{i=1}^{n} S_i(k) + \mathbb{R} \cdot 11^\top,
$$

where the $S_i(k)$ for $i = 1, \ldots, n$ are orthogonal, with

$$
S_i(k) := \{a_i \in \mathbb{R}^n : a_{ij} < 0 \text{ for all } j, \sum_{j=1}^{n} \exp(ka_{ij}) = 1\} \text{ for } k \in (0, \infty),
$$

$$
S_i(\infty) := \{a_i \in \mathbb{R}^n : a_{ij} \leq 0, a_{ij} = 0 \text{ for at least one } j = 1, \ldots, n\},
$$

$$
S_i(0) := \{a_i \in \mathbb{R}^n : \sum_{j=1}^{n} a_{ij} = 0\}.
$$

For large $k$, the zero-fiber is the real amoeba of the tropical max-plus eigenvector map [66]. For $k = 0$, the zero-fiber is the set of matrices decomposing into the all-one matrix plus a matrix whose column sum is zero, which is the zero-fiber of the HodgeRank map. Thus we obtain a crude version of Theorem 1.13.
4.6.1 Proof of the inverse tropical limit theorem

Our proof of Theorem 1.13 relies on the following proposition, which gives a linear approximation to the ‘error term’ of the principal eigenvector when \( X \) is not far from being a rank one matrix.

**Proposition 4.17.** Fix a vector \( s \in \mathbb{R}_+^n \). Let \( \xi := [\xi_{ij}] := [s_j/s_i \cdot X_{ij}] \). Suppose there exists a constant \( \kappa \geq 1 \) such that the \( n \times n \) matrix \( \Xi = \xi - \kappa 11^\top - (1 - \kappa) I \) satisfies \( \rho := (\frac{2\|\Xi\|}{\kappa})^2 < \frac{1}{2} \).

Then

\[
v(X) = s \cdot (1 + \frac{1}{\kappa(n)}(r - \bar{r} 1) + \epsilon)
\]

where \( r = (\Xi \cdot 1) \) is the row sum of \( \Xi \), \( \bar{r} = \frac{1}{n} \sum_{j=1}^n r_j \) is its mean, and \( \|\epsilon\| < \frac{\rho}{1 - \rho} \cdot \frac{\|\Xi\|}{\kappa \sqrt{n}} \).

This proposition is interesting in itself. One could think of \( s \) as the true score vector, \([s_i/s_j]\) as the true multiplicative comparison matrix, and \( \xi \) as the multiplicative perturbation with centered version \( \Xi \), so defined since \( v(\kappa 11^\top + (1 - \kappa) I) = 1 \) for all \( \kappa \geq 1 \). If \( \Xi \equiv 0 \) then the perturbation does not affect the principal eigenvector, and \( v(X) \) is exactly \( s \). The proposition states that if the centered perturbation \( \Xi \) is small, as measured by \( \rho \) and \( \|\Xi\|/\kappa \sqrt{n} \), then \( v(X) \) differs from the true multiplicative score \( s \) only by a linear factor plus a lower order term. Unfortunately this proposition cannot be applied easily in practice since it requires knowledge of \( \kappa \), which depends on the choice of \( s \) and in general neither are easy to find.

For the proof of Theorem 1.13 it is sufficient to choose \( \kappa = 1 \).

**Proof of Proposition 4.17** By Lemma 4.5, \( v(X) = s \cdot v(\xi) \). Hence one can assume without loss of generality that \( s \equiv 1 \). Write \( \xi = \kappa 11^\top + (\Xi + (1 - \kappa) I) \). Then \( \kappa 11^\top \) is a rank one matrix with one non-zero eigenvalue \( \kappa n \), corresponding to the normalized eigenvector \( 1/\sqrt{n} \).

Let \( Y \in \mathbb{R}^{n \times (n-1)} \) be an orthonormal basis of the zero eigenspace of \( \kappa 11^\top \). From standard results in perturbed linear operators (see, for example, [96, Theorem 2.7]), \( \rho < \frac{1}{2} \) implies \( v(\xi) = \frac{1}{\sqrt{n}} 1 + Y \bar{P} + \frac{\epsilon}{\sqrt{n}} \), where \( \bar{P} := \frac{1}{\sqrt{n} \kappa} Y^\top (\Xi + (1 - \kappa) I) 1 \), and the error term is bounded by

\[
\|\epsilon\| \leq \frac{\rho}{1 - \rho} \cdot \frac{\|\Xi\|}{n \kappa}.
\]

Since \( YY^\top = I - \frac{1}{n} 11^\top \), and since \( v(\xi) \) is only defined up a multiplicative constant, we have

\[
v(\xi) = \frac{1}{\sqrt{n}} \left( 1 + \frac{1}{n \kappa} (I - \frac{1}{n} 11^\top)(\Xi + (1 - \kappa) I) 1 + \epsilon \right)
\]

\[
= 1 + \frac{1}{n \kappa} (\Xi 1 - \frac{1}{n} 11^\top 1) + \epsilon = 1 + \frac{1}{n \kappa} (r - \bar{r}) + \epsilon
\]

\[\square\]
Proof of Theorem 4.13. Under the notation of Proposition 4.17, let \( \kappa = 1 \), \( s \equiv 1 \), so \( X = \xi \). Define \( A = [A_{ij}] = [\log X_{ij}] \). Then

\[
\Xi^{(k)} = \exp(kA_{ij}) - 1 = k \cdot \left( A_{ij} + \sum_{t \geq 2} \frac{k^{t-1}A_{ij}^t}{t!} \right).
\]

Hence for \( k \) close to 0, \( \|\Xi^{k}\| = k\|A\| + o(k) \) and Proposition 4.17 applies. Note that \( r = \Xi^{(k)}1 = k \cdot A1 + O(k^2) \), \( \bar{r}1 = k \cdot 11^\top A1 + O(k^2) \), and \( \epsilon = O(k^3) \). After applying the logarithm to Equation 4.3, Taylor expansion gives

\[
\lim_{k \to 0} \frac{1}{k} \log v(X^k) = \lim_{k \to 0} \left( \frac{1}{kn} r - \frac{1}{kn} \bar{r} + O(k^2) \right) = \frac{1}{n} A1 - \frac{1}{n} 11^\top A1 = \frac{1}{n} \log h(X)
\]
since the HodgeRank vector is defined only up to additive constants.

We now prove the geometric version of the inverse tropical theorem, Theorem 4.16. It is sufficient to prove equivalent statements on the cone of elementwise positive matrices \( \mathcal{K} \) for the map \( V_k \). The fibers of this map are the set of elementwise positive matrices whose principal eigenvector is a fixed vector \( w \in \mathbb{R}_+^n \), that is

\[
\mathcal{K}(w) := \bigsqcup_{\mu \in (0,\infty)} \mathcal{K}(w,\mu) := \bigsqcup_{\mu \in (0,\infty)} \{ X \in \mathcal{K} : v(X) = w, \rho(X) = \mu \}
\]

where \( \bigsqcup \) denote disjoint set union, where \( \rho(X) \) is the Perron eigenvalue of \( X \). We call this the one-dimensional real positive Kalman variety, motivated by the definition of the Kalman variety in Ottaviani and Sturmfels [73]. In general real Kalman varieties are difficult to characterize, however the one-dimensional positive variety has a simple description.

**Corollary 4.18.** For each fixed pair \( (w,\mu) \), let \( \Psi_{w,\mu} : \mathcal{K} \to \mathcal{K} \) be the map \([X_{ij}] \mapsto [Y_{ij}] := [\begin{array}{c} X_{ij} \\ \mu w_i \end{array}]\). Then

\[
\Psi_{w,\lambda}(\mathcal{K}(w,\mu)) = \bigsqcup_{i=1}^n (\Delta_{n-1})_i
\]

where each \( (\Delta_{n-1})_i \) is the interior of the \( (n-1) \)-dimensional simplex on the \( n \cdot (i-1) + 1 \) to \( n \cdot i \) coordinates of \( \mathbb{R}^{n \times n} \).

**Proof of Theorem 4.16.** The first statement follows by a direct computation. By Corollary 4.18 \( V_k^{-1}(1) = \mathbb{R} \cdot \bigsqcup_{i=1}^n (\Delta_{n-1})_i \). By taking log, one obtains the stated result for \( V_k^{-1}(0) \). The case for \( k = \infty \) follows from the convergence of the real amoebas to the zero set of the tropical eigenvectors map. As \( k \) approaches 0, each component \( S_i(k) \) is flattened, and a little calculation shows that the each component converges, up to a translation by a large
constant times the \((1, \ldots, 1)\) vector, to its tangent plane at \(a_{i1} = \ldots = a_{in}\), which has equation \(\sum_{j=1}^{n} a_{ij} = 0\). This proves the theorem.

### 4.7 Random ranking models

We mention an application of Proposition 4.17 to random ranking models, that is, when the input matrix has independent and identically distributed (i.i.d) entries, and the number of items is large. The main result of this section is the following.

**Theorem 4.19.** Let \(s \in \mathbb{R}^N_+\). Consider the infinite triangular array \(\{s_i/s_j \xi_{ij}, i, j = 1, 2, \ldots\}\), \(\xi_{ij} = 1/\xi_{ji}\), and the entries \(\{\xi_{ij}, i < j\}\) are positive, independent and identically distributed as \(\xi, \xi \overset{d}{=} 1/\xi\), with finite \(4k\)th moment \(m_k := \mathbb{E} \xi^{4k} < \infty\) for some \(k > 0\). Then for sufficiently large \(n\), Equation (4.3) in Proposition 4.17 holds for \(v(X^{(k)})\) with \(\kappa = m_k\).

We first give the proof idea. Proposition 4.17 is very useful in comparing HodgeRank and PerronRank. However, as stated, it is not clear how to find the perturbation constant \(\kappa\). In the proof of Theorem 1.13 where \(k\) is close to 0, it is sufficient to take \(\kappa = 1\). In practice, one may need to utilize known or assumed structures of \(\xi\). The key step is to obtain an upper bound on the operator norm of \(\Xi\). The case of i.i.d noise is closely related to random matrices: since one can assume \(s \equiv 1\), if \(\{\xi_{ij} : i > j\}\) are i.i.d, the operator norm of \(\xi\) behaves almost like that of a matrix with iid entries. Then, it is natural to center at the mean, that is, picking \(\kappa = \mathbb{E}(\xi_{ij})\). The main step in our proof is a modification of the combinatorial proof of the Bai-Yin theorem [109], allowing us to bound the operator norm of the centered matrix \(\Xi\).

**Proof of Theorem 4.19.** Without loss of generality we can assume that \(s_i = 1\) for all \(i\) and \(k = 1\). Under the notation of Proposition 4.17, let \(\kappa = m = \mathbb{E}\xi\). Note that \(\Xi_{ij} = \xi_{ij} - m\), \(\Xi_{ji} = 1/\xi_{ij} - m\) for \(i < j\), and \(\Xi_{ii} = 0\) for all \(i\). Write

\[
\|\Xi_n\| \leq \frac{1}{2}\|\Xi_n + \Xi_n^T\| + \frac{1}{2}\|\Xi_n - \Xi_n^T\|.
\]

Now, \(\Xi_n + \Xi_n^T\) is a symmetric matrix with mean zero, i.i.d entries with distribution \(\xi + 1/\xi - 2m\), finite second and fourth moment. By the Bai-Yin theorem for symmetric matrices [6],

\[
\limsup_{n \to \infty} \|\Xi_n + \Xi_n^T\|_{op}/\sqrt{n} \leq C
\]

for some constant \(C\) depending on the second moment of \(\xi\). For the second term, note that \((\Xi_n - \Xi_n^T)_{ij} = \xi_{ij} - 1/\xi_{ij}\). As \(\xi \overset{d}{=} 1/\xi\), we have \(\xi_{ij} - 1/\xi_{ij} \overset{d}{=} 1/\xi_{ij} - \xi_{ij} = -(\xi_{ij} - 1/\xi_{ij})\). That is, \(B_n := (\Xi_n - \Xi_n^T)\) is a skew-symmetric matrix with mean zero, i.i.d upper-diagonal entries
whose distribution is symmetric, has finite second and fourth moment. We claim that for any even \( m \),
\[
\mathbb{E}\|B_n\|_{op}^m \leq \mathbb{E}\text{tr}\left((B_nB_n^\top)^{m/2}\right) \leq \mathbb{E}\text{tr}(\tilde{B}_n^m)
\]
where \( \text{tr} \) denote the trace of a matrix, and \( \tilde{B}_n \) is the i.i.d symmetric matrix with \( ij \)-th entry distributed as \( \xi - 1/\xi \). If holds, by repeating the combinatorics proof of the Bai-Yin theorem (see [109]), we see that
\[
\limsup_{n \to \infty} \frac{\|\Xi_n - \Xi_n^\top\|_{op}/\sqrt{n}}{\sqrt{n}} \leq C'
\]
for some constant \( C' \). Indeed, since \( B_n \) is skew-symmetric with symmetrically distributed entries, in taking the expectation of \( \text{tr}\left((B_nB_n^\top)^{m/2}\right) \), the only terms contributing are those with legs transversed an even number of times as in the case of \( \text{tr}(\tilde{B}_n^m) \). The two sum differ only in the signs associated to each term: \( \text{tr}\left((B_nB_n^\top)^{m/2}\right) \) has some terms with negative signs, whereas all terms in \( \text{tr}(\tilde{B}_n^m) \) have positive signs. Since the legs appear with even multiplicity, the expectation is always positive, thus all terms are positive. Hence
\[
\text{tr}\left((B_nB_n^\top)^{m/2}\right) \leq \text{tr}(\tilde{B}_n^m).
\]
Thus this proves the claim. Finally, we have
\[
\limsup_{n \to \infty} \frac{\|\Xi_n\|/\sqrt{n}}{\sqrt{n}} \leq C
\]
for some constant \( C \). That is, for sufficiently large \( n \), with high probability, \( \rho_n = O(n^{-1}) \ll \frac{1}{2} \), and Proposition 4.17 applies, with \( \|\epsilon\| = O(n^{-1}) \).

4.8 Summary and open problems

In this chapter we considered the problem of obtaining a cardinal ranking from an \( n \times n \) pairwise comparison matrix on additive and multiplicative scales. We studied the mathematical properties and connections of three proposed methods: PerronRank, HodgeRank and TropicalRank. We showed that for \( n \geq 4 \), all regions of ranking differences can be realized between any pair of these three methods. This indicates that the choice of method in practice deserves further study. We also proved Theorem 1.13 and its geometric version, Theorem 4.16 which show that HodgeRank is the limit of PerronRank. This is an important mathematical connection, and the proof technique shows that HodgeRank is the first-order approximation to PerronRank under the i.i.d random ranking model. Below we list some future research directions.

Realizability of ranking triples

It is natural to ask whether all ranking triples can be realized. For \( n = 3 \), the answer is no.
Lemma 4.20. For $n = 3$, if $X \in \mathcal{X}_n$, then $h(X) = m(X) = v(X)$ (up to scaling). That is, all methods produce the same score vector, and hence the same ranking.

The result is a direct computation: if $X \in \mathcal{X}_n$ is not strongly transitive, there can be only one maximal cycle of length 3, hence the tropical eigenvector is always unique. In this case, one can plug in the formula for the HodgeRank vector (as row geometric mean) to verify that it is indeed also the tropical and principal eigenvector of $X$. We can also see this geometrically in $\wedge^2 \mathbb{R}^n$ for the pair HodgeRank and TropicalRank: in this case $V_n^{\perp}$, viewed as vectors of the upper-diagonal entry, is spanned by the vector $(1, -1, 1)$. Hence the standard 3-cube centered at $A$ will always hits $V_n$ at either the corner $A + \lambda(A) \cdot (1, -1, 1)$, or the opposite corner $A + \lambda(A) \cdot (-1, 1, -1)$, therefore $h(A) = m(A)$ for all $A \in \wedge^2 \mathbb{R}^n$.

The case $n > 3$ is substantially more difficult. Due to their mathematical connections in Theorem 1.12 and Theorem 1.13, one may suspect that not all ranking regions may be realizable, especially when the ranking induced by HodgeRank and TropicalRank agree. This is illustrated in the example below.

Example 4.21. Here our matrix $X \in \mathcal{X}_n$ is

$$X = \begin{bmatrix}
1 & 1.57 & 0.72 & 0.70 \\
0.63 & 1 & 1.52 & 0.65 \\
1.38 & 0.65 & 1 & 1.57 \\
1.45 & 1.52 & 0.63 & 1
\end{bmatrix}$$

The corresponding vectors, normalized to have the first component be 1 and rounded in 3 decimal places, are

$$v(X) = \begin{bmatrix} 1 & 0.991 & 1.191 & 1.151 \end{bmatrix} \Rightarrow \text{ranking: } 3 > 4 > 1 > 2$$

$$h(X) = \begin{bmatrix} 1 & 0.942 & 1.155 & 1.151 \end{bmatrix} \Rightarrow \text{ranking: } 3 > 4 > 1 > 2$$

$$m(X) = \begin{bmatrix} 1 & 0.979 & 0.989 & 0.968 \end{bmatrix} \Rightarrow \text{ranking: } 1 > 3 > 2 > 4$$

Both the matrix $X$ and the corresponding scores do not have ‘crazy’ entries that can intuitively indicate intransitivity. For example, if one uses the consistency index $(\mu(X) - n)/(n - 1)$ suggested by Saaty [86], where $\mu(X)$ is the principal eigenvalue of $X$, then the consistency index for this case is 0.07073, well within the proposed 0.1 recommended cut-off. Thus consistency index may not be a good measure of ranking agreement between methods.

Disagreement for random matrices

Our current construction of matrices realizing a particular ranking pair is somewhat artificial. However, simulations suggested that the true region of disagreement is much larger than those considered in our construction. Thus one may ask the following: given a ‘random’ pairwise comparison matrix, what is the probability that a given pair of methods disagree?
Disagreement for large number of items

We already saw that for large number of items, under i.i.d noise on each entry, HodgeRank serves as a first order approximation of PerronRank. In this case, one would be less worried about small differences in ranking (say, a difference by one transposition), but more on how the methods compare in terms of statistical optimality and computational efficiency. Can we compare these properties of HodgeRank and PerronRank under the i.i.d model?

Pairwise ranking as an optimization problem

As previously mentioned, Theorem 1.13 and 1.12 converts the problem of comparing the three methods HodgeRank, Principal Eigenvector and Tropical Eigenvector into a parametric optimization problem in a single variable over the positive reals. This leads to two interesting, open questions in the area of ranking by pairwise comparison: how to solve this optimization problem, and how exactly does the principal eigenvector behave as a function of the parameter $k$ and the input matrix $X$?
Chapter 5

Finite Size Biased Permutation

This chapter appeared as the joint paper with Jim Pitman titled ‘Size-biased permutation of a finite sequence with independent and identically distributed terms’, submitted and is available as an arXiv eprint [79].

5.1 Introduction

Let \( X = (x(1), x(2), \ldots) \) be a positive sequence with finite sum \( t = \sum_{i=1}^{\infty} x(i) \). Its size-biased permutation (s.b.p) is the same sequence presented in a random order \( (x(\sigma_1), x(\sigma_2), \ldots) \), where \( P(\sigma_1 = i) = \frac{x(i)}{t} \), and for \( k \) distinct indices \( i_1, \ldots, i_k \),

\[
P(\sigma_k = i_k | \sigma_1 = i_1, \ldots, \sigma_{k-1} = i_{k-1}) = \frac{x(i_k)}{t - (x(i_1) + \ldots + x(i_{k-1}))}.
\] (5.1)

An index \( i \) with bigger ‘size’ \( x(i) \) tends to appear earlier in the permutation, hence the name size-biased. Size-biased permutation of a random sequence is defined by conditioning on the sequence values.

One of the earliest occurrences of size-biased permutation is in social choice theory. For fixed sequence length \( n \), the goal is to infer the \( x(i) \) given multiple observations from the random permutation defined by (5.1). Here the \( x(i) \) are the relative scores or desirabilities of the candidates, and (5.1) models the distribution of their rankings in an election. Now known as the Plackett-Luce model, it has wide applications [18,80,98].

Around the same time, biologists in population genetics were interested in inferring the distribution of alleles in a population through sampling. In these applications, \( x(i) \) is the abundance and \( x(i)/t \) is the relative abundance of the \( i \)th species [33]. Size-biased permutation models the outcome of successive sampling, where one samples without replacement from the population and records the abundance of newly discovered species in the order that they appear. To account for the occurrence of new types of alleles through mutation
and migration, they considered random abundance sequences and did not assume an upper limit to the number of possible types. Species sampling from a random infinite sequence is sometimes known as size-biased random permutation, a term coined by Patil and Taillie [75]. The earliest work along this vein is perhaps that of McCloskey [67], who obtained results on the size-biased permutation of ranked jumps in a certain Poisson point process (p.p.p). The distribution of this ranked sequence is now known as the Poisson-Dirichlet distribution $PD(0, \theta)$. The distribution of its size-biased permutation is the $GEM(0, \theta)$ distribution. See Section 5.4.3 for their definitions. This work was later generalized by Perman, Pitman and Yor [76], who studied size-biased permutation of ranked jumps of a subordinator; see Section 5.4.

One can also approach size-biased permutation of finite sequences through the study of partition structure, starting with Ewens’ sampling formula [34]. We do not take this route, but would like to offer a quick overview. Ewens’ sampling formula is the finite combinatorial version of size-biased sampling from the $PD(0, \theta)$ distribution. Kingman [59] wrote: ‘One of the most striking results of recent theoretical research in population genetics is the sampling formula enunciated by Ewens and shown by (others) to hold for a number of different population models’. In studying this formula, Kingman initiated the theory of partition structure [59, 60]. Kingman showed that Ewens’ sampling formula defines a particular partition structure by deletion of type. This property is closely connected to invariance under size-biased permutation, see [40, 77]. Subsequent authors have studied partition structures and their representations in terms of exchangeable random partitions, random discrete distributions, random trees and associated random processes of fragmentation and coalescence, Bayesian statistics, and machine learning. See [78] and references therein.

This chapter focuses on finite i.i.d size-biased permutation, that is, the size-biased permutation of $n$ independent and identically distributed (i.i.d) random variables from some distribution $F$ on $(0, \infty)$. Our setting is a finite dimensional analogue of the size-biased permutation of ranked jumps of a subordinator studied in [76], as well as a special form of induced order statistics [12, 23]. This intersection grants us different tools for deriving distributional properties. Their comparison lead to new results, as well as simpler proofs of existing ones. By considering size-biased permutation of i.i.d triangular arrays, we derive convergence in distribution of the remaining $u$ fraction in a successive sampling scheme. This provides alternative proofs to similar statements in the successive sampling literature. Our main contribution, Theorem 5.28 in Section 5.6, describes the asymptotic distribution of the last few terms in a finite i.i.d size-biased permutation via a Poisson coupling with its few smallest order statistics.

**Organization**

We derive joint and marginal distribution of finite i.i.d size-biased permutation in Section 5.2 through a Markov chain, and re-derive them in Section 5.3 using induced order statistics. Section 5.4 connects our setting and its infinite version of [76]. As the sequence length tends
to infinity, we derive asymptotics of the last $u$ fraction of finite i.i.d size-biased permutation in Section 5.5 and that of the first few terms in Section 5.6.

Notation

We shall write $\gamma(a, \lambda)$ for a Gamma distribution whose density at $x$ is $\lambda^a x^{a-1} e^{-\lambda x} / \Gamma(a)$ for $x > 0$, and $\beta(a, b)$ for the Beta distribution whose density at $x$ is $\frac{\Gamma(a + b) \Gamma(a) \Gamma(b)}{\Gamma(a + b)} x^{a-1} (1-x)^{b-1}$ for $x \in (0, 1)$. For an ordered sequence $(Y_n(k), k = 1, \ldots, n)$, let $Y_n^{rev}(k) = Y_n(n - k + 1)$ be the same sequence presented in reverse. For order statistics, we write $Y_n^{\uparrow}$ for the increasing sequence, and $Y_n^{\downarrow}$ for the decreasing sequence. Throughout this chapter, unless otherwise indicated, we use $X_n = (X_n(1), \ldots, X_n(n))$ for the underlying i.i.d sequence with $n$ terms, and $(X_n[1], \ldots, X_n[n])$ for its size-biased permutation. To avoid having to list out the terms, it is also sometimes convenient to write $X_n^* = (X_n^*(1), \ldots, X_n^*(n))$ for the size-biased permutation of $X_n$.

5.2 Markov property and stick-breaking

Assume that $F$ has density $\nu_1$. Let $T_{n-k} = X_n[k+1] + \ldots + X_n[n]$ denote the sum of the last $n - k$ terms in an i.i.d size-biased permutation of length $n$. We first derive joint distribution of the first $k$ terms $X_n[1], \ldots, X_n[k]$.

Proposition 5.1 (Barouch-Kaufman [7]). For $1 \leq k \leq n$, let $\nu_k$ be the density of $S_k$, the sum of $k$ i.i.d random variables with distribution $F$. Then

$$P(X_n[1] \in dx_1, \ldots, X_n[k] \in dx_k)$$

$$= \frac{n!}{(n-k)!} \left( \prod_{j=1}^k x_j \nu_1(x_j) dx_j \right) \int_0^\infty \nu_{n-k}(s) \prod_{j=1}^k (x_j + \ldots + x_k + s)^{-1} ds \tag{5.2}$$

$$= \frac{n!}{(n-k)!} \left( \prod_{j=1}^k x_j \nu_1(x_j) dx_j \right) \mathbb{E} \left( \prod_{j=1}^k \frac{1}{x_j + \ldots + x_k + S_{n-k}} \right). \tag{5.3}$$

Proof. Let $\sigma$ denote the random permutation on $n$ letters defined by size-biased permutation as in [5.1]. Then there are $\frac{n!}{(n-k)!}$ distinct possible values for $(\sigma_1, \ldots, \sigma_k)$. By exchangeability of the underlying i.i.d random variables $X_n(1), \ldots, X_n(n)$, it is sufficient to consider $\sigma_1 = 1, \ldots, \sigma_k = k$. Note that

$$P \left( (X_n(1), \ldots, X_n(k)) \in dx_1 \ldots dx_k, \sum_{j=k+1}^n X_n(j) \in ds \right) = \nu_{n-k}(s) ds \prod_{j=1}^k \nu_1(x_j) dx_j.$$
Thus, restricted to \( \sigma_1 = 1, \ldots, \sigma_k = k \), the probability of observing \((X_n[1], \ldots, X_n[k]) \in dx_1 \ldots dx_k \) and \( T_{n-k} \in ds \) is precisely
\[
\frac{x_1 \, dx_1}{x_1 + \ldots + x_k + s} \frac{x_2 \, dx_2}{x_2 + \ldots + x_k + s} \ldots \frac{x_k \, dx_k}{x_k + s} \sum_{n-k} \nu_{n-k}(s) \left( \prod_{j=1}^{k} \nu_1(x_j) \, dx_j \right) ds.
\]
By summing over \( \frac{n!}{(n-k)!} \) possible values for \((\sigma_1, \ldots, \sigma_k)\), and integrating out the sum \( T_{n-k} \), we arrive at (5.2). Equation (5.3) follows by rewriting.

Note that \( X_n[k] = T_{n-k+1} - T_{n-k} \) for \( k = 1, \ldots, n-1 \). Thus we can rewrite (5.2) in terms of the joint law of \((T_n, T_{n-1}, \ldots, T_{n-k})\):

\[
\mathbb{P}(T_n \in dt_0, \ldots, T_{n-k} \in dt_k) = \frac{n!}{(n-k)!} \left( \prod_{i=0}^{k-1} \frac{t_i - t_{i+1}}{t_i} \nu_1(t_i - t_{i+1}) \right) \nu_{n-k}(t_k) \, dt_0 \ldots \, dt_k.
\]
Rearranging (5.4) yields the following result, which appeared as an exercise in [17] §2.3.

**Corollary 5.2** (Chaumont-Yor [17]). The sequence \((T_n, T_{n-1}, \ldots, T_1)\) is an inhomogeneous Markov chain with transition probability

\[
\mathbb{P}(T_{n-k} \in ds | T_{n-k+1} = t) = (n-k+1) \frac{t-s}{t} \cdot \nu_1(t-s) \frac{\nu_{n-k}(s)}{\nu_{n-k+1}(t)} \, ds,
\]
for \( k = 1, \ldots, n-1 \). Together with \( T_n \overset{d}{=} S_n \), equation (5.5) specifies the joint law in (5.4), and vice versa.

**The stick-breaking representation**

An equivalent way to state (5.5) is that for \( k \geq 1 \), conditioned on \( T_{n-k+1} = t \), \( X_n[k] \) is distributed as the first size-biased pick out of \( n-k+1 \) i.i.d random variables conditioned to have sum \( S_{n-k+1} = t \). This provides a recursive way to generate a finite i.i.d size-biased permutation: first generate \( T_n \) (which is distributed as \( S_n \)). Conditioned on the value of \( T_n \), generate \( T_{n-1} \) via (5.5), let \( X_n[1] \) be the difference. Now conditioned on the value of \( T_{n-1} \), generate \( T_{n-2} \) via (5.5), let \( X_n[2] \) be the difference, and so on. Let us explore this recursion from a different angle by considering the ratio \( W_{n,k} := \frac{X_n[k]}{T_{n-k+1}} \) and its complement, \( \overline{W}_{n,k} = 1 - W_{n,k} = \frac{T_{n-k}}{T_{n-k+1}} \). For \( k \geq 2 \), note that

\[
\frac{X_n[k]}{T_n} = \frac{X_n[k]}{T_{n-k+1}} \frac{T_{n-k+1}}{T_{n-k+2}} \ldots \frac{T_{n-1}}{T_n} = W_{n,k} \prod_{i=1}^{k-1} \overline{W}_{n,i}.
\]
The variables $W_{n,i}$ can be interpreted as residual fractions in a *stick-breaking* scheme: start with a stick of length 1. Choose a point on the stick according to distribution $W_{n,1}$, ‘break’ the stick into two pieces, discard the piece of length $W_{n,1}$ and rescale the remaining half to have length 1. Repeating this procedure $k$ times, and (5.6) is the fraction broken off at step $k$ relative to the original stick length.

Together with $T_n \overset{d}{=} S_n$, one could use (5.6) to compute the marginal distribution for $X_n[k]$ in terms of the ratios $W_{n,i}$. In general the $W_{n,i}$ are not necessarily independent, and their joint distributions need to be worked out from (5.5). However, when $F$ has gamma distribution, $T_n, W_{n,1}, \ldots, W_{n,k}$ are independent, and (5.6) leads to the following result of Patil and Taillie [75].

**Proposition 5.3** (Patil-Taillie [75]). If $F$ has distribution gamma$(a, \lambda)$ for some $a, \lambda > 0$, then $T_n$ and the $W_{n,1}, \ldots, W_{n,n-1}$ in (5.6) are mutually independent. In this case,

\[
X_n[1] = \gamma_0 \beta_1 \\
X_n[2] = \gamma_0 \beta_1 \beta_2 \\
\vdots \\
X_n[n-1] = \gamma_0 \beta_1 \beta_2 \cdots \beta_{n-2} \beta_{n-1} \\
X_n[n] = \gamma_0 \beta_1 \beta_2 \cdots \beta_{n-1}
\]

where $\gamma_0$ has distribution gamma$(an, \lambda)$, $\beta_k$ has distribution beta$(a+1, (n-k)a)$, $\bar{\beta}_k = 1 - \beta_k$ for $1 \leq k \leq n-1$, and the random variables $\gamma_0, \beta_1, \ldots, \beta_n$ are independent.

**Proof.** This statement appeared as a casual in-line statement without proof in [75], perhaps since there is an elementary proof (which we will outline later). For the sake of demonstrating previous computations, we shall start with (5.5). By assumption $S_k$ has distribution gamma$(ak, \lambda)$. One substitutes the density of gamma$(ak, \lambda)$ for $\nu_k$ to obtain

\[
\mathbb{P}(T_{n-k} \in ds | T_{n-k+1} = t) = C \left( \frac{(t-s)^a}{t} \right) \left( \frac{s^{a(n-k)-1}}{t^{a(n-k)+a-1}} \right) = C \left( 1 - \frac{s}{t} \right)^a \left( \frac{s}{t} \right)^{a(n-k)-1}
\]

for some normalizing constant $C$. By rearranging, we see that $\frac{T_{n-k}}{T_{n-k+1}}$ has distribution beta$(a+1, a(n-k))$, and is independent of $T_{n-k+1}$. Therefore $W_{n,1}$ is independent of $T_n$. By the stick-breaking construction, $W_{n,2}$ is independent of $T_{n-1}$ and $T_n$, and hence of $W_{n,1}$. The final formula follow from rearranging (5.6). $\square$
Here is another direct proof. By the stick-breaking construction, it is sufficient to show that $T_n$ is independent of $W_{n,1} = \frac{X_n[1]}{T_n}$. Note that
\[ \mathbb{P}(X_n[1]/T_n \in du, T_n \in dt) = n u \mathbb{P} \left( \frac{X_n(1)}{X_n(1) + (X_n(2) + \ldots + X_n(n))} \in du, T_n \in dt \right). \quad (5.7) \]

Since $X_n(1) \overset{d}{=} \text{gamma}(a,1)$, $S_{n-1} = X_n(2) + \ldots + X_n(n) \overset{d}{=} \text{gamma}(a(n-1),1)$, independent of $X_n(1)$, the ratio $\frac{X_n(1)}{X_n(1) + S_{n-1}}$ has distribution $\text{beta}(a,a(n-1))$ and is independent of $T_n$. Thus
\[ \mathbb{P}(X_n[1]/T_n \in du) = n u \frac{\Gamma(a + a(n-1))}{\Gamma(a) \Gamma(a(n-1))} u^{a-1}(1-u)^{a(n-1)-1} = \frac{\Gamma(a + 1 + a(n-1))}{\Gamma(a + 1) \Gamma(a(n-1))} u^{a}(1-u)^{a(n-1)-1}. \]

In other words, $X_n[1]/T_n \overset{d}{=} \text{beta}(a,a(n-1))$. This proves the claim.

Lukacs [65] proved that if $X,Y$ are non-degenerate, positive independent random variables, then $X+Y$ is independent of $X$ if and only if both $X$ and $Y$ have gamma distributions with the same scale parameter. Thus one obtains another characterization of the gamma distribution.

**Corollary 5.4** (Patil-Taillie converse). *If $T_n$ is independent of $X_n[1]/T_n$, then $F$ is gamma$(a,\lambda)$ for some $a,\lambda > 0$.***

**Proof.** One applies Lukacs’ theorem to $X_n(1)$ and $(X_n(2) + \ldots + X_n(n))$ in (5.7). \qed

### 5.3 Size-biased permutation as induced order statistics

When $n$ i.i.d pairs $(X_n(i),Y_n(i))$ are ordered by their $Y$-values, the corresponding $X_n(i)$ are called the *induced order statistics* of the vector $Y_n$, or its *concomitants*. Gordon [43] first proved the following result for finite $n$ which shows that finite i.i.d size-biased permutation is a form of induced order statistics. Here we state the infinite sequence version, which is a special case of [76, Lemma 4.4].

**Proposition 5.5** (Perman, Pitman and Yor [76]). *Let $x$ be a fixed positive sequence with finite sum $t = \sum_{i=1}^{\infty} x(i)$, $\epsilon$ a sequence of i.i.d standard exponential random variables, independent of $x$. Let $Y$ be the sequence with $Y(i) = \epsilon(i)/x(i)$, $i = 1,2,\ldots$, $Y^\uparrow$ its sequence of increasing order statistics. Define $X^*(k)$ to be the value of the $x(i)$ such that $Y(i)$ is $Y^\uparrow(k)$. Then $(X^*(k),k = 1,2,\ldots)$ is a size-biased permutation of the sequence $x$. In particular, the size-biased permutation of a positive i.i.d sequence $(X_n(1),\ldots,X_n(n))$ is distributed as the*
induced order statistics of the sequence \((Y_n(i) = \epsilon_n(i)/X_n(i), 1 \leq i \leq n)\) for an independent sequence of i.i.d standard exponentials \((\epsilon_n(1), \ldots, \epsilon_n(n))\), independent of the \(X_n(i)\).

**Proof.** Note that the \(Y(i)\) are independent exponentials with rates \(x(i)\). Let \(\sigma\) be the random permutation such \(Y(\sigma(i)) = Y^\uparrow(i)\). Note that \(X^*(k) = x(\sigma(k))\). Then

\[
P(\sigma(1) = i) = P(Y(i) = \min\{Y(j), j = 1, 2, \ldots\}) = \frac{x(i)}{t},
\]

thus \(X^*(1) \overset{d}{=} x[1]\). In general, for distinct indices \(i_1, \ldots, i_k\), by the memoryless property of the exponential distribution,

\[
P(\sigma(k) = i_k|\sigma(1) = i_1, \ldots, \sigma(k) = i_{k-1})
\]

\[
= P(Y(i_k) = \min\{Y(\sigma(j)), j \geq k\}|\sigma(1) = i_1, \ldots, \sigma(k) = i_{k-1}) = \frac{x(i_k)}{t - \sum_{j=1}^{k-1} x(i_j)}.
\]

Induction on \(k\) completes the proof. \(\square\)

Proposition 5.3 readily supplies simple proofs for joint, marginal and asymptotic distributions of i.i.d size-biased permutation. For instance, the proof of the following nesting property, which can be cumbersome, amounts to i.i.d thinning.

**Corollary 5.6.** Consider a finite i.i.d size-biased permutation \((X_n[1], \ldots, X_n[n])\) from a distribution \(F\). For \(1 \leq m \leq n\), select \(m\) integers \(a_1 < \ldots < a_m\) by uniform sampling from \(\{1, \ldots, n\}\) without replacement. Then the subsequence \\(\{X_n[a_j], 1 \leq j \leq m\}\) is jointly distributed as a finite i.i.d size-biased permutation of length \(m\) from \(F\).

In general, the induced order statistics representation of size-biased permutation is often useful in studying limiting distribution as \(n \to \infty\), since one can consider the i.i.d pair \((X_n(i), Y_n(i))\) and appeal to tools from empirical process theory. We shall demonstrate this in Section 5.5 and 5.6.

### 5.3.1 Joint and marginal distribution revisited

We now revisit the results of 5.2 using induced order statistics. This leads to a different formula for the joint distribution, and an alternative proof of the Barouch-Kaufman formula (5.3).

**Proposition 5.7.** \((X_n[k], k = 1, \ldots, n)\) is distributed as the first coordinate of the sequence of pairs \((X^*_n(k), U^\downarrow_n(k)), k = 1, \ldots, n)\), where \(U^\uparrow_n(1) \geq \ldots \geq U^\uparrow_n(n)\) is a sequence of uniform order statistics, and conditional on \((U^\uparrow_n(k) = u_k, 1 \leq k \leq n)\), the \(X^*_n(k)\) are independent with
distribution \( (G_{uk}(\cdot), k = 1, \ldots, n) \), where
\[
G_u(dx) = \frac{xe^{-\phi^{-1}(u)x} F(dx)}{-\phi'(\phi^{-1}(u))}.
\] (5.8)

Here \( \phi \) is the Laplace transform of \( X \), that is, \( \phi(y) = \int_0^\infty e^{-yx} F(dx) \), \( \phi' \) its derivative and \( \phi^{-1} \) its inverse function.

**Proof.** Let \( X_n \) be the sequence of \( n \) i.i.d draws from \( F \), \( \epsilon_n \) an independent sequence of i.i.d standard exponentials, \( Y_n(i) = \epsilon_n(i)/X_n(i) \) for \( i = 1, \ldots, n \). Note that the pairs \( \{(X_n(i),Y_n(i)), 1 \leq i \leq n\} \) is an i.i.d sample from the joint distribution \( F(dx)[xe^{-yx} dy] \). Thus \( Y_n(i) \) has marginal density
\[
P(Y_n(i) \in dy) = -\phi'(y) dy, \quad 0 < y < \infty,
\] (5.9)
and its distribution function is \( F_Y = 1 - \phi \). Given \( \{Y_n(i) = y_i, 1 \leq i \leq n\} \), the \( X_n^*(i) \) defined in Proposition 5.5 are independent with conditional distribution \( \tilde{G}(y_i, \cdot) \) where
\[
\tilde{G}(y,dx) = \frac{xe^{-y^x} F(dx)}{-\phi'(y)}.
\] (5.10)

Equation (5.8) follows from writing the order statistics as the inverse transforms of ordered uniform variables
\[
(Y^+_n(1), \ldots, Y^+_n(n)) \overset{d}{=} (F_Y^{-1}(U^+_n(n)), \ldots, F_Y^{-1}(U^+_n(1))) \overset{d}{=} (\phi^{-1}(U^+_n(1)), \ldots, \phi^{-1}(U^+_n(n)))
\] (5.11)
where \( (U^+_n(k), k = 1, \ldots, n) \) is an independent decreasing sequence of uniform order statistics. Note that the minus sign in (5.9) results in the reversal of the sequence \( U_n \) in the second equality of (5.11). \( \square \)

**Corollary 5.8.** For \( 1 \leq k \leq n \) and \( 0 < u < 1 \), let
\[
f_{n,k}(u) = \frac{\mathbb{P}(U_n(k) \in du)}{du} = n \binom{n-1}{k-1} u^{n-k} (1-u)^{k-1}
\] (5.12)
be the density of the \( k \)th largest of the \( n \) uniform order statistics \( (U_n(i), i = 1, \ldots, n) \). Then
\[
\frac{\mathbb{P}(X_n[k] \in dx)}{xF(dx)} = \int_0^\infty e^{-xy} f_{n,k}(\phi(y)) dy.
\] (5.13)

**Proof.** Equation (5.12) follows from known results on order statistics, see (27). For \( u \in [0, 1] \), let \( y = \phi^{-1}(u) \). Then \( \frac{dy}{du} = \frac{1}{\phi'(\phi^{-1}(u))} \) by the inverse function theorem. Apply this change of variable to (5.8), rearrange and integrate with respect to \( y \), we obtain (5.13). \( \square \)
In particular, for the first and last values,
\[
P(X_n[1] \in dx) = n \int_0^\infty e^{-xy} \phi(y)^{n-1} dy
\]
\[
P(X_n[n] \in dx) = n \int_0^\infty e^{-xy}(1 - \phi(y))^{n-1} dy.
\]

Alternative derivation of the Barouch-Kaufman formula

Write \( \phi(y) = \mathbb{E}(e^{-yX}) \) for \( X \) with distribution \( F \). Then \( \phi(y)^{n-1} = \mathbb{E}(e^{-yS_{n-1}}) \) where \( S_{n-1} \) is the sum of \( (n - 1) \) i.i.d random variables with distribution \( F \). Since all integrals involved are finite, by Fubini’s theorem
\[
P(X_n[1] \in dx) = n \int_0^\infty e^{-xy} \phi(y)^{n-1} dy = n \mathbb{E} \left( \int_0^\infty e^{-xy} e^{-yS_{n-1}} dy \right) = n \mathbb{E} \left( \frac{1}{x + S_{n-1}} \right),
\]
which is a rearranged version of the Barouch-Kaufman formula (5.3) for \( k = 1 \). Indeed, one can derive the entire formula from Proposition 5.7. For simplicity we demonstrate the case \( k = 2 \).

**Proof of (5.3) for \( k = 2 \).** The joint distribution of the two largest uniform order statistics \( U_n^1(1), U_n^1(2) \) has density
\[
f(u_1, u_2) = n(n-1)u_2^{n-1}, \quad \text{for} \ 0 \leq u_2 \leq u_1 \leq 1.
\]

Conditioned on \( U_n^1(1) = u_1, U_n^1(2) = u_2, X_n[1] \) and \( X_n[2] \) are independent with distribution (5.8). Let \( y_1 = \phi^{-1}(u_1), y_2 = \phi^{-1}(u_2) \), so \( dy_1 = \frac{du_1}{\phi'({\phi^{-1}(u_1)})}, dy_2 = \frac{du_2}{\phi'({\phi^{-1}(u_2)})} \). Let \( S_{n-2} \) denote the sum of \( (n - 2) \) i.i.d random variables with distribution \( F \). Apply this change of
variable and integrate out $y_1, y_2$, we have

$$\frac{\mathbb{P}(X_n[1] \in dx_1, X_n[2] \in dx_2)}{x_1 x_2 F(dx_1) F(dx_2)} = n(n - 1) \int_0^\infty \int_0^\infty e^{-y_1 x_1} e^{-y_2 x_2} (\phi(y_2))^n dy_2 dy_1$$

$$= n(n - 1) \int_0^\infty \int_0^\infty e^{-y_1 x_1} e^{-y_2 x_2} \mathbb{E}(e^{-y_2 S_{n-2}}) dy_2 dy_1$$

$$= n(n - 1) \mathbb{E} \left( \int_0^\infty \int_0^\infty e^{-y_1 x_1} e^{-y_2 (x_2 + S_{n-2})} dy_2 dy_1 \right)$$

$$= n(n - 1) \mathbb{E} \left( \int_0^\infty e^{-y_1 x_1} \frac{e^{-y_1 (x_2 + S_{n-2})}}{x_2 + S_{n-2}} dy_1 \right)$$

$$= n(n - 1) \mathbb{E} \left( \frac{1}{(x_2 + S_{n-2})(x_1 + x_2 + S_{n-2})} \right),$$

where the swapping of integrals is justified by Fubini’s theorem, since all integrals involved are finite.

**Example 5.9.** Suppose $F$ is gamma$(a, 1)$. Then $\phi(y) = (\frac{1}{1+y})^a$, and $\phi^{-1}(u) = u^{-1/a} - 1$. Hence $G_u$ in (5.8) is

$$G_u(dx) = \frac{x}{au(a+1)/a} e^{-(u^{-1/a} - 1)x} F(dx) = \frac{x^a}{a} u^{-(a+1)/a} e^{-x u^{-1/a}}.$$

That is, $G_u$ is gamma$(a + 1, u^{-1/a})$.

**Patil-Taillie revisited**

When $F$ is gamma$(a, \lambda)$, Lemma 5.7 gives the following result, which is an interesting complement to the Patil-Taillie representation in Proposition 5.3.

**Proposition 5.10.** Suppose $F$ is gamma$(a, \lambda)$. Then $G_u$ is gamma$(a + 1, \lambda u^{-1/a})$, and

$$(X_n[k], k = 1, \ldots, n) \overset{d}{=} ([U_n^1(k)]^{1/a} \gamma_k, k = 1, \ldots, n) \quad (5.14)$$

where $\gamma_1, \ldots, \gamma_n$ are i.i.d gamma$(a + 1, \lambda)$ random variables, independent of the sequence of decreasing uniform order statistics $(U_n^1(1), \ldots, U_n^1(n))$. Alternatively, jointly for $k = 1, \ldots, n$

$$X_n^{rev}[1] = \gamma_1 \beta_{an,1}$$

$$X_n^{rev}[2] = \gamma_2 \beta_{an,1} \beta_{an-a,1}$$

$$\cdots$$

$$X_n^{rev}[n - 1] = \gamma_{n-1} \beta_{an,1} \beta_{an-a,1} \cdots \beta_{2a,1}$$

$$X_n^{rev}[n] = \gamma_n \beta_{an,1} \beta_{an-a,1} \cdots \beta_{a,1}.$$
where the $\beta_{an-ia,1}$ for $i = 0, \ldots, n-1$ are distributed as beta$(an-ia,1)$, and they are
independent of each other and the $\gamma_k$.

Proof. The distribution $G_u$ is computed in the same way as in Example 5.9 and (5.14) follows
readily from Proposition 5.7.

A direct comparison of the two different representations in Proposition 5.3 and 5.10
creates $n$ distributional identities. For example, the equality $X_{n[1]} = X_{n[rev][n]}$ shows that
the following two means of creating a product of independent random variables produce the
same result in law:

$$\beta_{a+1,(n-1)a} \overset{d}{=} \beta_{an,1} \gamma_{a+1,1} \gamma_{an,1} \gamma_{a+1,\lambda} \gamma_{an,\lambda} \gamma_{a+1,\lambda} \gamma_{an,\lambda}$$

for $\gamma_{a(n-1),\lambda}, \gamma_{1,\lambda}$ independent of all others. Thus (5.15) reduces to

$$\gamma_{a+1,\lambda} + \gamma_{a(n-1),\lambda} \overset{d}{=} \gamma_{an,\lambda} + \gamma_{1,\lambda},$$

which is true since both sides have distribution gamma$(an+1, \lambda)$.

5.4 Limit in distributions of finite size-biased permutations

As hinted in the introduction, our setup is a finite version of the size-biased permutation
of ranked jumps of a subordinator, studied in [76]. In this section we make this statement
rigorous.

Let $\Delta = \{ x = (x(1), x(2), \ldots) : x(i) \geq 0, \sum_i x(i) \leq 1 \}$ and $\Delta^\downarrow = \{ x^\downarrow : x \in \Delta \}$ be
closed infinite simplices, the later contains sequences with non-increasing terms. Denote
their boundaries by $\partial \Delta = \{ x \in \Delta : \sum_i x(i) = 1 \}$ and $\partial \Delta^\downarrow = \{ x \in \Delta^\downarrow, \sum_i x(i) = 1 \}$
respectively. Any finite sequence can be viewed as an element of $\partial \Delta$ after being normalized
by its sum and extended with zeros. Thus one can speak of convergence in distribution of
sequences in $\Delta$.

We have to consider $\Delta$ and not just $\partial \Delta$ because a sequence in $\partial \Delta$ can converge to one
in $\Delta$. For example, the sequence $(X_n, n \geq 1) \in \partial \Delta$ with $X_n(i) = 1/n$ for all $i = 1, \ldots, n$
converges to the elementwise zero sequence in $\Delta$. Thus, we need to define convergence in
distribution of size-biased permutations in $\Delta$. We shall do this using Kingman’s paintbox.
In particular, with this definition, convergence of size-biased permutation is equivalent to
convergence of order statistics. Our treatment in Section 5.4.1 follows that of Gnedin [41] with simplified assumptions.

It then follows that size-biased permutation of finite i.i.d sequences with almost sure finite sum converges to the size-biased permutation of the sequence of ranked jumps of a subordinator, roughly speaking, a non-decreasing process with independent and homogeneous increments. We give a review of Lévy processes and subordinators in Section 5.4.2. Many properties such as stick-breaking and the Markov property of the remaining sum have analogues in the limit. We explore these in Section 5.4.3.

5.4.1 Kingman’s paintbox and some convergence theorems

Kingman’s paintbox [59] is a useful way to describe and extend size-biased permutations. For $x \in \Delta$, let $s_k$ be the sum of the first $k$ terms. Note that $x$ defines a partition $\varphi(x)$ of the unit interval $[0,1]$, consisting of components which are intervals of the form $[s_k, s_{k+1})$ for $k = 1, 2, \ldots$, and the interval $[s_{\infty}, 1]$, which we call the zero component. Sample points $\xi_1, \xi_2, \ldots$ one by one from the uniform distribution on $[0,1]$. Each time a sample point discovers a new component that is not in $[s_{\infty}, 1]$, write down its size. If the sample point discovers a new point of $[s_{\infty}, 1]$, write 0. Let $X^* = (X^*(1), X^*(2), \ldots)$ be the random sequence of sizes. Since the probability of discovery of a particular (non-zero) component is proportional to its length, the non-zero terms in $X^*$ form the size-biased permutation of the non-zero terms in $x$ as defined by (5.1). In Kingman’s paintbox terminology, the components correspond to different colors used to paint the balls with labels $1, 2, \ldots$. Two balls $i, j$ have the same paint color if and only if $\xi_i$ and $\xi_j$ fall in the same component. The size-biased permutation $X^*$ records the size of the newly discovered components, or paint colors. The zero component represents a continuum of distinct paint colors, each of which can be represented at most once.

It follows that the size-biased permutation of a sequence $x$ does not depend on the ordering of its terms. In particular, convergence in $\Delta^\downarrow$ implies convergence in distribution of the corresponding sequences of size-biased permutations.

Theorem 5.11 (Convergence of order statistics implies convergence of s.b.p. [41]). Suppose $X^\downarrow, X^\downarrow_1, X^\downarrow_2, \ldots$ are random elements of $\Delta^\downarrow$ and $X^\downarrow_n \xrightarrow{f.d.d} X^\downarrow$. Then $(X^\downarrow_n)^* \xrightarrow{f.d.d} (X^\downarrow)^*$.

Proof. The following proof is due to Gnedin [41, Theorem 1]. By the Skorokhod representation theorem, we can reduce the statement to the case $X^\downarrow_n$ converges almost surely. Let $S^\downarrow_0(k), S^\downarrow(k)$ be the sum of the $k$ terms in $X^\downarrow_n$ and $X^\downarrow$, respectively. Then $S^\downarrow_0(k) \xrightarrow{a.s.} S^\downarrow(k)$ for all $k$. Generate the size-biased permutations from the same sequence of sample points $\xi_1, \xi_2, \ldots$ in Kingman’s paintbox. Thus if $\xi_i$ discovers a new interval $I$ of the partition $\varphi(X^\downarrow_n)$, for large $n$, $\xi_i$ also discovers a new interval $I_n$ of $\varphi(X^\downarrow_n)$, whose size tends to $I$ as $n \to \infty$ almost surely. If $I$ is the zero component of $\varphi(X^\downarrow)$, then the sequence of intervals $I_n$ either are the the zero components of $\varphi(X^\downarrow_n)$ for large $n$, or their length tends to 0. In either cases, the corresponding terms in $X^*(n)$ tend to 0. Therefore, $(X^\downarrow_n)^* \xrightarrow{f.d.d} (X^\downarrow)^*$.

\[\square\]
Lemma 5.12. Suppose $x, x_1, x_2, \ldots \in \Delta$, $x_n \to x$, $\sum_i x_n(i) \to \sum_i x(i)$. Then $x_n^\downarrow \to x^\downarrow$.

Proof. We reproduce the proof in [41]. Fix $k$ and assume $x^\downarrow(k) > 0$. Let $s, s_n$ be the sequence of partial sums of $x, x_n$, $s(m) = \sum_{i=1}^m x(i)$, with the convention $s(\infty) = \sum_i x(i)$. Choose $m$ sufficiently large such that $x_1^\downarrow, \ldots, x_k^\downarrow$ are among the first $m$ terms $x(1), \ldots, x(m)$, and $s(\infty) - s(m) = \sum_{i=m+1}^\infty x(i) < x^\downarrow(k)/2$. As $s_n(m) \to s(m)$ and $s_n(\infty) \to s(\infty)$, the corresponding tail sum $s_n(\infty) - s_n(m)$ also converge to $s(\infty) - s(m)$. Thus for large $n$, the $k$ largest values of $x(n)$ are among its first $m$ terms. Since $(x_n(1), \ldots, x_n(m))$ converges to $(x(1), \ldots, x(m))$, the corresponding order statistics converge, in particular, the largest $k$. So the first $k$ terms of $x_n^\downarrow$ converges to the first $k$ terms of $x^\downarrow$. □

Using Lemma 5.12 we can upgrade Theorem 5.11 to the following.

Theorem 5.13 ([41]). Suppose $X, X_1, X_2, \ldots$ are random elements of $\Delta$ and

$$\left(X_n, \sum_i X_n(i)\right) \overset{f.d.d.}{\to} \left(X, \sum_i X(i)\right).$$

Then $X_n^* \overset{f.d.d.}{\to} X^*$ and $X_n^\downarrow \overset{f.d.d.}{\to} X^\downarrow$.

Theorem 5.14 (Convergence of s.b.p implies convergence of order statistics [41]). Suppose $X_1, X_2, \ldots$ are random elements of $\Delta$ and $X_n^* \overset{f.d.d.}{\to} Y$ for some $Y \in \Delta$. Then $Y^* \overset{d}{=} Y$, and $X_n^\downarrow \overset{f.d.d.}{\to} Y^\downarrow$.

Proof. If the components of $X_n, Y$ are element-wise positive, $\sum_i X_n(i) = \sum_i Y(i) = 1$ for all $n$, then one has a short proof using the induced order statistics. One generates $(X_n^*), Y^*$ from the same sequence of i.i.d standard exponentials $\epsilon$ in Proposition 5.5. Since $X_n^* \overset{f.d.d.}{\to} Y$, $(X_n^*), \overset{f.d.d.}{\to} Y^*$. But $(X_n^*)^d = X_n^*$, so $Y^* \overset{d}{=} Y$. The second statement comes from Theorem 5.13. See [41] for an analytic proof of the general case. □

5.4.2 Finite i.i.d size-biased permutation and ranked jumps of a subordinator

Let $(X_n), n \geq 1$ be an i.i.d positive triangular array, that is, $X_n = (X_n(1), \ldots, X_n(n))$, where $X_n(i)$ are i.i.d and a.s. positive. Write $T_n$ for $\sum_{i=1}^n X_n(i)$. We ask for conditions
under which the size-biased permutation of the sequence \((X_n, n \geq 1)\) converges to the size-biased permutation of some infinite sequence \(X\). Since we can only make sense of size-biased permutation of sequences with finite sum, let us restrict to the case \(T_n \overset{d}{\to} T\) for some \(T < \infty\) a.s. A classical result in probability states that \(T_n \overset{d}{\to} T\) if and only if \(T = \tilde{T}(1)\) for some Lévy process \(\tilde{T}\), which in this case is a subordinator. For self-containment, we gather some necessary facts about Lévy processes and subordinators below. See [58, §15] for their proofs, [11] for a thorough treatment of subordinators.

**Definition 5.15.** A Lévy process \(\tilde{T}\) in \(\mathbb{R}\) is a stochastic process with right-continuous left-limits paths, stationary independent increments, and \(\tilde{T}(0) = 0\). A subordinator \(\tilde{T}\) is a Lévy process, with real, finite, non-negative increments.

Following [58], we do not allow the increments to have infinite value. We suffer no loss of generality, since subordinators with jumps of possibility infinite size do not contribute to our discussion of size-biased permutation. Let \(\tilde{T}\) be a subordinator, \(T = \tilde{T}(1)\). For \(t, \lambda \geq 0\), using the fact that increments are stationary and independent, one can show that
\[
\mathbb{E}(\exp(-\lambda \tilde{T}(t))) = \exp(-t\Phi(\lambda)),
\]
where the function \(\Phi : [0, \infty) \to [0, \infty)\) is called the Laplace exponent of \(\tilde{T}\). It satisfies the Lévy-Khinchine formula
\[
\Phi(\lambda) = d\lambda + \int_0^\infty (1 - e^{-\lambda x})\Lambda(dx), \quad \lambda \geq 0,
\]
where \(d > 0\) is the drift coefficient, and \(\Lambda\) a unique measure on \((0, \infty)\) with \(\Lambda([1, \infty)) < \infty\), called the Lévy measure of \(\tilde{T}\). Assume \(\int_0^1 x\Lambda(dx) < \infty\), which implies a.s. \(\tilde{T}(1) = T < \infty\). Then over \([0, 1]\), \(\tilde{T}\) can be decomposed as the sum of a deterministic drift plus a Poisson point process with i.i.d jumps
\[
(\tilde{T})(t) = dt + \sum_i X(i)1_{\{\sigma(i) \leq t\}}
\]
for \(0 \leq t \leq 1\), where \(\{(\sigma(i), X(i)), i \geq 1\}\) is the countable random set of points of a Poisson point process (p.p.p) on \((0, \infty)^2\) with intensity measure \(dt\Lambda(dx)\). The \(X(i)\) are the jumps of the subordinator \(\tilde{T}\). We say that the sequence \(X = (X(i) : \sigma(i) \leq 1)\) are the jumps of \(T\). Finally, we need a classical result on convergence of i.i.d positive triangular arrays to subordinators (see [58, §15]).

**Theorem 5.16.** Let \((X(n), n \geq 1)\) be an i.i.d positive triangular array, \(T_n = \sum_{i=1}^n X_n(i)\). Then \(T_n \overset{d}{\to} T\) for some random variable \(T, T < \infty\) a.s. if and only if \(T = \tilde{T}(1)\) for some subordinator \(\tilde{T}\) whose Lévy measure \(\Lambda\) satisfies \(\int_0^1 x\Lambda(dx) < \infty\). Furthermore, let \(\mu_n\) be the
measure of $X_n(i)$. Then on $\mathbb{R}_+$, the sequence of measures $(n\mu_n)$ converges vaguely to $\Lambda$, written

$$n\mu_n \xrightarrow{v} \Lambda.$$ 

That is, for all $f : \mathbb{R}_+ \to \mathbb{R}_+$ continuous with compact support, $n\mu_n(f) = n \int_0^\infty f(x) \mu_n(dx)$ converges to $\Lambda(f) = \int_0^\infty f(x) \Lambda(dx)$. In particular, if $\mu_n, \Lambda$ have densities $\rho_n, \rho$, respectively, then we have pointwise convergence for all $x > 0$

$$n\rho_n(x) \to \rho(x).$$

**Proposition 5.17.** Let $(X_n, n \geq 1)$ be an i.i.d positive triangular array, $T_n = \sum_{i=1}^n X_n(i)$. Suppose $T_n \overset{d}{\to} T$ for some $T$ a.s. finite. Let $X$ be the sequence of ranked jumps of $T$ arranged in any order, $(X/T)^*$ be the size-biased permutation of the sequence $(X/T)$ as defined using Kingman’s paintbox, $(X^*)' = T \cdot (X/T)^*$. Then

$$(X_n)^* \overset{f.d.d}{\to} (X^*)'$$

**Proof.** The sequence of decreasing order statistics $X_n^\downarrow$ converges in distribution to $X^\downarrow$ [58]. Since $T_n, T > 0$ a.s. and $T_n \overset{d}{\to} T$, $X_n^\downarrow/T_n \overset{f.d.d}{\to} X^\downarrow/T$. Theorem 5.11 combined with multiplying through by $T$ prove the claim. $\square$

For subordinators without drift, $d = 0$, $\sum_i X(i) = T$, hence $(X^*)' = X^*$. When $d > 0$, the sum of the jumps $\sum_i X_i$ is strictly less than $T$, so $(X^*)' \neq X^*$. In this case, there is a non-trivial zero component at infinity, which comes from an accumulation of mass at 0 of $n\mu_n$ in the limit as $n \to \infty$. At each finite, large $n$, we have a significant number of jumps with ‘microscopic’ size.

The case without drift was studied by Perman, Pitman and Yor in [76] with the assumption $\Lambda(0, \infty) = \infty$ to ensure that the sequence of jumps has infinite length. We shall re-derive some of their results as limits of results for finite i.i.d size-biased permutation using Theorem 5.16 in the next section. One can obtain another finite version of the Perman-Pitman-Yor setup by setting $\Lambda(0, \infty) < \infty$, but this can be reduced to finite i.i.d size-biased permutation by conditioning. Specifically, $\tilde{T}$ is now a compound Poisson process, where the subordinator waits for an exponential time with rate $\Lambda(0, \infty)$ before making a jump $X$, whose length is independent of the waiting time and distributed as $\mathbb{P}(X \leq t) = \Lambda(0,t)/\Lambda(0,\infty)$ [11]. If $(X(1), X(2), \ldots)$ is the sequence of successive jumps of $(\tilde{T}_s, s \geq 0)$, then $(X(1), X(2), \ldots, X(N))$ is the sequence of successive jumps of $(\tilde{T}_s, 0 \leq s \leq 1)$, where $N$ is a Poisson random variable with mean $\Lambda(0,\infty)$, independent of the jump sequence $(X(1), X(2), \ldots)$. For $N > 0$, properties of the size-biased permutation of $(X(1), \ldots, X(N))$ can be deduced from those of a finite i.i.d size-biased permutation by conditioning on $N$. 
5.4.3 Markov property in the limit

We now indicate how some results in [76] can be obtained as limits of those in Section 5.2, including the Markov property and the stick-breaking representation. Consider a subordinator with Lévy measure \( \Lambda \), drift \( d = 0 \). Let \( \tilde{T}_0 \) be the subordinator at time 1. Assume \( \Lambda(1, \infty) < \infty, \Lambda(0, \infty) = \infty, \int_0^1 x \Lambda(dx) < \infty \), and \( \Lambda(dx) = \rho(x) \, dx \) for some density \( \rho \). Note that \( \tilde{T}_0 < \infty \) a.s, and it has a density determined by \( \rho \) via its Laplace transform, which we denote \( \nu \). Let \( \tilde{T}_k \) denote the remaining sum after removing the first \( k \) terms of the size-biased permutation of the sequence \( X^i \) of ranked jumps.

**Proposition 5.18** ([76]). The sequence \( (\tilde{T}_0, \tilde{T}_1, \ldots) \) is a Markov chain with stationary transition probabilities

\[
P(\tilde{T}_1 \in dt_1 | \tilde{T}_0 = t) = \frac{t - t_1}{t} \cdot \rho(t - t_1) \frac{\nu(t_1)}{\nu(t)} \, dt_1.
\]

Note the similarity to (5.5). Starting with (5.4) and send \( n \to \infty \), for any finite \( k \), we have \( \nu_{n-k} \to \nu \) pointwise, and by Theorem 5.16, \( (n-k)\nu_1 \to \rho \) pointwise over \( \mathbb{R} \), since there is no drift term. Thus the analogue of (5.4) in the limit is

\[
P(\tilde{T}_0 \in dt_0, \ldots, \tilde{T}_k \in dt_k) = \left( \prod_{i=0}^{k-1} \frac{t_i - t_{i+1}}{t_i} \rho(t_i - t_{i+1}) \right) \nu(t_k) \, dt_0 \ldots dt_k.
\]

Rearranging gives the transition probability in Proposition 5.18.

Conditionally given \( \tilde{T}_0 = t_0, \tilde{T}_1 = t_1, \ldots, \tilde{T}_n = t_n \), the sequence of remaining terms in the size-biased permutation \( (X[n+1], X[n+2], \ldots) \) is distributed as \( (X^1(1), X^1(2), \ldots) \) conditioned on \( \sum_{i \geq 1} X^i(i) = t_n \), independent of the first \( n \) size-biased picks [76, Theorem 4.2]. The stick-breaking representation in (5.6) now takes the form

\[
\frac{X[k]}{\tilde{T}_0} = W_k \prod_{i=1}^{k-1} \frac{\tilde{T}_{i} - \tilde{T}_{i-1}}{\tilde{T}_i} W_i,
\]

where \( X[k] \) is the \( k \)th size-biased pick, and \( W_i = \frac{X[i]}{\tilde{T}_{i-1}}, \bar{W}_i = 1 - W_i = \frac{\tilde{T}_i}{\tilde{T}_{i-1}} \). Proposition 5.3 and Corollary 5.4 parallel the following result.

**Proposition 5.19** (McCloskey [67] and Perman-Pitman-Yor [76]). The random variables \( \tilde{T}_0 \) and \( W_1, W_2, \ldots \) in (5.16) are mutually independent if and only if \( \tilde{T}_0 \) has distribution gamma\( (a, \lambda) \) for some \( a, \lambda > 0 \). In this case, the \( W_i \) are i.i.d with distribution beta\( (1, a) \) for \( i = 1, 2, \ldots \).
5.4.4 Invariance under size-biased permutation

We take a small detour to explain some results related to Propositions 5.3 and 5.19 on characterization of size-biased permutations. For a random discrete distribution prescribed by its probability mass function \( P \in \partial \Delta \), let \( P^* \) be its size-biased permutation. (Recall that \( \Delta \) is the closed infinite simplex, \( \partial \Delta \) is its boundary. These are defined at the beginning of Section 5.4). Given \( Q, P \in \partial \Delta \), one may ask when is \( Q = P^* \). Clearly \( (P^*)^* = P^* \) for any \( P \in \partial \Delta \), thus this question is equivalent to characterizing random discrete distributions on \( \mathbb{N} \) which are invariant under size-biased permutation (ISBP). Pitman [77, Theorem 4] gave a complete answer in terms of symmetry of a certain function of the finite dimensional distributions. Furthermore, Pitman proved a complete characterization of ISBP when \( P_k \) can be written as the right hand side of (5.16) with \( W_1, W_2, \ldots \) independent.

**Theorem 5.20** ([77]). Let \( P \in \partial \Delta \), \( P(1) < 1 \). and \( P(n) = W_1 \cdots W_{n-1} W_n \) for independent \( W_i \). Then \( P = P^* \) if and only if one of the four following conditions holds.

1. \( P(n) \geq 0 \) a.s. for all \( n \), in which case the distribution of \( W_n \) is

\[
\text{beta}(1 - \alpha, \theta + n\alpha)
\]

for every \( n = 1, 2, \ldots \), for some \( 0 \leq \alpha < 1, \theta > -\alpha \).

2. For some integer constant \( m \), \( P(n) \geq 0 \) a.s. for all \( 1 \leq n \leq m \), and \( P(n) = 0 \) a.s. otherwise. Then either

   (a) For some \( \alpha > 0 \), \( W_n \) has distribution \( \text{beta}(1 + \alpha, m\alpha - n\alpha) \) for \( n = 1, \ldots, m \);

   or

   (b) \( W_n = 1/(m - n + 1) \) a.s., that is, \( P(n) = 1/m \) a.s. for \( n = 1, \ldots, m \);

   or

   (c) \( m = 2 \), and the distribution \( F \) on \( (0,1) \) defined by \( F(dw) = \bar{w}P(W_1 \in dw)/\mathbb{E}(\bar{W}_1) \) is symmetric about \( 1/2 \).

The McCloskey case of Proposition 5.19 is case 1 with \( \alpha = 0, \theta > 0 \), and Patil-Taillie case of Proposition 5.3 is case 2(a). These two cases often re-written in the form \( W_i \) has distribution \( \text{beta}(1 - \alpha, \theta + i\alpha) \), \( i = 1, 2, \ldots \) for pairs of real numbers \( (\alpha, \theta) \) satisfying either \( (0 \leq \alpha < 1, \theta > -\alpha) \) (case 1), or \( (\alpha < 0, \theta = m\alpha) \) for some \( m = 1, 2, \ldots \) (case 2(a)). In both settings, such a distribution \( P \) is known as the \( GEM(\alpha, \theta) \) distribution. The abbreviation GEM was introduced by Ewens, which stands for Griffiths-Engen-McCloskey. If \( P \) is \( GEM(\alpha, \theta) \) then \( P^i \) is called a Poisson-Dirichlet distribution with parameters \( (\alpha, \theta) \) [76]. They have applications in Bayesian statistics and machine learning, see [78].
5.5 Asymptotics of the last $u$ fraction of the size-biased permutation

In this section we derive Glivenko-Cantelli and Donsker-type theorems for the distribution of the last $u$ fraction of terms in a finite i.i.d size-biased permutation. It is especially convenient to work with the induced order statistics representation since we can appeal to tools from empirical process theory. In particular, our results are special cases of more general statements which hold for arbitrary induced order statistics in $d$ dimensions (see Section 5.5.1). Features pertaining to i.i.d size-biased permutation are presented in Lemma 5.21. The proof is a direct computation. We first discuss the interesting successive sampling interpretation of Lemma 5.21, quoting some results needed to make the discussion rigorous. We then derive the aforementioned theorems and conclude with a brief historical account of induced order statistics.

**Lemma 5.21.** Suppose $F$ has support on $[0, \infty)$ and finite mean. For $u \in (0, 1)$, define

$$F_u(dx) = \frac{e^{-x\phi^{-1}(u)}}{u} F(dx) \quad (5.17)$$

and extend the definition to $\{0, 1\}$ by continuity, where $\phi$ is the Laplace transform of $F$ as in Proposition 5.7. Then $F_u$ is a probability distribution on $[0, \infty)$ for all $u \in [0, 1]$, and $G_u$ in (5.8) satisfies

$$G_u(dx) = xF_u(dx)/\mu_u \quad (5.18)$$

where $\mu_u = \int xF_u(dx) = \frac{-\phi'(-1(u))}{u}$. Furthermore,

$$\int_0^u G_s(dx) ds = F_u(dx) \quad (5.19)$$

for all $s \in [0, 1]$. In other words, the density

$$f(u, x) = F_u(dx)/F(dx) = u^{-1}e^{-x\phi^{-1}(u)}$$

of $F_u$ with respect to $F$ solves the differential equation

$$\frac{d}{du}[uf(u, x)] = \frac{-xf(u, x)}{\mu_u} \quad (5.20)$$

with boundary condition $f(1, x) \equiv 1$.

For any distribution $F$ with finite mean $\mu$ and positive support, $xF(dx)/\mu$ defines its size-biased distribution. If $F$ is the empirical distribution of $n$ positive values $x_n(1), \ldots, x_n(n)$, for example, one can check that $xF(dx)/\mu$ is precisely the distribution of the first size-biased
pick $X_n[1]$. For continuous $F$, the name size-biased distribution is justified by the following lemma.

**Lemma 5.22.** Consider an i.i.d size-biased permutation $(X_n[1], \ldots, X_n[n])$ from a distribution $F$ with support on $[0, \infty)$ and finite mean $\mu$. Then

$$
\lim_{n \to \infty} \mathbb{P}(X_n[1] \in dx) = \frac{xF(dx)}{\mu}.
$$

Since the $\lfloor nu \rfloor$-th smallest out of $n$ uniform order statistics converge to $u$ as $n \to \infty$, $G_u$ is the limiting distribution of $X_{n}\text{rev}[[nu]]$, the size-biased pick performed when a $u$-fraction of the sequence is left. By (5.18), $G_u$ is the size-biased distribution of $F_u$. Thus, $F_u$ can be interpreted as the limiting distribution of the remaining $u$-fraction of terms in a successive sampling scheme. This intuition is made rigorous by Corollary 5.23 below. In words, it states that $F_u$ is the limit of the empirical distribution function (e.d.f) of the last $u > 0$ fraction in a finite i.i.d size-biased permutation.

**Corollary 5.23.** For $u \in (0, 1]$, let $F_{n,u}(\cdot)$ denote the empirical distribution of the last $\lfloor nu \rfloor$ values of an i.i.d size-biased permutation with length $n$. For each $\delta \in (0, 1)$, as $n \to \infty$,

$$
\sup_{u \in [\delta, 1]} \sup |F_{n,u}(I) - F_u(I)| \xrightarrow{a.s.} 0,
$$

where $I$ ranges over all subintervals of $(0, \infty)$.

Therefore in the limit, after removing the first $1 - u$ fraction of terms in the size-biased permutation, we are left with an (infinitely) large sequence of numbers distributed like i.i.d draws from $F_u$, from which we do a size-biased pick, which has distribution $G_u(dx) = xF_u(dx)/\mu_u$ as specified by (5.18).

Since $X_{n}\text{rev}[[nu]]$ converges in distribution to $G_u$ for $u \in [0, 1]$, Corollary 5.23 lends a sampling interpretation to Lemma 5.21. Equation (5.20) has the heuristic interpretation as characterizing the evolution of the mass at $x$ over time $u$ in a successive sampling scheme. To be specific, consider a successive sampling scheme on a large population of $N$ individuals, with species size distribution $H$. Scale time such that at time $u$, for $0 \leq u \leq 1$, there are $Nu$ individuals (from various species) remaining to be sampled. Let $H_u$ denote the distribution of species sizes at time $u$, and fix the bin $(x, x + dx)$ of width $dx$ on $(0, \infty)$. Then $NuH_u(dx)$ is the number of individuals whose species size lie in the range $(x, x + dx)$ at time $u$. Thus

$$
\frac{d}{du} NuH_u(dx)
$$

is the rate of individuals to be sampled from this range of species size at time $u$. The probability of an individual whose species size is in $(x, x + dx)$ being sampled at time $u$ is $\frac{xH_u(dx)}{\int_0^\infty xH_u(dx)}$. As we scaled time such that $u \in [0, 1]$, in time $du$ we sample $Ndu$ individuals. Thus

$$
\frac{d}{du} NuH_u(dx) = -N \frac{xH_u(dx)}{\int_0^\infty xH_u(dx)}.
$$
Let \( f(u, x) = H_u(dx)/H(dx) \), then as a function in \( u \), the above equation reduces to (5.20).

**Example 5.24.** Suppose \( F \) puts probability \( p \) at \( a \) and \( 1 - p \) at \( b \), with \( a < b \). Let \( p(u) = F_u(a) \) be the limiting fraction of \( a \) left when proportion \( u \) of the sample is left. Then the evolution equation (5.20) becomes

\[
p'(u) = u^{-1} \left( \frac{a}{ap(u) + b(1-p(u))} - 1 \right) p(u)
\]

with boundary condition \( p(0) = p \). To solve for \( p(u) \), let \( y \) solve \( u = pe^{-ay} + (1-p)e^{-by} \). Then \( p(u) = pe^{-ay}/u \).

**A Glivenko-Cantelli theorem**

We now state a Glivenko-Cantelli-type theorem which applies to size-biased permutations of finite deterministic sequences. Versions of this result are known in the literature [13, 43, 51, 84], see discussions in Section 5.5.1. We offer an alternative proof using induced order statistics.

**Theorem 5.25.** Let \((x_n, n = 1, 2, \ldots)\) be a deterministic triangular array of positive numbers with corresponding c.d.f sequence \((E_n, 1 \leq n)\). Suppose

\[
\sup_x |E_n(x) - F(x)| \to 0 \text{ as } n \to \infty \quad (5.22)
\]

for some distribution \( F \) on \((0, \infty)\). Let \( u \in (0, 1] \). Let \( E_{n,u}() \) be the empirical distribution of the first \([nu]\) terms in a size-biased permutation of the sequence \( x_n \). Then for each \( \delta \in (0, 1) \),

\[
\sup_{u \in [\delta, 1]} \sup_{I} |E_{n,u}(I) - F_u(I)| \stackrel{a.s.}{\to} 0 \text{ as } n \to \infty, \quad (5.23)
\]

where \( I \) ranges over all subintervals of \((0, \infty)\).

**Proof.** Define \( Y_n(i) = \epsilon_n(i)/x_n(i) \) for \( i = 1, \ldots, n \) where \( \epsilon_n(i) \) are i.i.d standard exponentials as in Proposition 5.5. Let \( H_n \) be the empirical distribution function (e.d.f) of the \( Y_n(i) \),

\[
H_n(y) := \frac{1}{n} \sum_{i=1}^{n} 1\{Y_n(i) < y\}.
\]
Let $J_n$ denote the e.d.f of $(x_n(i), Y_n(i))$. By Proposition 5.7

$$E_{n,u}(I) = \frac{n}{nu} \sum_{i=1}^{n} 1_{\{x_n(i) \in I\}} 1_{\{y_n(i) < H_n^{-1}(1-u)\}} = \frac{n}{nu} J_n(I \times [0, H_n^{-1}(1-u)]). \tag{5.24}$$

Fix $\delta \in (0, 1)$, and let $u \in [\delta, 1]$. Let $\phi$ be the Laplace transform of $F$ and $J$ the joint law of $(X, \epsilon/X)$, where $X$ is a random variable with distribution $F$, and $\epsilon$ is an independent standard exponential. Note that $\frac{1}{u} J(I \times [0, \phi^{-1}(u)]) = F_u(I)$. Thus

$$E_{n,u}(I) - F_u(I) = \left( \frac{n}{nu} J_n(I \times [0, H_n^{-1}(1-u)]) - \frac{n}{nu} J_n(I \times [0, \phi^{-1}(u)]) \right)$$

$$+ \left( \frac{n}{nu} J_n(I \times [0, \phi^{-1}(u)]) - \frac{1}{u} J(I \times [0, \phi^{-1}(u)]) \right). \tag{5.25}$$

Let us consider the second term. Note that

$$J_n(I \times [0, \phi^{-1}(u)]) = \int_{0}^{\infty} e^{-t\phi^{-1}(u)} 1_{\{t \in I\}} E_n(dt).$$

Since $E_n$ converges to $F$ uniformly and $e^{-t\phi^{-1}(u)}$ is bounded for all $t \in (0, \infty)$ and $u \in [\delta, 1],

$$\sup_{u \in [\delta, 1]} \sup_{I} \left| \frac{n}{nu} J_n(I \times [0, \phi^{-1}(u)]) - \frac{1}{u} J(I \times [0, \phi^{-1}(u)]) \right| \overset{a.s.}{\longrightarrow} 0 \text{ as } n \to \infty. \tag{5.26}$$

Let us consider the first term. Since $J_n$ is continuous in the second variable, it is sufficient to show that

$$\sup_{u \in [\delta, 1]} \left| H_n^{-1}(1-u) - \phi^{-1}(u) \right| \overset{a.s.}{\longrightarrow} 0 \text{ as } n \to \infty. \tag{5.26}$$

To achieve this, let $A_n$ denote the ‘average’ measure

$$A_n(y) := \frac{1}{n} \sum_{i=1}^{n} \mathbb{P}(Y_n(i) < y) = 1 - \int_{0}^{\infty} e^{-xy} dE_n(x).$$

A theorem of Wellner [106, Theorem 1] states that if the sequence of measures $(A_n, n \geq 1)$ is tight, then the Prohorov distance between $H_n$ and $A_n$ converges a.s. to 0 and $n \to \infty$. In this case, since $E_n$ converges to $F$ uniformly, $A_n$ converges uniformly to $1 - \phi$. Thus $H_n$ converges uniformly to $1 - \phi$, and (5.26) follows.

\[ \square \]

Proof of Corollary 5.23: When $E_n$ is the e.d.f of $n$ i.i.d picks from $F$, then (5.22) is satisfied a.s. by the Glivenko-Cantelli theorem. Thus Theorem 5.25 implies Corollary 5.23. \[ \square \]
Proof of Lemma 5.22. Let $\phi$ be the Laplace transform of $F$. For $y > 0$,

$$\frac{d\phi(y)^n}{dy} = n\phi(y)^{n-1}\phi'(y).$$

By Corollary 5.8, we have

$$\frac{\mathbb{P}(X_n[1] \in dx)}{xF(dx)} = n\int_0^{\infty} e^{-xy}\phi(y)^{n-1}dy = \int_0^{\infty} e^{-xy} \frac{d}{dy}(\phi(y)^n) dy.$$

Apply integration by parts, the constant term is

$$\left. \frac{e^{-xy}}{\phi'(y)} \phi(y)^n \right|_0^{\infty} = -\frac{1}{\phi'(0)} = \frac{1}{\mu}.$$

The integral term is

$$\int_0^{\infty} \frac{d}{dy}(e^{-xy}\phi'(y))(\phi(y))^n dy.$$

The integrand is integrable for all $n$, thus

$$\lim_{n \to \infty} \int_0^{\infty} \frac{d}{dy}(e^{-xy}\phi'(y))(\phi(y))^n dy = \int_0^{\infty} \lim_{n \to \infty} \frac{d}{dy}(e^{-xy}\phi'(y))(\phi(y))^n dy = 0.$$

Since $n \to \infty$, $\phi(y)^n \to 0$ for all $y > 0$. Therefore,

$$\lim_{n \to \infty} \frac{\mathbb{P}(X_n[1] \in dx)}{xF(dx)} = \frac{1}{\mu}. \quad \square$$

The functional central limit theorem

The functional central limit theorem for i.i.d size-biased permutation is a special case of the general result of Davydov and Egorov [25] for induced order statistics.

Theorem 5.26 (Davydov and Egorov, [25]). Suppose the first two moments of $F$ are finite. For a distribution $H$, let $\mu(H)$, $\sigma(H)$ denote its mean and standard deviation. Let $X_n = (X_n(1), \ldots, X_n(n))$ sequence of i.i.d draws from $F$, $\epsilon_n$ be an independent sequence of $n$ i.i.d standard exponentials, $Y_n = (\epsilon_n(i)/X_n(i), i = 1, \ldots, n)$. For $u \in (0, 1]$, define

$$\xi_n(u) = \frac{1}{n} \sum_{j=1}^{[nu]} X_{n}^{rev}[j]$$

$$\eta_n(u) = \frac{1}{n} \sum_{j=1}^{n} X_{n}(j)1\{Y_{n}(j) < \phi^{-1}(u)\}$$

$$m(u) = \int_0^u \mu(G_s) ds = \mu(F_u).$$
Then $\xi_n \to m$, $\eta_n \to m$ uniformly on $[0, 1]$, and

$$\sqrt{n}(\xi_n - m) \Rightarrow \alpha, \quad \sqrt{n}(\eta_n - m) \Rightarrow \eta$$

in the Skorokhod topology, where

$$\alpha(u) = \int_0^u \sigma(G_s) dW(s), \quad \eta(u) = \alpha(u) \pm \int_0^u m(s) dV(s).$$

$W$ is a standard Brownian motion, and $V$ is a Brownian bridge, independent of $W$.

Note that $\xi_n$ is a rescaled version of the sum of the last $u$-fraction of terms in a size-biased permutation. The difference in $\xi_n$ and $\eta_n$ is the fluctuation of empirical uniform order statistics around its limit. The proof of Theorem 5.26 can be found in [25], together with similar statements on the functional law of the iterated logarithm for the processes $\eta_n, \xi_n$.

5.5.1 Historical notes on induced order statistics and successive sampling

Induced order statistics were first introduced by David [23] and independently by Bhattacharya [12]. Typical applications stem from modeling an indirect ranking procedure, where subjects are ranked based on their $Y$-attributes although the real interest lies in ranking their $X$-attributes, which are difficult to obtain at the moment where the ranking is required. For example in cattle selection, $Y$ may represent the genetic makeup, for which the cattle are selected for breeding, and $X$ represents the milk yields of their female offspring. Thus a portion of this literature focuses on comparing distribution of induced order statistics to that of usual order statistics [24, 42, 71, 108]. The most general statement on asymptotic distributions is obtained by Davydov and Egorov [25], who proved the functional central limit theorem and the functional law of the iterated logarithm for the process $S_{n,u}$ under tight assumptions. Their theorem translates directly into Theorem 5.26 for finite i.i.d size-biased permutation. Various versions of results in Section 5.5, including Theorem 5.26 are also known in the successive sampling community [13, 43, 51, 84, 90]. For example, Bickel, Nair and Wang [13] proved Theorem 5.25 with convergence in probability when $E_n$ and $F$ have the same discrete support on finitely many values.

\footnote{One often uses $X$ for the variable to be ordered, and $Y$ for the induced variable, with the idea that $Y$ is to be predicted. Here we use $X$ for the induced order statistics since $X_n[k]$ has been used for the size-biased permutation. The role of $X$ and $Y$ in our case is interchangeable, as evident when one writes $X_n(i)Y_n(i) = \epsilon_n(i)$.}
5.6 Poisson coupling of size-biased permutation and order statistics

Comparisons between the distribution of induced order statistics and order statistics of the same sequence have been studied in the literature [24, 42, 71, 108]. However, finite i.i.d size-biased permutation has the special feature that there exists an explicit coupling between these two sequences as described in Proposition 5.5. Using this fact, we now derive Theorem 5.28, which gives a Poisson coupling between the last $k$ size-biased terms $X_{n}^{rev}[1], \ldots, X_{n}^{rev}[k]$ and the $k$ smallest order statistics $X_{n}^{↑}(1), \ldots, X_{n}^{↑}(k)$ as $n \to \infty$. The existence of a Poisson coupling is not surprising, since the increasing sequence of order statistics $(X_{n}^{↑}(1), X_{n}^{↑}(2), \ldots)$ converges to points in a Poisson point process (p.p.p) whose intensity measure depends on the behavior of $F$ near the infimum of its support, which is 0 in our case. This standard result in order statistics and extreme value theory dates back to Rényi [82], and can be found in [27].

5.6.1 Random permutations from Poisson scatter

Let $N(\cdot)$ be a Poisson scatter on $(0, \infty)^2$. Suppose $N(\cdot)$ has intensity measure $m$ such that for all $s,t \in (0, \infty)$

$$m((0, s) \times (0, \infty)) < \infty, m((0, \infty) \times (0, t)) < \infty.$$ 

Then one obtains a random permutation of $\mathbb{N}$ from ranking points $(x(i), y(i))$ in $N$ according to either the $x$ or $y$ coordinate. Let $x^*$ and $y^*$ denote the induced order statistics of the sequence $x$ and $y$ obtained by ranking points by their $y$ and $x$ values in increasing order, respectively. For $j, k = 1, 2, \ldots$, define sequences of integers $(K_j), (J_k)$ such that $x^*(K_j) = x^*(k), y^*(J_k) = y^*(j)$; see Figure 5.1.

For $j \geq 1$, conditioned on $x(j) = s, y^*(j) = t$,

$$K_j - 1 \overset{d}{=} \text{Poisson} (m((s, \infty) \times (0, t))) + \text{Binomial} \left( j - 1, \frac{m((0, s) \times (0, t))}{m((0, s) \times (0, \infty))} \right), \quad (5.27)$$

where the two random variables involved are independent. Similarly, for $k \geq 1$, conditioned on $x_k^* = s, y(k) = t$,

$$J_k - 1 \overset{d}{=} \text{Poisson} (m((0, s) \times (t, \infty))) + \text{Binomial} \left( k - 1, \frac{m((0, s) \times (0, t))}{m((0, \infty) \times (t, \infty))} \right), \quad (5.28)$$

where the two random variables involved are independent. When $m$ is a product measure, it is possible to compute the marginal distribution of $K_j$ and $J_k$ explicitly for given $j, k \geq 1$.

Random permutations from Poisson scatters appeared in [76, §4]. When $X^\perp$ is the sequence of ranked jumps of a subordinator, these authors noted that one can couple the
size-biased permutation with the order statistics via the following p.p.p

\[ N(\cdot) := \sum_{k \geq 1} 1[(X[k], Y^+(k)) \in \cdot] = \sum_{k \geq 1} 1[(X^+(k), Y(k)) \in \cdot], \]  

(5.29)

where \( Y \) is an independent sequence of standard exponentials. Thus \( N(\cdot) \) has measure 
\[ m(dx dy) = xe^{-xy} \Lambda(dx)dy. \]

The first expression in (5.29) defines a scatter of \((x, y)\) values in the plane listed in increasing \( y \) values, and the second represents the same scatter listed in decreasing \( x \) values. Since \( \sum_{i \geq 1} X^+(i) < \infty \) a.s., the \( x \)-marginal of the points in (5.29) has the distribution of the size-biased permutation \( X^* \), since it prescribes the joint distribution of the first \( k \) terms \( X[1], \ldots, X[k] \) of \( X^* \) for any finite \( k \). Perman, Pitman and Yor used this p.p.p representation to generalize size-biased permutation to \( h \)-biased permutation, where the ‘size’ of a point \( x \) is replaced by an arbitrary strictly positive function \( h(x) \); see [76, §4].

**5.6.2 Poisson coupling in the limit**

Our theorem states that in the limit, finite i.i.d size-biased permutation is a form of random permutation obtained from a Poisson scatter with a certain measure, which, under a change of coordinate, is given by (5.35). Before stating the theorem we need some technical results. The distribution of the last few size-biased picks depends on the behavior of \( F \) near 0, the
infimum of its support. We shall consider the case where $F$ has ‘power law’ near 0, like that of a Gamma distribution.

**Lemma 5.27.** Suppose $F$ is supported on $(0, \infty)$ with Laplace transform $\phi$. Let $u = \phi(y)$, $X_u$ a random variable distributed as $G_u(dx)$ defined in (5.5). For $\lambda, \alpha > 0$,

$$F(x) \sim \frac{\lambda^\alpha x^\alpha}{\Gamma(\alpha + 1)} \text{ as } x \to 0,$$

(5.30)

if and only if,

$$\phi(y) \sim \lambda^\alpha / y^\alpha \text{ as } y \to \infty.$$  

(5.31)

Furthermore, (5.30) implies

$$u^{-1/\alpha} X_u \xrightarrow{d} \text{gamma}(a + 1, \lambda) \text{ as } u \to 0.$$  

(5.32)

**Proof.** The equivalence of (5.30) and (5.31) follows from a version of Karamata Tauberian Theorem [14, §1.7]. Assume (5.30) and (5.31). We shall prove (5.32) by looking at the Laplace transform of the non-size-biased version $X'_u$, which has distribution $F_u$. For $\theta \geq 0$,

$$E(\exp(-\theta X'_u)) = \int_0^\infty u^{-1} \exp(-yx - \theta x) F(dx) = u^{-1} \phi(y + \theta) = \frac{\phi(y + \theta)}{\phi(y)}.$$  

(5.33)

Now as $y \to \infty$ and $u = \phi(y) \to 0$, for each fixed $\eta > 0$, (5.31) implies

$$E(\exp(-\eta u^{-1/\alpha} X'_u)) = \frac{\phi(y + \eta \phi(y)^{-1/\alpha})}{\phi(y)} \sim \frac{\lambda^\alpha (y + \eta \lambda^{-1})^{-\alpha}}{\lambda^\alpha y^{-\alpha}} = \left(\frac{\lambda}{\lambda + \eta}\right)^{\frac{\alpha}{\lambda}}.$$  

That is to say

$$u^{-1/\alpha} X'_u \xrightarrow{d} \text{gamma}(a, \lambda).$$  

(5.34)

Since $\phi$ is differentiable, (5.33) implies $E(X'_u) = \phi'(y)/\phi(y)$. Now $\phi$ has an increasing derivative $\phi'$, thus (5.31) implies $\phi'(y) \sim a \lambda^\alpha / y^{\alpha+1}$ as $y \to \infty$. Therefore,

$$u^{-1/\alpha} E(X'_u) = \frac{\phi'(y)}{\phi(y)^{1+1/\alpha}} \to \frac{a}{\lambda},$$

which is the mean of a $\text{gamma}(a, \lambda)$ random variable. Thus the random variables $u^{-1/\alpha} X'_u$ are uniformly integrable, so for any bounded continuous function $h$, we can compute

$$E(h(u^{-1/\alpha} X_u)) = \frac{E((u^{-1/\alpha} X'_u) h(u^{-1/\alpha} X'_u))}{u^{-1/\alpha} E(X'_u)} \to \frac{E[\gamma_{a,\lambda} h(\gamma_{a,\lambda})]}{E(\gamma_{a,\lambda})} = E(h(\gamma_{a+1,\lambda}))$$
where \( \gamma_{b,\lambda} \) is a \( \gamma(\cdot,\cdot) \) random variable. This proves (5.32).

We now present the analogue of (5.42) for the last few size-biased picks \( X_n^{rev}[1], \ldots, X_n^{rev}[k] \) and the promised Poisson coupling.

**Theorem 5.28.** Suppose that (5.30) holds for some \( \lambda, a > 0 \). Let \( N(\cdot) \) be a Poisson scatter on \((0, \infty)^2\) with intensity measure

\[
\frac{\mu(ds\,dt)}{ds\,dt} = \frac{1}{a} \Gamma(a + 1) \frac{1}{(a + 1)^{1/a}} \exp\{-\Gamma(a + 1) s/t\}^{1/a}\].
\]

(5.35)

By ranking points in either increasing \( T \) or \( S \) coordinator, one can write

\[
N(\cdot) = \sum_k 1[(S(k), T^\uparrow(k)) \in \cdot] = \sum_j 1[(S^\uparrow(j), T(j)) \in \cdot].
\]

(5.36)

Define \( \Psi_{a,\lambda}(s) = s^{1/a} \Gamma(a + 1)^{1/a}/\lambda \). Define a sequence of random variables \( \xi \) via

\[
\xi(k) = \Psi_{a,\lambda}(S^\uparrow(k)),
\]

(5.37)

and let \( \xi^* \) be its re-ordering defined \( \xi^*(k) = \Psi_{a,\lambda}(S(k)) \). Then jointly as \( n \to \infty \),

\[
n^{1/a} X_n^\uparrow \overset{f.d.d.}{\longrightarrow} \xi,
\]

(5.38)

\[
n^{1/a}(X_n^{rev}) \overset{f.d.d.}{\longrightarrow} \xi^*.
\]

(5.39)

In particular, for each \( n \), let \( J_n = (J_{nk}, 1 \leq k \leq n) \) be the permutation of \( \{1, \ldots, n\} \) defined by \( X_n^{rev}[k] = X_n(J_{nk}) \). As \( n \to \infty \),

\[
(J_{nk}, 1 \leq k \leq n) \overset{f.d.d.}{\longrightarrow} (J_k : 1 \leq k < \infty),
\]

(5.40)

where \( J_k \) is the random permutation of \( \{1, 2, \ldots\} \), defined by

\[
\xi^*(k) = \xi(J_k)
\]

(5.41)

for \( k = 1, 2, \ldots \), and the f.d.d. convergence in (5.38), (5.39), (5.40) all hold jointly.

In other words, the Poisson point process \( N(\cdot) \) defined in (5.36) with measure (5.35) defines a random permutation \( (J_k) \) of \( \mathbb{N} \) and its inverse \( (K_j) \). Theorem 5.28 states that \( (J_k) \) is precisely the limit of the random permutation induced by the size-biased permutation of a sequence of \( n \) i.i.d terms from \( F \). Furthermore, to obtain the actual sequence of size-biased permutation, one only needs to apply the deterministic transformation \( \Psi_{a,\lambda} \) to the sequence of \( s \)-marginals of points in \( N(\cdot) \), ranked according to their \( t \)-values. The sequence of increasing order statistics can be obtained by applying the transformation \( \Psi_{a,\lambda} \) to the \( s \)-marginals ranked in increasing order.
Proof of Theorem 5.28. By Lemma 5.27, it is sufficient to prove the theorem for the case $F$ is $\text{gamma}(a, \lambda)$. First we check that the sequence on the right hand side of (5.38) and (5.39) have the right distribution. Indeed, by standard results in order statistics [27, Theorem 2.1.1], as $n \to \infty$, the sequence $n^{1/a}X_n^\uparrow$ converges (f.d.d) to the sequence $\tilde{\xi}$, where

$$
\tilde{\xi}(k) = (S^\uparrow(k))^{1/a} \Gamma(a + 1)^{1/a} / \lambda = \Psi_{a,\lambda}(S^\uparrow(k))
$$

(5.42)

where $S^\uparrow(k) = \epsilon_1 + \ldots + \epsilon_k$ for $\epsilon_i$ i.i.d standard exponentials. Similarly, by Proposition 5.10 and law of large numbers, the sequence $n^{1/a}(X_n^*)^\text{rev}$ converges (f.d.d) to the sequence $\tilde{\xi}^*$, where

$$
\tilde{\xi}^*(k) = (T^\uparrow(k))^{1/a} \gamma_k / \lambda,
$$

where $T^\uparrow(k) = \epsilon'_1 + \ldots + \epsilon'_k$ for $\epsilon'_i$ i.i.d standard exponentials, and $\gamma_k$, $k = 1, \ldots, n$ are i.i.d $\text{gamma}(a + 1, 1)$, independent of the $T(k)$. By direct computation, we see that $\tilde{\xi} \overset{d}{=} \xi$ and $\tilde{\xi}^* \overset{d}{=} \xi^*$. The dependence between the two sequences $S$ and $T$ comes from Proposition 5.5, which tells us that $S(k)$ is the term $S^\uparrow(j)$ that is paired with $T^\uparrow(k)$ in our Poisson coupling. Observe $\Psi_{a,\lambda}$ has inverse function $\Psi_{a,\lambda}^{-1}(x) = \lambda^a x^a / \Gamma(a + 1)$. Thus applying (5.42), we have

$$
S(k) = \Psi_{a,\lambda}^{-1}(\tilde{\xi}^*(k)) = \lambda^a [\tilde{\xi}^*(k)]^a / \Gamma(a + 1) = T(k) \gamma_k^a / \Gamma(a + 1).
$$

(5.43)

Comparing (5.42) and (5.43) gives a pairing between $S(k)$ and $S^\uparrow(k)$, and hence $T^\uparrow(k)$ and $S^\uparrow(k)$, via $\xi(k)$ and $\tilde{\xi}^*(k)$. Hence we obtain another definition of $J_k$ equivalent to (5.41):

$$
S(k) = S^\uparrow(J_k).
$$

Let $T(j)$ be the $T$ value corresponding to the order statistic $S^\uparrow(j)$ of the sequence $S$. That is,

$$
T(j) = T^\uparrow(K_j)
$$

where $(K_j)$ is a random permutation of the positive integers. By (5.43), $(J_k)$ is the inverse of $(K_j)$. Together with (5.38) and (5.39), this implies (5.40), proving the last statement. The intensity measure $\mu$ comes from direct computation.

Marginal distributions of the random permutation $(J_k)$ and its inverse $(K_j)$ are given in (5.27) and (5.28). Note that for $k = 1, 2, \ldots$,

$$
S(k) = T^\uparrow(k) \gamma_k^a / \Gamma(a + 1)
$$

for i.i.d $\gamma_k$ distributed as $\text{gamma}(a + 1, 1)$, independent of the sequence $T^\uparrow$, and

$$
T(k) = \Gamma(a + 1) S^\uparrow(k) \epsilon_k^{-a}
$$
for i.i.d standard exponentials $\epsilon_k$, independent of the sequence $(S(k))$ but not of the $\gamma_k$. Since the projection of a Poisson process is Poisson, the $s$ and $t$-marginal of $\mu$ is just Lebesgue measure, as seen in the proof. Thus by conditioning on either $S^\uparrow(k)$ or $T^\uparrow(k)$, one can evaluate (5.27) and (5.28) explicitly. In particular, by a change of variable $r = \Gamma(a + 1)^{1/a}(s/t)^{1/a}$, one can write $\mu$ in product form. This leads to the following.

**Proposition 5.29.** For $j \geq 1$, conditioned on $S^\uparrow(j) = s, T(j) = \Gamma(a + 1)s r^{-a}$ for some $r > 0$, $K_j - 1$ is distributed as

$$\text{Poisson}(m(s, r)) + \text{Binomial}(j - 1, p(s, r))$$

with

$$m(s, r) = asr^{-a} \int_0^\infty x^{a-1}e^{-x} \, dx,$$

and

$$p(s, r) = as^{2/a-2}r^{-2} \int_0^r x^{a-1}e^{-x} \, dx,$$

where the Poisson and Binomial random variables are independent. Similarly, for $k \geq 1$, conditioned on $T^\uparrow(k) = t, S(k) = t r^a/\Gamma(a+1)$ for some $r > 0$, $J_k - 1$ is distributed as

$$\text{Poisson}(m'(t, r)) + \text{Binomial}(k - 1, p'(t, r))$$

with

$$m'(t, r) = t \left( \frac{r^a + a \int_r^\infty x^{a-1}e^{-x} \, dx}{\Gamma(a+1)} - 1 \right),$$

and

$$p'(t, r) = \Gamma(a+1)^{1-2/a}at^{2/a-2}r^{-1/a} \int_0^r x^{a-1}e^{-x} \, dx,$$

where the Poisson and Binomial random variables are independent.

**Proposition 5.30** (Marginal distributions of $K_1$ and $J_1$). Suppose that (5.30) holds for some $\lambda > 0$ and $a = 1$. Then the distribution of $K_1$, the $k$ such that $\xi(1) = \xi^*(k)$, is a mixture of geometric distributions, and so is that for $J_1$, the $j$ such that $\xi'(1) = \xi(j)$. In particular,

$$P(K_1 = k) = \int_0^\infty p_r q_r^{k-1}e^{-r} \, dr$$

where $p_r = r/(r + e^{-r})$, $q_r = 1 - p_r$, and

$$P(J_1 = j) = \int_0^\infty \tilde{p}_r \tilde{q}_r^{j-1}re^{-r} \, dr$$

where $\tilde{p}_r = 1/(r + e^{-r})$, $\tilde{q}_r = 1 - \tilde{p}_r$. 
Proof. When $a = 1$, $\int_r^\infty t^{a-1}e^{-t} dt = e^{-r}$. Substitute to (5.45) and (5.48) give
$$m(s, r) = sr^{-1}e^{-r}, \quad m'(t, r) = t(r - 1 + e^{-r}).$$
By a change of variable, (5.35) becomes
$$\frac{\mu(ds \, dr)}{ds \, dr} = se^{-r}, \quad \frac{\mu(dt \, dr)}{dt \, dr} = tre^{-r}.$$
Thus, conditioned on $s$ and $r$, $K_1 - 1$ is distributed as the number of points in a p.p.p with rate $r^{-1}e^{-r}$ before the first point in a p.p.p with rate 1. This is the geometric distributions on $(0, 1, \ldots)$ with parameter $p_r = 1/(1 + r^{-1}e^{-r})$. Since the marginal density of $r$ is $e^{-r}$, integrating out $r$ gives (5.50). The computation for the distribution of $J_1$ is similar.

One can check that each of (5.50) and (5.51) sum to 1. We conclude with a ‘fun’ computation. Suppose that (5.30) holds for some $\lambda > 0$ and $a = 1$. That is, $F$ behaves like an exponential c.d.f near 0. By Proposition 5.30, $E(J_1) = 9/4$ and $E(K_1) = \infty$. That is, the last size-biased pick is expected to be almost the second smallest order statistic, while the smallest order statistic is expected to be picked infinitely earlier on in a successive sampling scheme(!). The probability that the last species to be picked in a successive sampling scheme is also the one of smallest species size is
$$\lim_{n \to \infty} P(X_{rev}^n[1] = X_n(1)) = P(\xi^*(1) = \xi(1)) = P(J_1 = 1) = P(K_1 = 1)$$
$$= \int_0^\infty \frac{re^{-r}}{r + e^{-r}} \, dr = 1 - \int_0^1 \frac{u}{u - \log u} \, du \approx 0.555229.$$

5.7 Summary

In this chapter we focused on the size-biased permutation of $n$ independent and identically distributed (i.i.d) positive random variables. Our setting is a finite dimensional analogue of the size-biased permutation of ranked jumps of a subordinator studied in Perman-Pitman-Yor [76], as well as a special form of induced order statistics [12, 23]. This intersection grants us different tools for deriving distributional properties. Their comparisons lead to new results, as well as simpler proofs of existing ones. Our main contribution, Theorem 5.28 in Section 5.6, describes the asymptotic distribution of the last few terms in a finite i.i.d size-biased permutation via a Poisson coupling with its few smallest order statistics.
Chapter 6

Exponential Binary Storage in Little-Hopfield Networks

An extended abstract version of this chapter with weaker main theorem appeared in the joint work with Chris Hillar and Kilian Koepsell, available as an arXiv eprint [48]. Here we strengthen the robustness theorem and supply a proof.

Overview

The Little-Hopfield network is an auto-associative computational model of neural memory storage and retrieval. This model is known to robustly store collections of binary patterns as stable states, or fixed points, of the network dynamics. Researchers are particularly interested in the network encoding problem: given a collection of target binary patterns, find a Little-Hopfield network which has them as robust stable states. That is, one trains a Little-Hopfield network to ‘remember’ the target patterns, so that when exposed to a corrupted version of a target pattern, the network can correctly retrieve the original by running the network dynamics. The more corruption the network can tolerate while guaranteeing exact recovery, the more robust the storage. The idea generalizes to a coding-decoding scheme, where one maps the desired message to a stable state of a secret Little-Hopfield network (which is a binary vector), codes it by corrupting some bits, and decodes using the same network. Thus there is a need for constructing Little-Hopfield networks with a large number of known robust stable states.

While theoretical and experimental evidence suggest that a Little-Hopfield network usually has exponentially many stable states, identifying them and measuring their robustness have been difficult. Current algorithms can only construct robust Little-Hopfield networks in which the number of known stable states scales linearly in the number of neurons. It has been a long-standing open problem whether robust exponential storage of binary patterns was possible in such a network memory model. In this chapter, we design families of Little-Hopfield networks that solve this problem affirmatively.
6.1 Introduction

Inspired by early work of McCulloch-Pitts [68] and Hebb [46], the Little-Hopfield model [52,64] is a distributed neural network architecture for binary memory storage and denoising. In [52], Hopfield showed experimentally, using the outer-product learning rule (OPR), that .15n binary patterns (generated uniformly at random) can be robustly stored in such an n-node network if some fixed percentage of errors in a recovered pattern were tolerated. Later, it was verified that this number was a good approximation to the actual theoretical answer [3]. However, pattern storage without errors in recovery using OPR is provably limited to n/(4 log n) patterns [70,105]. Since then, improved methods to fit Little-Hopfield networks more optimally have been developed [15,56,104], with the most recent being [47]. Independent of the method, however, arguments of Cover [19] can be used to show that the number of randomly generated patterns storable in a Little-Hopfield network with n neurons is at most 2n, although the exact value is not known (it is ≈ 1.6n from experiments in [47]).

Nonetheless, theoretical and experimental evidence suggest that Little-Hopfield networks usually have exponentially many stable states. For instance, choosing weights for the model randomly (from a normal distribution) produces an n-node network with ≈ 1.22n fixed-points asymptotically [45,69,99]. However, stable states of randomly networks are difficult to determine from the network parameters. Furthermore, a stored pattern corrupted by only a few bit errors does not typically converge under the network dynamics to the original. Fulan [38] constructed a deterministic Little-Hopfield network with identical weights, and showed that the stable states contain all binary vectors with exactly half of their bits equal. Thus, for a network with 2n neurons, the number of such stable states is (2n\binom{n}{n}) \approx \frac{4^n}{\sqrt{n!}} \approx 4^n \sqrt{\pi n}, which scales exponentially in n. However, such a network is not able to denoise a single bit of corruption. Very recently, more sophisticated (non-binary) discrete networks have been developed [61,88] that give exponential memory storage. However, the storage in these networks is not known to be robust (in the sense of Definition 6.6 below). Moreover, determining or prescribing the network parameters for storing these exponentially many memories is sophisticated, involving expander graphs and solving linear equations over the integers.

In this chapter, we design a simple two-parameter family of Little-Hopfield networks that robustly stores an exponential number of binary patterns. Our construction uses cliques in graphs and actions of the symmetric groups, resulting in networks with explicit entries. Section 6.2 defines Little-Hopfield networks, their stable states and robust storage. We state and prove our main result (Theorem 6.7) in Section 6.3. In Section 6.4 we discuss and prove properties of our two-parameter Little-Hopfield networks. We conclude with applications and open problems in Section 6.5.
6.2 Little-Hopfield networks and robust storage

Let \( H : \mathbb{R} \to \{0, 1\} \) denote the Heaviside function
\[
H(y) = \begin{cases} 
1 & \text{if } y > 0 \\
0 & \text{else.}
\end{cases}
\]

A Little-Hopfield network on \( n \) nodes \( \mathcal{H} = (J, \theta) \) consists of a real symmetric \( n \times n \) weight matrix \( J \in \mathbb{S}_2 \mathbb{R}^n \) with zero diagonal, and a threshold vector \( \theta \in \mathbb{R}^n \) which defines the threshold function \( f_{\theta} : \mathbb{R}^n \to \{0, 1\}^n \), where
\[
H_{\theta}(\sigma)_i = H(\sigma_i - \theta_i).
\]

The possible states of the network are all length \( n \) binary strings \( \{0, 1\}^n \), which we represent as binary column vectors \( \sigma = (\sigma_1, \ldots, \sigma_n)^\top \), each \( \sigma_i \in \{0, 1\} \) indicating the state \( \sigma_i \) of node \( i \).

A Little-Hopfield network defines a deterministic dynamical system on the states. Starting at state \( \sigma \), one synchronous update of the network returns
\[
\sigma' = H_{\theta}(J\sigma),
\]
that is, simultaneously for all \( i = 1, \ldots, n \),
\[
\sigma'_i = H_{\theta}(J\sigma)_i = H(\sum_{j \neq i} J_{ij}\sigma_j - \theta_i).
\] (6.1)

In the context of neuroscience, the \( i \)-th neuron (node) takes a weighted sum of its neighbors signals, and it ‘fires’ (returns 1) if and only if its potential is above the threshold \( \theta_i \). Variations of the update rules include asynchronous update, where the nodes are updated one-by-one in either fixed or random order according to (6.1).

If \( \sigma^* \) satisfies \( \sigma^* = H_{\theta}(J\sigma^*) \), then it is a fixed-point of (6.1), also called a stable state, or a stored memory. We say that the network converges to \( \sigma^* \) starting from \( \sigma \), or \( \sigma^* \) is an attractor of \( \sigma \), if the sequence of outputs of the network dynamic \( (\sigma^{(0)}, \sigma^{(1)}, \ldots) \) converges pointwise to \( \sigma^* \). Since there are only finitely many states, starting at a given state \( \sigma \), the sequence of outputs either converges to a fixed point, or enters a finite cycle. Note that in asynchronous network, a point can have multiple attractors, and convergence depends on the update order. An attractor \( \sigma^* \) of \( \sigma \) is universal if, starting at \( \sigma \), the network converges to \( \sigma^* \) regardless of the node orderings.

**Example 6.1.** For \( n = 2 \), let \( J = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \ \theta = (0, 0)^\top \). We start the network at \( \sigma^{(0)} = (0, 1)^\top \). After one synchronous update, one obtains \( \sigma^{(1)} = (1, 0)^\top \). Another update returns \( \sigma^{(2)} = \sigma^{(0)} \). Thus the synchronous network cycles through \( \{\sigma^{(0)}, \sigma^{(1)}\} \) infinitely.
often. The asynchronous network, however, converges after one step either to \((0, 0)^\top\) or \((1, 1)^\top\), depending on the update order of the nodes.

**Theorem 6.2** ([52]). In an asynchronous Little-Hopfield network, starting at any state \(\sigma \in \{0, 1\}^n\), the network dynamic converges in finitely many step to a stable state.

**Proof.** Define the energy of a pattern \(\sigma\) as

\[
E_{J, \theta}(\sigma) := -\frac{1}{2} \sigma^\top J \sigma + \theta^\top \sigma = -\sum_{i < j} \sigma_i \sigma_j J_{ij} + \sum_{i=1}^n \theta_i \sigma_i. \tag{6.2}
\]

Suppose the network updates node \(i\) by (6.1). Let \(\sigma'\) denote the new state. Then the change in energy is

\[
E_{J, \theta}(\sigma') - E_{J, \theta}(\sigma) = - (\sigma'_i - \sigma_i) (\sum_{j \neq i} J_{ij} \sigma_j - \theta_i).
\]

Thus each network update does not increase the energy (6.2). In particular, if the network updates node \(i\) to a different value, that is, \(\sigma'_i \neq \sigma_i\), then the energy is strictly decreasing, unless if \(\sum_{j \neq i} J_{ij} \sigma_j - \theta_i = 0\), in which case the new state has to be 0. We then have two cases: either the network converges to a strict local minimum of the energy function \(E_{J, \theta}\), or it cycles through finitely many states, each differ from the previous by switching a node from 1 to 0. Since there are only finitely many states, the later situation cannot possibly form a cycle. Hence the network converges to a strict local minimum on \(\{0, 1\}^n\) of the energy function \(E_{J, \theta}\). \(\square\)

For this reason, from now on we shall only consider Little-Hopfield networks with asynchronous updates. We now formalize the notion of robust storage, which comes in two flavors: deterministic (\(r\)-stable) and probabilistic (\(\alpha\)-robust).

**Definition 6.3** (\(r\)-stable). Equip the state space \(\{0, 1\}^n\) with the Hamming distance, which is the minimal number of bit flips between two binary strings. For an integer \(r \geq 1\), \(\sigma^*\) is \(r\)-stable if it is a universal attractor for all states within Hamming distance \(r\) of \(\sigma^*\).

In words, if a state \(\sigma\) is \(r\)-stably stored, the network is guaranteed to converge to \(\sigma\) when exposed to any corrupted version not more than \(r\) bit flips away from \(\sigma\). This is a fairly restrictive definition of stability. It could be that we only need the state to have stability ‘on average’, or for ‘most randomly corrupted versions’. We make the last concept rigorous by introducing \(p\)-corruption.

**Definition 6.4** (\(p\)-corruption). Let \(\sigma \in \{0, 1\}^n\) be a state, \(p \in [0, 1]\). The \(p\)-corruption of \(\sigma\) is the random pattern \(\Sigma_p\), obtained by replacing \(x_i\) by \(1 - x_i\) with probability \(p\), independent for each node \(i = 1, \ldots, n\).
We now define $\alpha$-robustness for a set of states $S$, which says that for each $\sigma \in S$, with high probability, the network guarantees to recover $\sigma$ when exposed to a $p$-corruption of $\sigma$ for all $p < \alpha$.

**Definition 6.5** ($\alpha$-robust). Let $\mathcal{H}$ be a Little-Hopfield network, $S \subset \{0, 1\}^n$. Fix $\epsilon \in [0, 1]$. For $p \in [0, 1], \sigma \in S$ let $\Sigma_p$ be the $p$-corruption of $\sigma$. The robustness $\alpha(S, \epsilon)$ of $S$ in $\mathcal{H}$ is

$$\arg \max_{p \in [0, 1]} \min_{\sigma \in S} \mathbb{P}(\sigma \text{ is a universal attractor of } \Sigma_p) \geq 1 - \epsilon.$$ 

Finally, the robustness index of a sequence of states in a corresponding sequence of Little-Hopfield networks is their asymptotic $\alpha$-robustness. In this sense, the networks mentioned in the introduction do not have robust storage (that is, their robustness index is 0), because the number of bits of corruption tolerated in memory recovery does not increase with the number of nodes.

**Definition 6.6** (Robustness index). Let $(\mathcal{H}_n)$ be a sequence of Little-Hopfield networks, $(S_n)$ be a sequence of sets of states. We say that the sequence $S_n$ is robustly stored by $\mathcal{H}_n$ with robustness index $\alpha$ if for some $\alpha > 0$,

$$\liminf_{\epsilon \to 0, n \to \infty} \alpha(S_n, \epsilon) \to \alpha.$$ 

Note that the $p$-corruption of a state differs from the original by $np$ bit flips on average. Clearly the higher $p$ is, the more difficult to recover the original. In particular, if $p = 1/2$, then the random pattern $\Sigma_p$ is independent of the input, hence consistent recovery is impossible for non-trivial networks. Thus the robustness index $\alpha$ is bounded above by $1/2$.

### 6.3 Main theorem

**Theorem 6.7.** For each positive integer $k > 3$, there exists an explicit two-parameter family of Little-Hopfield networks on $n = (2^k)^2$ nodes that stores $\binom{2^k}{k}$ known stable states. In particular, there exists an explicit sequence of Little-Hopfield networks $(\mathcal{H}_n)$ such that asymptotically, $\mathcal{H}_n$ robustly stores approximately $2^{\sqrt{n} \pi + \frac{1}{2}} \frac{n^{1/2}}{\sqrt{\pi}}$ known stable states with robustness index $\alpha = \frac{1}{2}$.

In particular, for each $n = (2^k)^2$, the set of known stable states of $\mathcal{H}_n$ in Theorem 6.7 is the set of all $k$-cliques in the complete graph on $2k$ vertices, and the weight matrix $J$ of $\mathcal{H}_n$ assigns weights to pairs of edges in the graph. Another interpretation of Theorem 6.7 is that these $n$-node networks have a large number of states that converge under the network dynamics to a targeted memory, which is a $k$-clique. In other words, the networks have “large basins of attraction” around these stored cliques, as cartoonized in Figure 6.1 below.
Figure 6.1: Illustration of the energy landscape of a Little-Hopfield network depicting the robust storage of all 4-cliques in graphs on 8 vertices. The network dynamics sends a graph that is almost a clique to a graph with smaller energy, until finally converging to the underlying 4-clique as a stable point.

As previously discussed, $\alpha$ in Definition 6.6 is bounded above by $1/2$. Thus our robustness index is the best possible for any family of Little-Hopfield networks. The number of robust stable states, however, only takes up a vanishingly small fraction of $2^n$, the size of the state space. Furthermore, one can show that the fraction of states guaranteed to converge to one of the $k$-cliques is also vanishingly small. Thus in our Little-Hopfield network, there are numerous other stable states, some of which possibly have very low error tolerance. However, as a model of memory storage and retrieval, this may be more of a feature than a bug: one could argue that our brain stores some memory more vividly than others. From a mathematical perspective, the number of known robust stable states in our Little-Hopfield network is by no means optimal. It would be interesting to identify other stable states of our network. See Conjecture 6.14 for our ‘educated guess’, supported by simulations.

While the robustness index is defined to be an asymptotic quantity, we can construct finite-sized Little-Hopfield networks which store $k$-cliques robustly. In Figure 6.2, we demonstrate that the exponential number of stored cliques in our networks have large basins of attraction. For each vertex size $v = 50, 75, 100, 125$ and $150$ (with $k = 25, 37, 50, 63$ and $75$), we constructed a Little-Hopfield network storing all $k$-cliques as fixed-points of the dynamics using the parameters identified in Corollary 6.9. Each such $k$-clique is represented as a binary vector of length $(2k - 1)k$. In each experiment, we chose a $k$-clique uniformly at random, corrupted each of the $\binom{n}{2}$ edges independently with probability $p$, and ran the network dynamics until convergence. We did 100 of such experiments, and plotted the fraction of the 100 cliques that were correctly recovered (exactly) as a function of $p$. For example, a network
with \( v = 100 \) vertices robustly stores \( \binom{100}{50} \approx 10^{29} \) memories (i.e., all 50-cliques in a 100-node graph) using binary vectors of length 4950, each having \( \binom{50}{2} = 1225 \) nonzero coordinates. The figure shows that a 50-clique memory represented with 4950 bits is recovered by the dynamics \( \approx 90\% \) of the time after flipping on average \( \frac{1}{10} \cdot 4950 = 495 \) at random.

**Figure 6.2**: Robustness of finite networks with \( v = 2k = 50, 75, 100, 125 \) and 150 vertices with parameters given in Corollary 6.9. The cut-off for \( p \), the probability of an edge being corrupted, occurs around \( p = 0.11 \). The asymptotic cut-off for networks with these parameters as \( v \to \infty \) is \( p = 1/6 \approx 0.167 \). These two cut-offs are indicated by vertical dotted lines.
6.3.1 The existence proof

Fix positive integers \( v \geq k > 3 \), let \( n = \binom{v}{2} \). Let \( K_v \) denote the complete graph with \( v \) vertices. Fix an ordering on the edges of \( K_v \). The set \( \{0, 1\}^n \) of states of a Little-Hopfield network on \( n \) nodes are in bijection with subgraphs of \( K_v \), where for \( \sigma \in \{0, 1\}^n \), the graph it encodes has edge \( e \) if and only if \( \sigma_e = 1 \). A \( k \)-clique of \( K_v \) is a complete subgraph on \( k \) vertices. Let \( \theta(z) = z \mathbf{1}^T \), where \( \mathbf{1} \) is the all-one vector in \( \mathbb{R}^n \). Consider the following two-parameter family of symmetric weight matrices

\[
J(x, y)_{ef} = \begin{cases} x & \text{if } |e \cap f| = 1 \\ y & \text{if } |e \cap f| = 0 \end{cases}
\]

for some \( x, y \in \mathbb{R} \), where \( |e \cap f| \) is the number of vertices that edges \( e \) and \( f \) share.

**Lemma 6.8.** Fix \( k > 3, 1 \leq r < k \). The Little-Hopfield network \( (J(x, y), \theta(z)) \) stores all \( k \)-cliques as \( r \)-stable states if and only if the parameters \( x, y, z \in \mathbb{R} \) satisfy the following linear inequalities

\[
\begin{bmatrix}
-4(k-2) + 2r & -(k-2)(k-3) & 2 \\
-4(k-2) & -(k-2)(k-3) - 2r & 2 \\
2(k-1) + 2r & (k-1)(k-2) & -2 \\
2(k-1) & (k-1)(k-2) - 2r & -2
\end{bmatrix}
\begin{bmatrix}
x \\ y \\ z
\end{bmatrix}
\leq
\begin{bmatrix}
0 \\ 0 \\
0 \\
0
\end{bmatrix}.
\]

Furthermore, a pattern within Hamming distance \( r \) of a \( k \)-clique takes one iteration of the network dynamics to converge.

**Proof.** For fixed \( r \) and a state \( \sigma \) of \( k \)-cliques, there are \( 2^r \) possible patterns within Hamming distance \( r \) of \( \sigma \). Each of these pattern defines a pair of linear inequalities on the parameters \( x, y, z \). However, only the inequalities from the following two extreme cases are active constraints.

- Case 1: \( r \) edges are added to a node \( i \) not in the clique.
- Case 2: \( r \) edges in the clique with a common node \( i \) are removed.

In case 1, consider the edges of the form \((i, j)\) for all nodes \( j \) in the clique. Such an edge has \( r + k - 1 \) neighboring edges, and \( \binom{k-1}{2} \) non-neighboring edges. Thus, such an edge will be labeled as 0 after one network update if and only if \( x, y \) satisfy

\[
2(r + k - 1)x + (k-1)(k-2)y \leq 1. 
\]

(6.4)

Edges of the form \((j, j')\) for all nodes \( j, j' \) in the clique have \( 2(k-2) \) neighbors and \( \binom{k-2}{2} + r \) non-neighbors. Thus they impose the following linear constraint

\[
4(k-2)x + ((k-2)(k-3) + 2r)y > 1.
\]

(6.5)
In case 2, the edges at risk of being mislabeled are edges of the form \((i, j)\) for all nodes \(j\) in the clique. Such an edge has \(2(k - 2) - r\) neighbors, and \(\binom{k-2}{2}\) non-neighbors. This results in another linear constraint for \(x, y\), namely

\[
2(2k - r - 4)x + (k - 2)(k - 3)y > 1.
\]  

(6.6)

Consider edges of the form \((\bar{i}, j)\) for all nodes \(\bar{i} \neq i\) in the clique, and \(j\) not in the clique. Assume \(r < k - 1\), such an edge has at most \(k - 1\) neighbors and \(\binom{k-1}{2} - r\) non-neighbors. Thus it imposes the following constraint

\[
2(k - 1)x + ((k - 1)(k - 2) - 2r)y \leq 1.
\]  

(6.7)

The equations of Lemma 6.8 cut out a cone in \(\mathbb{R}^3\). Thus without loss of generality, we can assume either \(z = 1/2\) or \(z = 0\). Suppose \(z = 0\). Without loss of generality, we can choose \(y = -1\). This forces \(x > 0\), and the second and fourth constraints are dominated by the first and third. Thus we need \(x\) which solve

\[
(4k - 2r - 8)x > (k - 2)(k - 3), \quad \text{and} \quad (2k + 2r - 2)x < (k - 1)(k - 2).
\]

To have a feeling of how large \(r\) can be relative to \(k\), let us look at the asymptotics as \(k \to \infty\), and approximate each coefficient of the matrix by its first-order term. Suppose \(r = ck\) for some positive constant \(c\). For large \(k\), we have

\[
(4 - 2c)kx > k^2 + O(k) \quad \text{and} \quad (2 + 2c)kx < k^2 + O(k).
\]

Thus we need \(\frac{k}{2(2-c)} + O(1) < x < \frac{k}{2(1+c)} + O(1)\), which is feasible for all \(c < 1/2\), and infeasible for all \(c > 1/2\). Thus we can expect to set \(r = \lfloor k/2 \rfloor\). By direct computation, we obtain the following.

**Corollary 6.9.** Fix \(z = 0, y = -1\). For \(k = 2r + 1\), the set of feasible solutions is

\[
\frac{2r^2 - 3r + 1}{3r - 2} < x < \frac{2r - 1}{3},
\]

which is always non-empty for \(r \geq 1\). In particular, \(x = \frac{2r - 1.5}{3} = \frac{k-2.5}{3}\) is a solution for all \(r > 1, k > 3\).

That is, by setting \(x = \frac{k-2.5}{3}, y = -1, z = 0\), we obtain a family of Little-Hopfield networks in which all \(k\)-cliques are stored as \(\lfloor k/2 \rfloor\)-stable states. Thus this proves the first part of Theorem 6.7.
6.3.2 The robustness index proof

In the previous section, we have tuned the parameters \((x, y, z)\) to guarantee that the \(k\)-cliques stable states are \(\lfloor k/2 \rfloor\)-stable states. We now chose \((x, y, z)\) to guarantee robust storage.

Let \(v = 2k\). Again, fix \(y = -1, z = 0\). For \(p \in (0, 1)\), let \(\Sigma_p\) be a \(p\)-corruption of a \(k\)-clique chosen uniformly at random. For each node \(i\), let \(i_{in}, i_{out}\) denote the number of edges from \(i\) to other clique and non-clique nodes, respectively. We need the following lemma.

**Lemma 6.10.** Let \(Y\) be an \(n \times n\) symmetric matrix with zero diagonal, where \(Y_{ij}\) are i.i.d Bernoulli\((p)\) random variables for \(i < j\). For each \(i = 1, \ldots, n\), let \(Y_i = \sum_j Y_{ij}\) be the \(i\)-th row sum. Let \(M_n = \max_i Y_i, m_n = \min_i Y_i\). Then for any constant \(c > 0\),

\[
\mathbb{P}(|m_n - np| > c\sqrt{n} \log(n)) \to 0, \quad \mathbb{P}(|M_n - np| > c\sqrt{n} \log(n)) \to 0 \text{ as } n \to \infty.
\]

That is,

\[
|m_n - np|, |M_n - np| = o(\sqrt{n} \log(n)).
\]

**Proof.** Fix a constant \(c > 0\). By Bernstein’s inequality [10], for each \(i\) and for any \(\epsilon > 0\),

\[
\mathbb{P}(Y_i - np > n\epsilon) \leq \exp \left( -\frac{n\epsilon^2}{2 + 2\epsilon/3} \right).
\]

Applying the union bound and choose \(\epsilon = \frac{c\log(n)}{\sqrt{n}}\), we have

\[
\mathbb{P}(\max_i Y_i - np > n\epsilon) \leq \exp \left( -\frac{n\epsilon^2}{2 + 2\epsilon/3} + \log(n) \right) \leq \exp \left( -\frac{\log(n)^2}{3} + \log(n) \right),
\]

and the last bound converges to 0 as \(n \to \infty\), proving the claim for \(M_n\). Since the distribution of \(Y_i\) is symmetric about \(np\), a similar inequality holds for \(m_n\). \(\square\)

**Corollary 6.11.** Let \(M_{in} = \max_{i \in C_k} i_{in}, m_{in} = \min_{i \in C_k} i_{in}, M_{out} = \max_{i \not\in C_k} i_{out}, m_{out} = \min_{i \not\in C_k} i_{out}, M_{between} = \max_{i \not\in C_k} i_{in}\). Then \(M_{in} - k(1-p), m_{in} - k(1-p), M_{out} - kp, m_{out} - kp\) and \(M_{between} - kp\) are all of order \(o(\sqrt{k} \log(k))\) as \(k \to \infty\) almost surely.

Let \(T\) be the total number of edges in \(\Sigma_p\). Then \(T\) is the sum of two independent binomials

\[
T \overset{d}{=} Binom \left( \binom{k}{2}, 1 - p \right) + Binom \left( \binom{2k}{2} - \binom{k}{2}, p \right).
\]

For an edge \(e\), let \(N(e), \tilde{N}(e)\) be the number of neighbors and non-neighbors of \(e\). Note that \(\tilde{N}(e) = T - N(e)\). For every \(e\) in the clique,

\[
N(e) \geq 2m_{in} + 2m_{out} \sim 2k + o(\sqrt{k} \log(k)) \text{ w.h.p.}
\]
Since the standard deviation is of order $k$, by a union bound, we have
\[ \bar{N}(e) \leq T - (2m_{in} + 2m_{out}) \sim k^2(1/2 + p) + O(k) \quad \text{w.h.p.} \]

To guarantee that $\sigma_e = 1$ for all edge $e$ in the clique after one update iteration, we need $N(e) \sigma - \bar{N}(e) > 0$. Therefore, we need
\[
x > \left( \frac{1 + 2p}{4} \right) k + o(\sqrt{k} \log(k)).
\] (6.8)

Now let $f$ be an edge with only one vertex in the clique. Then
\[ N(f) \leq M_{in} + M_{out} + 2M_{between} \sim k(1 + 2p) + o(\sqrt{k} \log(k)) \quad \text{w.h.p.} \]

By the same argument as above, we have
\[ \bar{N}(f) \geq T - (M_{in} + M_{out} + 2M_{between}) \sim k^2(1/2 + p) + O(k) \quad \text{w.h.p.} \]

To guarantee that $\sigma_f = 0$ for all such edge $f$ after one iteration, we need $N(f) \sigma - \bar{N}(f) < 0$. Thus we obtain the following constraint for $x$
\[
x < \frac{1}{2} k + o(\sqrt{k} \log(k)).
\] (6.9)

Thus, for some small $\delta \in (0, 1/2)$, if $p = p(k) \sim \frac{1}{2} - k^{\delta-1/2}$, choosing $x = x(k) = \frac{1}{2}k(1 - k^{\delta/2-1/4})$ would guarantee that for large $k$, both equations (6.8) and (6.9) are simultaneous satisfied. In this case, $\lim_{k \to \infty} p(k) = 1/2$, and thus the family of two-parameters Little-Hopfield networks with $x(k) = \frac{1}{2}k(1 - k^{\delta/2-1/4})$, $y = -1$, $z = 0$ have robustness index $1/2$. This completes the proof of Theorem 6.7.

### 6.4 Properties of the two-parameter family

This project stem from a question of Chris Hillar as to whether it is possible to use Little-Hopfield networks to solve the hidden clique problem. Consider a graph with $v$ vertices, where a random subset of $k$ vertices has been made into a clique, and the remaining edges are chosen independently with probability $1/2$. The hidden clique problem is to design an algorithm that finds the $k$-clique in polynomial time with high probability. See [28] for most recent results.

We have explicitly constructed a solution for cliques of size exactly $v/2$. However, our two-parameter family of Little-Hopfield networks cannot store the $k$-cliques robustly for $k = o(v)$. In practice, our Little-Hopfield network algorithm does no better than the naïve algorithm of picking the $k$ vertices with largest degree. In fact, one synchronous iteration of the two-parameter Little-Hopfield network is equivalent to labeling the edges using an affine
A linear hyperplane in $\mathbb{R}^2$. Edges on one side of the hyperplane are labeled +1, and those on the other side are labeled 0. In other words, edges are separated into two groups using a linear function in their attributes, in this case the number of neighbors and non-neighbors in the input graph. In statistics, this is known as a linear classifier.

**Proposition 6.12.** One step of synchronous update using the two-parameter Little-Hopfield network $(J(x,y), \theta(z))$ is equivalent to doing a linear classifier on the edges in $\mathbb{R}^2$ using an affine hyperplane.

**Proof.** Associated each edge $e$ with the vector $(n_e, \bar{n}_e)$ which counts the number of neighbors and non-neighbors of $e$. For $(x,y,z \in \mathbb{R})$, consider the affine hyperplane in $\mathbb{R}^2$

$$xn_e + y\bar{n}_e + z = 0,$$

which separates the points into the positive and negative half-plane. After one synchronous update using $(J(x,y), \theta(z))$, an edge $e$ is labeled +1 if and only if the point $(n_e, \bar{n}_e)$ lies on the positive half-plane. Thus we have the claim.

It follows from Lemma 6.8 that Little-Hopfield networks which store $k$-cliques always have $x > 0, y < 0$, assuming $z \geq 0$. In other words, every neighbor of $e$ has positive energy contribution $x$, and every non-neighbor of $e$ has negative energy contribution $y$. The higher the energy of an edge, the more neighbors, and hence the more ‘likely’ that it is a clique edge. Starting from some configuration $\sigma$, if an edge $e$ has been removed (that is, switched to being labeled 0) in the first iteration of the network dynamics, it means at least one of its two vertices have low degree. The removal of $e$ further reduces its degree, therefore making it ‘less likely’ for the edge $e$ to ever be labeled 1. This leads to the following conjecture, which is supported by simulations.

**Conjecture 6.13.** Let $\sigma$ be a $k$-clique, $\Sigma_p$ be its $p$-corruption. Staring at $\Sigma_p$, with high probability, a two-parameter Little-Hopfield network either converges to $\sigma$ in one step, or does not converge to $\sigma$.

Simulations also indicate that the other stable states that the network converges to are often either cliques of difference sizes, or a union of star graphs, that is, a graph in which a few nodes have edges to every other node. Both of these cases are intuitive from our heuristic reasoning above.

**Conjecture 6.14.** Let $(J(x,y), \theta(z))$ be a two-parameter Little-Hopfield network on $2k$ nodes which stores all $k$-cliques. Then the other stable states of this network are either $k'$-cliques for some $k' \neq k$, or a union of star graphs.

Coming back to the hidden clique problem, it is still interesting to ask whether one can store all $k$-cliques for a range of $k$ at the expense of robustness. The following theorem gives the largest range of clique size that can be stored by any Little-Hopfield networks.
Theorem 6.15. For each integer $v > 3$, there is a Little-Hopfield network on $n = \binom{v}{2}$ nodes that stores all $\approx 2^v(1 - e^{-Cv})$ $k$-cliques in the range $k \in R = \left[\frac{1}{D + 2} v, \frac{3D + 2}{2(D + 2)} v\right]$ as strict local minima for constants $C \approx 0.002$ and $D \approx 13.928$. Moreover, this is the best possible range for any Little-Hopfield network. That is, if $\mathcal{H}_n$ has all $k$-cliques as stable states for all $k \in I$ for some $I \subset \{3, \ldots, v\}$ with the same cardinality as $R$, then $I = R$.

The above is a corollary of the following more precise version of our range storage result.

Theorem 6.16. Fix $m$ such that $3 \leq m < v$. For $M \geq m$, there exists a Little-Hopfield network which stores all $k$-cliques in the range $[m, M]$ if and only if $M$ solves the implicit equation $x_M - x_m < 0$ where

$$x_m = \frac{-(4m - \sqrt{12m^2 - 52m + 57} - 7)}{2(m^2 - m - 2)}$$

$$x_M = \frac{-(4M + \sqrt{12M^2 - 52M + 57} - 7)}{2(M^2 - M - 2)}$$

Proof of Theorem 6.15. For large $m, M$ and $v$, we have the approximations $x_m \approx \frac{\sqrt{12} - 4}{2m}$, $x_M \approx -\frac{\sqrt{12} - 4}{2M}$ for $x_m, x_M$ defined in Theorem 6.16. Hence $x_M - x_m < 0$ when $M \approx \frac{2 + \sqrt{3}}{2 - \sqrt{3}} m \approx 13.928m$.

Note that $\binom{v}{k} 2^{-v}$ is the fraction of $k$-cliques in $K_v$, which is also the probability of a $\text{Binom}(v, 1/2)$ equals to $k$. To store the most number of clique, choose $m = \frac{1}{1 + \frac{2 + \sqrt{3}}{2 - \sqrt{3}}} \approx \frac{1}{15} v$.

For large $v$, approximate the binomial distribution by a Gaussian, then use Mill’s ratio [44, p. 98] to approximate the tail of the Gaussian c.d.f, we see that the proportion of cliques storable tends to

$$\Phi\left(\frac{14}{15} \sqrt{v}\right) - \Phi\left(\frac{1}{15} \sqrt{v}\right) = 1 - 2\Phi\left(\frac{1}{15} \sqrt{v}\right) \approx 1 - \exp(-Cv)$$

for some constant $C \approx \frac{1}{2^{15}v^2} \approx 0.002$. The range appeared in Theorem 6.15 comes from rounding the fractions involved. \qed

The ‘if and only if’ statement in Theorem 6.16 relies on the following simple observation. Let $\mathcal{C}(k, v) \subset \{0, 1\}^n$ denote the set of states whose graphs are $k$-cliques in the complete graph $K_v$. Let $S_v$ be the symmetric group on $v$ letters. Then $S_v$ induces a natural action on $S_v \mathbb{R}^n$ by acting on the labeling of the vertices of $K_v$. In symbols, we have

$$(\tau \cdot J)_{ef} = J_{\tau(e), \tau(f)}$$

where an edge $e = (u, v)$ becomes $\tau \cdot e = (\tau(u), \tau(v))$. Let $(S_v \mathbb{R}^n)^S$ denote the subspace of invariants

$$(S_v \mathbb{R}^n)^S := \{ J \in S_v \mathbb{R}^n : \tau \cdot J = J \text{ for all } \tau \in S_v\}.$$


Then \((S_2\mathbb{R}^n)^\mathbb{S}\) is precisely the space of weight matrices in the two-parameter family defined in (6.3). Define \(HC(k) \subset \mathbb{R}^{n \times n}\) to be the cone in \(\mathbb{R}^{n \times n}\) of Little-Hopfield networks, identified with their weight matrix and weight vector, which store all \(k\)-cliques as stable states. It is a convex polyhedral cone which is closed under the action of \(\mathbb{S}_v\). Let \(HC(k)\) be the center of \(HC(k)\), which is its image under the symmetrization projection

\[
J \mapsto \frac{1}{d!} \sum_{\tau \in \mathbb{S}_v} \tau \cdot J, \quad \theta \mapsto \frac{1}{d!} \sum_{\tau \in \mathbb{S}_v} \tau \cdot \theta.
\]

It is clear that \(HC(k) \neq \emptyset\) if and only if \(HC(k)^\mathbb{S} \neq \emptyset\). This allows us to reduce all existence statements for \(HC(k)\), their intersections, and similar cones in \(\mathbb{R}^{n \times n}\) (such as those with \(r\)-stability constraints) to the corresponding statements on their central cone.

**Proof of Theorem 6.16.** In Lemma 6.8, fix \(z = 0.5\) and \(r = 0\). Then the cone defined by the inequalities in Lemma 6.8 is in bijection with the polyhedron \(I_k \subseteq \mathbb{R}^2\) cut out by the two halfspaces defined by

\[
4(k-2)x + (k-2)(k-3)y - 1 > 0, \quad 2(k-1)x + (k-1)(k-2)y - 1 < 0.
\]

Let \(R_k\) be the line \(4(k-2)x + (k-2)(k-3)y - 1 = 0\), \(B_k\) be the line \(2(k-1)x + (k-1)(k-2)y - 1 = 0\). As previously discussed, there exists a Little-Hopfield network which stores all \(k\)-cliques in the range \([m,M]\) if and only if \(\bigcap_{k=m}^{M} I_k \neq \emptyset\). For a point \(P \in \mathbb{R}^2\), write \(x(P)\) for its \(x\)-coordinate. Note that for \(k \geq 3\), the points \(B_k \cap B_{k+1}\) lie on the curve \(Q\) implicitly parametrized by \(k\):

\[
Q = \{x = \frac{1}{k-1}, y = \frac{-1}{(k-1)(k-2)}\}.
\]

Now, when the polytope \(\bigcap_{k=m}^{M} I_k\) is non-empty, its vertices are the following points: \(R_M \cap R_m\), \(R_M \cap B_m\), \(B_k \cap B_{k+1}\) for \(m \leq k \leq M-1\), and \(B_M \cap R_m\). This defines a non-empty convex polytope if and only if

\[
x_M := x(Q \cap R_M) < x_m := x(Q \cap R_m).
\]

Direct computation gives the formulae for \(x_m, x_M\) in Theorem 6.16.

In Figure 6.3 we plot \(I_k\) for \(5 \leq k \leq 15\) and shade their intersections. Figure 6.4 shows a similar plot for \(1000 \leq k \leq 5500\). Note that appearance of the smooth curve \(Q\) enveloping the family \(B_k\) in the figure.

\[\text{Previously we have been considering } z = 0, \text{ which is a different component of the cone, but one can show that the range of cliques recoverable by this component is a subset of the case } z = 0.5.\]
Figure 6.3: Feasible region for network parameters giving exponential storage. The shaded region is the feasible polytope $\bigcap_{k=5}^{15} I_k$ for network parameters giving clique storage for the range $5 \leq k \leq 15$. Black points are its vertices, the red $R_k$ and blue $B_k$ lines are linear constraints.

Figure 6.4: Feasible region for larger range of $k$. Lines $R_k$ (red) and $B_k$ (blue) for $1000 \leq k \leq 5500$. 
6.5 Summary

6.5.1 Applications to neuroscience

The Little-Hopfield network is a model of emergent neural computation [52, 53, 64]. One interpretation of the local dynamics in such a model is that by minimizing an energy, the network tries to determine the most probable memory conditioned on a noisy or corrupted version. This concept is in line with arguments of several researchers in theoretical neuroscience [9, 26, 37, 54, 62, 63, 72, 83], and can be traced back to Helmholtz [103]. In addition, recent analyses of spike distributions in neural populations have shown that their joint statistics can sometimes be well-described by the Ising model [8, 89, 93, 94]. The now demonstrated ability of these networks to store large numbers of patterns robustly suggests that the Little-Hopfield architecture should be studied more fully as a possible explanation of neural circuit computation.

6.5.2 Open problems

Some of these problems have been mentioned in the text. We collect them here for the reader’s convenience. To our knowledge, the last three problems have not been solved for any non-trivial Little-Hopfield networks. We formulate them in terms of our two-parameter family, with the hope that they provide a good example for tackling these problems.

- (Beating $2\sqrt{n}$). Can one design a family of Little-Hopfield networks with maximal robustness index $\alpha = 1/2$ and have a constant fraction of the state space known to converge to known, robustly stored stable states?

- (Prove Conjecture 6.13). Prove that any two-parameter network $(J(x, y), \theta(z))$ with stable $k$-clique storage either converges in one step, or does not converge to a $k$-clique, with high probability. In other words, prove that $(J(x, y), \theta(z))$ cannot do better than a linear classifier in $\mathbb{R}^2$ based on number of neighbors and non-neighbors of edges.

- (Convergence time). Give an upper bound on the number of iterations taken for a two-parameter Little-Hopfield network to converge to any of its stable states.

- (Prove Conjecture 6.14). Characterize all the other stable states of a two-parameter Little-Hopfield network.

---

2 The term “local” here refers to the fact that an update (6.1) to a neuron only requires the feed-forward inputs from its neighbors.
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