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Abstract

Human Exposure to Urban Vehicle Emissions

by

Joshua Schulz Apte

Doctor of Philosophy in Energy and Resources

University of California, Berkeley

Professor William W Nazaroff, Chair

This dissertation investigates human exposure to vehicular air pollutant emissions in urban areas. Since resources for protecting human health from the adverse consequences of inadvertent environmental releases are constrained, it is often desirable to identify sources and settings in which emissions controls could lead to especially high human health benefits per unit effort. The three measurement and modeling studies that comprise this dissertation aim to contribute towards this goal by advancing a mechanistic understanding of the relationship between urban vehicle emissions and subsequent human exposures. Two key themes that permeate these investigations include the exposure consequences of vehicle emissions in low-income settings such as developing world cities, and the role of dynamic processes in influencing the emissions-to-exposure relationship for urban air pollutant sources. Chapter 1 introduces each of the dissertation chapters and provides context and background related to the broader themes motivating the investigation.

In Chapter 2, I report on exposures to particulate matter (PM) in the megacity of New Delhi, India. Previous work has identified New Delhi as a hotspot for ambient PM pollution. To investigate the degree to which in-vehicle exposures can be represented by ambient fixed-site measurements in New Delhi, I undertook a multi-month field campaign in 2010. In-vehicle measurements focused on concentrations of fine particulate matter (PM$_{2.5}$), black carbon (BC) and ultrafine particles (UFP, measured by particle number count, PN) inside the cabins of auto-rickshaws, a common type of unenclosed vehicle in South Asia. Supplemental measurements considered PM levels inside conventional (enclosed) automobiles. Contemporaneously with the in-vehicle measurements, I conducted routine ambient monitoring of PM$_{2.5}$, BC and PN at a rooftop fixed site.

In-vehicle particle concentrations measured during this field campaign were substantially elevated relative to the levels recorded at the ambient monitoring site. Geometric mean concentrations inside the auto-rickshaw, averaged over ~160 h of 1 Hz data, were 190 µg m$^{-3}$ PM$_{2.5}$, 42 µg m$^{-3}$ BC, and $280 \times 10^3$ particles cm$^{-3}$. These concentrations rank among the highest levels ever reported for routine transportation microenvironments. Short-duration peak concentrations (averaging time: 10 s), attributable to exhaust plumes of nearby vehicles, were greater than 300 µg m$^{-3}$ for PM$_{2.5}$, 85 µg m$^{-3}$ for BC, and $650 \times 10^3$ particles cm$^{-3}$ for PN. In-vehicle PM$_{2.5}$ levels were 1.5× higher than the high ambient PM$_{2.5}$ concentrations (geometric
mean: 120 µg m\(^{-3}\)) in Delhi. In-vehicle BC and PN levels were more substantially elevated above background levels (respectively 3.6× and 8.4×). The especially high degree of elevation for PN suggests that in-vehicle exposures might account for a large fraction of daily PN exposure for auto-rickshaw users. The in-vehicle amplification for PN is likely attributable to proximity to a major PN source (traffic emissions) as well as dynamic loss processes such as coagulation that may remove UFP from ambient air.

A small subset of measurements collected inside conventional cars with open windows resulted in similar mean concentrations to contemporaneous measurements inside auto-rickshaws. In contrast, concentrations were somewhat lower inside automobiles with air conditioning, likely owing to dynamic in-vehicle particle removal mechanisms. Overall, this investigation concludes that in-vehicle exposures in New Delhi substantially exceed the high ambient background concentrations recorded at fixed sites.

Chapter 3 presents a global analysis of the population exposure implications of urban vehicle emissions using the intake fraction (\(iF\)) metric. Intake fraction is a dimensionless parameter that represents the fraction of a source’s emissions that are ultimately inhaled by all exposed individuals. In this chapter, I develop and apply a model to estimate \(iF\) for spatially distributed, ground-level emissions (e.g., from vehicles) in 3646 worldwide urban areas, each with year-2000 population > 100,000. This large dataset of cities accounts for ~ 2.0 billion people, roughly ~70% of the year-2000 urban population. The investigation develops the first-ever \(iF\) estimates for urban emissions in many regions outside of North America and Europe, including for numerous megacities for which \(iF\) data did not previously exist.

In particular, Chapter 3 considers the intraurban \(iF\) for each of the cities in this dataset, which accounts for the inhalation exposure to an urban area’s emissions that occurs within that same city. Base-case model runs consider an archetypal primary, conserved, non-reactive pollutant. Sensitivity scenarios consider primary pollutants with first-order decay. These broad classifications are representative of many health-relevant pollutants emitted by vehicles and other urban sources. Moreover, they provide a point of comparison for understanding the exposure implications of non-conserved and secondary pollutants, which are explored in more detail in Chapter 4.

For conserved primary pollutants, population-weighted median, mean, and interquartile range \(iF\) values are 26, 39, and 14 - 52 ppm, respectively, where 1 ppm signifies 1 g inhaled per tonne emitted. The global mean urban \(iF\) determined here is roughly twice as large as previous estimates for cities in the United States and Europe, owing primarily to the inclusion of cities with higher \(iF\) located outside of these two regions. Intake fractions vary among cities owing to differences in population size, population density, and meteorology. Sorting by size, population-weighted mean \(iF\) values are 65, 35, and 15 ppm, respectively, for cities with populations larger than 3 million, 0.6 – 3 million, and 0.1 – 0.6 million. For the 20 worldwide megacities in the dataset, the population-weighted mean intraurban \(iF\) is 83 ppm. Overall, mean \(iF\) values are greatest in Asia and lowest in land-rich high-income regions, owing primarily to differing patterns in urban form between these two regions. Among the 10 countries with the largest urban populations, population-weighted mean intraurban \(iF\) varies by a factor of 3. Intake fraction results for individual cities are predicted well by a parsimonious regression model that incorporates metrics of urban land area, population density, and meteorology.
Chapter 4 extends the concept of intake fraction to incorporate semivolatile organic emissions. The analysis emphasizes the consequences of these emissions for population exposure to organic particulate matter, which is a major constituent in both vehicle exhaust and ambient urban air. Organic aerosols (OA) blur traditional notions of primary and secondary pollutants owing to dynamic exchange of material between the vapor and particle phases. Dilution of fresh organic PM emissions (primary organic aerosol, POA) with ambient air typically causes a profound shift of material from particle to vapor phase. Relatively more volatile vapor-phase material is then “aged” into lower-volatility products over its residence time in a regional airshed via oxidation reactions initiated by photochemically produced radicals (e.g., the hydroxyl radical OH). In turn, these lower volatility products oxidized from evaporated emissions then condense to form quasi-secondary particles that make up the so-called oxidized primary organic aerosol (OPOA).

In this analysis, I update the definition of intake fraction to accommodate the cumulative contributions of population exposure to primary and quasi-secondary organic particles (i.e., POA and OPOA) as well as vapor-phase material to the overall intake fraction for semivolatile organic emissions. As in Chapter 3, the primary emphasis of the analysis is on vehicles and other urban, ground level emissions sources. Because photochemical aging at the regional scale is the major mechanism for converting evaporated POA material into OPOA, I develop and employ a nested multi-compartment mechanistic model to consider exposures at the urban, periurban and regional scales with a 400-km domain. Base-case model simulations consider an archetypal medium-sized US city (population 1.5 M); alternative cases include a model of \( iF \) for a global megacity (population 12 M). Key transformation processes for semivolatile emissions (e.g., dilution, partitioning, aging) are represented using the Volatility Basis Set (VBS) framework. A major goal of the modeling exercise is to contrast the magnitude and spatial distribution of \( iF \) for semivolatile organic emissions with patterns in \( iF \) for nonreactive pollutants.

For urban emissions of non-reactive particles, ~75% of domain-wide population intake occurs in the same urban compartment as emissions. In contrast, for semivolatile emissions, spatial patterns and gas-particle partitioning of intake depend substantially on emissions volatility. Low volatility organic emissions in urban areas produce predominantly intraurban, particle-phase exposures (similar to inert pollutants). As volatility of material emitted in urban areas increases, three key trends emerge that reduce particle-phase \( iF \): (1) the overall proportion of population exposure that takes place in the particle phase decreases and the proportion of exposure in the gas phase increases, (2) photochemically aged material (OPOA) accounts for a larger fraction of particle-phase population intake, and (3) regional-scale exposures account for the predominant fraction of organic aerosol exposure attributable to urban precursor emissions.

Since higher volatility compounds account for a large fraction of motor vehicle emissions, the overall \( iF \) for organic particles attributable to urban semivolatile organic emissions is lower than for inert pollutants. For example, for the default emissions volatility distribution and considering the base-case model, the particle- and vapor-phase intake fractions for semivolatile emissions are respectively 3.1 ppm and 12.5 ppm. Thus, exposure to organic particle-phase material accounts for only ~20% of the population intake of all semivolatile organic emissions. For comparison, the \( iF \) for primary, non-reactive, conserved pollutants is substantially higher (\( iF \) ~ 16.9 ppm) and is only modestly attenuated for inert particles that are subject to loss via dry deposition (\( iF \) ~ 12.9 ppm).
The dissertation concludes with a summary and synthesis chapter (Chapter 5), which explores policy implications and provides recommendations for future research.
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Chapter 1: Introduction

1.1 Context: Cities, urbanization, and motorization

This dissertation investigates practical and theoretical aspects of human exposure to vehicle air pollution in urban areas. In this chapter, I introduce the motivation and background for my research and summarize key themes and ideas that are explored in detail in subsequent chapters.

When I began my research for this dissertation in 2008, the size of the world’s urban population had grown larger than that of the rural population for the first time in recorded history. In 1950, less than 30% of the world’s population lived in cities. Under current forecasts, the world’s cities will account for more than two-thirds of the human population by the year 2050 (United Nations, 2012). Urbanization will exceed total population growth. According to United Nations (UN) forecasts, roughly 2.7 billion more people will live in the cities of 2050 compared to the cities of 2010, while the world’s total population will grow by only 2.4 billion people. The vast majority of this increase in the world’s urban population will take place in the so-called economically developing world, especially in Africa (+860 million people) and in Asia (+1.5 billion people) (United Nations, 2012). The opportunities and challenges created by this urbanization will shape the lives of current generations, and perhaps the lives of many generations to come.

The activity that takes place in cities has outsized importance for the world’s economy and environment. A disproportionate fraction of worldwide energy use is dedicated to satisfying the consumption and production demands of urban areas (Satterthwaite, 2008). In this dissertation, I focus on major urban energy end use, transportation, which accounts for a large (~25%) and growing fraction of primary energy consumption. As incomes rise, personal car ownership is increasing rapidly in many regions of the world (“motorization”). This expansion of private mobility brings newfound freedoms and economic opportunities, yet also imposes important societal externalities, such as injuries, congestion, and pollution (Gakenheimer, 1999; Pucher et al., 2005; Woodcock et al., 2009). The adverse environmental consequences of vehicle emissions span a broad range of spatial scales. For example, the exhaust emissions of an urban vehicle may influence population air pollutant exposures over spatial scales as short as 1 m and as long as 1000 km. The CO$_2$ contained in vehicle exhaust will mix thoroughly throughout the global atmosphere over its long atmospheric lifetime, thereby affecting the energy balance of the entire planet. While my interest in transportation systems is motivated in part by their global environmental impacts, I emphasize here the local and regional aspects of population air pollution exposure from urban vehicles.

It is instructive to remember that cities are mere specks on our landscape when viewed from above. As sensed by satellites from space, cities account for < 0.5% of the earth’s land area (Schneider et al., 2009). The world’s current urban population of ~3.6 billion people inhabits a land area of approximately 700,000 km$^2$, roughly equivalent to the area of France. The ratio of these two statistics implies a worldwide mean urban population density of ~ 5000 km$^{-2}$. Globally, urban population density varies substantially among world regions. Cities in high-income, land-rich countries (e.g., the USA) tend to be less dense than the global mean, while cities in many lower-income countries are substantially denser than the global mean.
Human air pollution exposure to mobile-source emissions has a complex relationship with urban population density (Marshall et al., 2005). On one hand, the urban form of dense cities offers the potential for lower per-capita emissions from transportation by reducing the demand for private mobility. On the other hand, populations in dense cities are exposed to pollution in close proximity and at lower levels of dilution. Issues of dilution and proximity are of central importance to this dissertation. I devote special attention to the conditions in developing world megacities, where the confluence of high-emitting vehicles with high urban population density results in very high air pollutant concentrations and exposures. The air quality challenges of megacities – the ~20-30 worldwide cities with more than 10 million inhabitants (Forstall et al., 2009) – are a well-acknowledged extreme case of the confluence of population, activity, emissions and exposure (Gurjar et al., 2010; Gurjar and Lelieveld, 2005; Mage et al., 1996; Molina and Molina, 2004). In many developing world cities, the effects of increasing private mobility can quickly outpace improvements in vehicle fleet emission factors (e.g., as has been the case in New Delhi) (Kumar et al., 2013). Moreover, if current population growth trends hold, the number of worldwide megacity inhabitants (currently over 300 million) seems likely to increase, especially as other large fast-growing cities graduate into the “megacity” category. In short, the air quality challenges of the world’s large cities will require substantial attention from engineers and policymakers for the foreseeable future.

1.2 Health effects of air pollution exposure

Air pollution is a major risk factor for ill health and premature mortality. For example, a systematic comparative risk assessment for the Global Burden of Disease project estimated that outdoor air pollution, as represented by ambient fine particulate matter (PM$_{2.5}$) exposure, was associated with ~3.2 million worldwide premature deaths in 2010 (Lim et al., 2012; Lozano et al., 2012). For comparison, HIV-AIDS and malaria were estimated to result in respectively ~1.5 million and ~1.2 million premature deaths in 2010 (Lim et al., 2012; Lozano et al., 2012). In short, air pollution represents a health hazard that is of comparable magnitude to other widely acknowledged global health risks.

Epidemiological studies form the basis for quantifying the population-level health risks of urban air pollution. While air pollution epidemiology has made great strides in the past decades, elucidating the health effects of urban air pollution is inherently fraught with challenge. The air that we breathe contains a multitude of compounds with plausible or identified adverse health effects. Concentrations often result from the emissions of multiple sources, as well as from the contributions of secondary formation processes. Owing to meteorology and common sources, the levels of multiple pollutants frequently vary collinearly in space and time, making it difficult to disentangle the adverse effect of one contaminant from another. Spatiotemporal variation in pollutant concentrations poses additional challenges. Concentrations measured at ambient fixed-site monitors are a widely available and commonly employed exposure metric. However, unlike fixed-site monitors, people move around their cities. As a metric of personal exposure, ambient concentrations are neither precise nor accurate. The exposure misclassification introduced by ambient monitors remains a major limitation to more precise elucidation of air pollution’s health effects.

It is a testament to the skill and persistence of the epidemiological community that the evidence for air pollution’s health effects is remarkably robust and consistent in spite of these myriad technical challenges. Among the major outdoor air pollutants with well-identified health
effects, fine particulate matter (PM$_{2.5}$) stands out as a pollutant with especially large population-level impacts. Epidemiological evidence links PM$_{2.5}$ exposure to elevated risks for several acute and chronic health outcomes, including respiratory disease, cardiovascular disease and premature mortality (Pope and Dockery, 2006; Brook et al., 2010). PM$_{2.5}$ is a ubiquitous urban pollutant, with major primary contributions from traffic, industry and power generation, as well as regional photochemical production from gaseous precursors. Long-term average PM$_{2.5}$ concentrations in US cities have improved over the past decades, such that the annual average PM$_{2.5}$ concentration among all ambient monitors in the US (predominantly urban sites; mean of all stations ~ 11-12 µg m$^{-3}$) nearly meets the World Health Organization annual air quality guideline of 10 µg m$^{-3}$ (Blanchard et al., 2011; US EPA, 2008; Schichtel et al., 2001). However, a large fraction of the world’s population resides in areas with substantially higher PM$_{2.5}$ concentrations, including more than 500 million people who live in cities with annual-average concentrations exceeding 70 µg m$^{-3}$ (Brauer et al., 2012). Chapter 2 of this dissertation reports in detail on particle concentrations in New Delhi, one of the most polluted major cities in the world. While not the object of investigation here, extremes at the other (cleanest) end of the concentration spectrum also provide valuable information about the presence or absence of thresholds in the dose-response relationship for ambient air pollution. Emerging epidemiological evidence suggests sizeable long-term health effects of PM$_{2.5}$ even in some of the cleanest regions of the world (Crouse et al., 2012).

The acute health effects of PM$_{2.5}$ are widely documented by so-called “time-series” studies, in which transient increases in mortality are associated with individual air pollution episodes (Health Effects Institute, 2010a; Künzli et al., 2001; Pope and Dockery, 2006). While elegant, this type of study design is typically unable to detect the long-term development and progression of chronic disease that is thought to represent a major portion of air pollution’s health effects (Künzli et al., 2001; Pope and Dockery, 2006). Indeed, long-term (i.e., multi-year to multi-decade) cohort studies typically report order-of-magnitude greater risks for chronic PM$_{2.5}$ exposures compared to short-term exposures (Dockery et al., 1993; Krewski et al., 2009; Künzli et al., 2001; Pope and Dockery, 2006). While such studies represent the gold standard for outdoor air pollution epidemiology in many regards, they are especially challenging to execute. The most ambitious such studies follow the survival of hundreds of thousands of individuals in dozens of cities for over a decade. Given the large cost associated with studies of this magnitude, these investigations have primarily been conducted in higher-income regions of the world.

The lack of epidemiological data from high-pollution, low-income portions of the world remains a major gap in the current state of knowledge about urban air pollution’s health effects. A further limitation relates to the spatial scale of exposure assessment. Many cohort studies rely on a small number of urban-ambient concentration monitors to represent the exposures of thousands or tens of thousands of subjects. For pollution sources with pronounced spatial variability in exposure—such as traffic air pollution—coarse-scale exposure assessment techniques typically result in an underestimate of the true risk. Because of this exposure misclassification, risk estimates frequently increase when cohort studies are able to take advantage of more fine-scale exposure data (Jerrett et al., 2005). This dissertation aims to contribute towards a broad effort to better understand air pollution exposure at multiple spatial scales.

Several lines of evidence suggest that local-scale exposures to traffic air pollution pose health hazards in excess of what may be inferred from ambient air quality monitoring. Research from
around the world indicates that particle and gas-phase pollutant concentrations in transportation
microenvironments – on and near roadways and inside vehicles – often exceed nearby ambient
levels. Therefore, exposures of people while in transit and for those who live or work near
roadways may not be well characterized by conventional air quality monitoring stations (Kaur et
al., 2007). Several studies have found that residential proximity to roadways is associated with
increased risk of premature mortality and other chronic health effects (Health Effects Institute,
2010b; Hoek et al., 2002). Short-term exposure to elevated in-vehicle particle concentrations has
been associated with subclinical cardiovascular effects in healthy populations (Jacobs et al.,
2010; Riediker et al., 2004), and may serve as a trigger of acute health effects such as myocardial
infarction for susceptible individuals (Peters et al., 2004). Many other constituents of vehicle
exhaust have well-identified adverse health effects. Black carbon – a product of incomplete
combustion and a component of PM$_{2.5}$ – is associated with human carcinogens such as diesel
exhaust (IARC, 1989; Benbrahim-Tallaa et al., 2012) and polycyclic aromatic hydrocarbons
(IARC, 1983). Ultrafine particles (UFP; diameter < 0.1 µm) are abundant in vehicle exhaust
(Kittelson, 1998) and represent an emerging public health concern (Sioutas et al., 2005;
Oberdörster, 2001; Delfino et al., 2005). While this dissertation emphasizes human exposure to
particle pollution from traffic, exposure to gas-phase pollutants also pose health risks. Examples
of primary gas-phase pollutants that are especially elevated near roadways include CO, NO, NO$_2$
and benzene (Karner et al., 2010).

1.3 Air pollutant dynamics

It might seem self-evident that concentrations of vehicle-emitted pollutants are elevated to
proximity to roadways. However, it is worthwhile to reflect on the processes and phenomena that
govern human exposure to urban vehicle emissions. In this dissertation, I distinguish between
two broad classes of pollutants based on the degree of physical and chemical processing that they
experience over the transport timescales that govern human exposure to vehicle emissions. On
one hand, more stable species (e.g., CO, CO$_2$) behave in an effectively conserved fashion. For
conserved pollutants, advection is the dominant removal and dilution mechanism at the local,
urban, and regional scales. On the other hand are so-called “dynamic” pollutants, which are
removed or transformed rapidly relative to the timescales relevant for transport and human
exposure. The physicochemical processes that transform or remove dynamic pollutants include
phase change (i.e., evaporation and condensation), chemical reactions (e.g., oxidation or acid-
base chemistry), and flux to surfaces (e.g., inertial impaction, gravitational settling, and diffusive
mass transport). Because dynamic processes speed the rate of removal or transformation,
dynamic pollutants tend to be depleted in more aged masses (Bhangar, 2010). Conversely,
relative to ambient concentrations, concentrations of untransformed dynamic pollutants tend to
be more sharply elevated in near-source region, such as on roadways. Accordingly, ambient air
quality monitors are likely to be particularly inadequate for characterizing population exposures
to urban emissions of dynamic pollutants. Mechanistic models that account for the behavior of
dynamic pollutants can provide information about human exposures that occur under non-
ambient conditions.

In this dissertation, I explicitly consider two pollutants that have important exposure-relevant
dynamic behavior: ultrafine particles and semivolatile organic compounds. In the immediate
near-source region, ultrafine particle size distributions evolve rapidly owing to a complex
exchange of material between the gas and particle phase. Fresh ultrafine particles are nucleated
from semivolatile gas-phase material, while existing particles may grow in size owing to condensation of gas material onto existing particle surfaces, or conversely shrink via evaporation if below a critical diameter (Ketzel and Berkowicz, 2004; Zhang and Wexler, 2004; Zhang et al., 2004). Particle size distributions in on-road microenvironments are typically enriched in nucleation mode particles (count median diameter \( \sim 10-20 \) nm). Mixing, evaporation, condensation, coagulation, and deposition cause sharp shifts in the particle size distribution over the 100-500m required to reach conditions more typical of urban background levels (Ketzel and Berkowicz, 2004; Kumar et al., 2011; Zhang et al., 2004; Zhu et al., 2002). Compared to on-road conditions, particle size distributions in the urban background are depleted in ultrafine particles in general; the nucleation mode typical of fresh emissions is much less prominent in ambient air. Over longer timescales, vehicle emissions of organic particulate matter also experience substantial dynamic evolution. Since the organic particle constituents of vehicle exhaust are semivolatile, a substantial fraction of material that is present in the particle phase in concentrated exhaust plumes will evaporate into the gas phase under ambient conditions. Over the hours and days that follow emissions, photochemically initiated oxidation processes substantially reduce the volatility of evaporated primary material, leading to regional formation of secondary organic aerosol. Thus, dynamic processes cause aged air masses to be relatively depleted in primary emissions, but relatively enriched in secondary material.

1.4 Conceptual framework and dissertation outline

Because active remediation of outdoor air pollution is typically infeasible, efforts to improve air quality typically focus on reducing emissions. Air quality management includes deciding which sources to control and by how much. In classic environmental economics, a socially optimal control strategy is one that maximizes societal benefit at minimal cost. In real-world decision-making, policies are rarely optimal and not always rational. Nevertheless, given constrained resources for environmental protection, it is generally desirable to minimize the cost of reaching a given environmental health target (Cass and McRae, 1981) subject to consideration of other social values such as equity and justice. Therefore, it can be useful to prioritize control options on the basis of environmental health benefit achieved per unit cost of control.

It is generally infeasible to directly and prospectively infer the health benefits of a given air pollution control strategy. Useful proxy metrics are therefore required for policy making. Because different emissions sources differ greatly in their ability to cause human exposure, the mass emissions rate is generally a poor proxy for health effects (Roumasset and Smith, 1990; Smith, 1993; Marshall, 2005). Similarly, ambient concentrations are an inadequate proxy for emissions sources that cause appreciable population exposures at spatial scales that are much smaller than the urban-ambient length scale. The magnitude of this error is especially large for exposures that take place in the immediate proximity of an emissions source. It is likely that ambient concentrations underrepresent the contribution of urban vehicle emissions to near-source exposures. In Chapter 2, I investigate this hypothesis in detail using field measurements of in-vehicle exposures and ambient concentrations in New Delhi, India.

The inhalation intake rate – the product of breathing rate and exposure concentration – may be a more precise exposure metric than emissions or ambient concentrations (Evans et al., 2002; Marshall, 2005). The potential of emissions from a given source to result in population inhalation intakes is summarized by the intake fraction \((iF)\) metric (Bennett et al., 2002). The intake fraction is a dimensionless ratio that quantifies the total fraction of emissions from a given
source or source category that is ultimately inhaled by an exposed population. Intake fraction information facilitates comparisons among source categories and exposure settings. For example, consider two major regulated source categories from the US: mobile sources (vehicles) and point sources (central power stations). Prior research indicates that ground-level urban vehicle emissions in the US have an iF that is roughly 10-20× greater than that of tall-stack central-station power plants, which tend to be located primarily outside of urban areas (Marshall, 2005; Heath et al., 2006). Accordingly, the control of a fixed unit of emissions from urban vehicle tailpipes may yield much greater intake reduction than the same quantity of emissions abatement from power plant stacks (Smith, 2002). If costs of control were similar for these two source categories, and if aggregate health damages scale proportionally to population intakes, then a given level of environmental health benefit could be achieved at much lower cost by controlling vehicle emissions. Further applications of the iF metric include cost-benefit and cost-effectiveness analyses, investigations of environmental equity, health risk assessment, and other studies that estimate the exposure consequences of emissions (Humbert et al., 2011; Lai et al., 2000; Rosenbaum et al., 2007).

This dissertation substantially addresses key data gaps related to the intake fraction of urban vehicle emissions in Chapters 3 and 4. In Chapter 3, I report new model estimates of the intraurban intake fraction of vehicle emissions of conserved, non-reactive pollutants in 3,646 worldwide urban areas with ~2 billion residents located on 6 continents. This analysis provides insight into the effects that global variation in meteorology and urban form has on the intake fraction of urban vehicle emissions. In Chapter 4, I develop and apply a model to investigate the iF of semivolatile organic emissions, which are an important reactive and non-conserved constituent of vehicle exhaust that make major contributions to near-source, urban-, and regional-scale PM$_{2.5}$ exposures.

It is worthwhile to briefly compare and contrast key aspects of the three investigations that comprise the core of this dissertation. A desire to better understand the exposure implications of urban vehicle emissions serves as the launching point for the dissertation, with the spatial scale of analysis radiating outward in each subsequent analysis. In Chapter 2, I focus on exposure conditions in a very near source region, namely the in-vehicle and on-road microenvironment in New Delhi. In Chapter 3, I consider urban-scale exposures on a global basis. In Chapter 4, I investigate exposures contributions at the intraurban, periurban, and regional scales. In consideration of the important role that particles have for health effects, Chapters 2 and 4 devote major emphasis to particle exposures attributable to urban vehicle emissions. Whereas Chapter 3 chiefly considers primary, non-reactive pollutants, Chapters 2 and 4 also aim to elucidate the role that dynamic processes play in influencing exposures. Finally, an interest in the environmental health consequences of urban motor vehicle emissions in low-income countries permeates all three investigations.

The modeling, data analysis, and measurement techniques that I employ here are drawn chiefly from the discipline of air quality engineering. The character of this dissertation is primarily analytical and deductive: the investigations contained herein aim to advance a mechanistic understanding of human exposure to urban vehicle emissions. However, my engagement with this topic owes a sizeable debt to many other domains of inquiry, especially environmental health, urban planning, and energy analysis. In keeping with the more prescriptive or even activist nature of these other intellectual traditions, I also seek to identify possible routes
for policy interventions to advance a more environmental sustainable and health-protective future.
1.5 References


Chapter 2: Concentrations of fine, ultrafine, and black carbon particles in auto-rickshaws in New Delhi, India

2.1. Introduction

New Delhi, India, is among the ten largest metropolitan areas worldwide, with an estimated year-2003 population of 18.6 million people (Forstall et al., 2009). Particulate air pollution has been a longstanding problem in Delhi. Ambient concentrations of PM$_{2.5}$ and PM$_{10}$ (mass concentrations of airborne particles with aerodynamic diameters, $d_p$, less than 2.5 and 10 µm, respectively) are regularly among the highest in the world and frequently an order of magnitude larger than in US cities (Mage et al., 1996; Gurjar et al., 2008; Tiwari et al., 2013). Air quality management efforts in Delhi devote special attention to vehicle emissions. Many private and public transit vehicles have been converted to operate using compressed natural gas (CNG) fuel, and two-stroke vehicles are being phased out of use (Reynolds and Kandlikar, 2008). However, owing to rapid increases in private motor vehicle use, the Delhi transportation sector remains a large and growing source of air pollution in that metropolis (Narain et al., 2010).

In-vehicle and near-roadway air pollution exposures pose a potentially important health hazard amplification that is not captured by traditional ambient pollution monitoring systems (Jacobs et al., 2010; Kaur et al., 2007; Peters et al., 2004; Riediker et al., 2004; Boogaard et al., 2010). Relatively few studies have investigated in-traffic exposures to particulate air pollution in developing-world megacities (Han and Naeher, 2006). Such exposures are of concern owing to high-emitting vehicle fleets, rapid increases in vehicle use, and long exposure durations in and near traffic. For example, a 1997 study in Delhi reported that concentrations of PM$_{5.0}$ and CO inside vehicles exceeded the high urban background concentrations by 1.5-10×, depending on vehicle type (Saksena et al., 2007).

In view of the limited data on this important air quality issue, I undertook an investigation of the ambient and in-vehicle concentrations in New Delhi of three constituents of vehicle exhaust: fine particles (PM$_{2.5}$), black carbon (BC), and ultrafine particle number (PN). To my knowledge, the research reported here constitutes the first published study that characterizes in-vehicle exposure concentrations to BC and PN on the Indian subcontinent. In addition, the measurements presented here apparently represent one of the largest datasets for real-time, in-vehicle particle concentrations sampled anywhere.

2.2. Materials and methods

2.2.1 Site description and experimental design

New Delhi is India’s capital and one of the country’s more affluent cities. The region experiences cool winters (Dec – Jan); a brief, transitional spring (Feb – Mar); hot and dry summers (Apr – Jun); a hot and humid monsoon season (Jul - Sep); and a warm and dry post-
monsoon season (Oct – Nov). This study, conducted from February 2010 through May 2010, spans the early spring through mid-summer period in Delhi. In this study, in-vehicle concentration measurements were collected primarily inside auto-rickshaws, a semi-enclosed, three-wheeled vehicle that offers little evident protection from exhaust plumes in outside air. Auto-rickshaws are ubiquitous in many South Asian cities, serving a function similar to a conventional taxi but at lower fares (Tiwari, 2003; Harding and Hussein, 2010). The ~55,000 auto-rickshaws in New Delhi, comprising ~1% of the vehicle fleet, handle ~4% of non-pedestrian person-trips. For comparison, there were ~5 million registered private vehicles in Delhi in 2008 (Harding and Hussein, 2010; Narain et al., 2010). During measurement sessions, nearby traffic consisted of motorcycles, auto-rickshaws, light-duty passenger vehicles (LDV), three-wheeled cargo vehicles, small trucks, and buses. The most common fuels in use were gasoline, diesel, and CNG. Heavy-duty trucks are prohibited from being driven in Delhi during daytime hours (6:00 – 21:00). Diesel-fueled cars comprise a substantial – although not dominant – fraction of the Delhi LDV fleet (Harding and Hussein, 2010).

In-vehicle measurements

I measured in-vehicle concentrations on 40 weekdays (total sampling time ~180 h) during February 22 to May 26, 2010. Auto-rickshaw measurements (31 days, 62 trips, 160 h) were primarily conducted inside a single Bajaj model RE-4S TSR vehicle, the most common model in Delhi (Harding and Hussein, 2010). This open-sided vehicle holds 1-4 occupants in an interior volume of ~1 m$^3$, has a maximum speed of 50-60 km h$^{-1}$, and is powered by a 300 cm$^3$ displacement, 5-6 kW four-stroke compressed natural gas (CNG) engine. Instruments were carried inside the vehicle in a padded backpack designed to limit instrument tilt and vibration. Sampling lines for all instruments were situated to measure at a typical breathing height for a passenger in the center of the rear passenger seat. Supplemental experiments suggest that self-pollution from the auto-rickshaw's own exhaust did not make a substantial contribution to in-vehicle concentrations either while stopped or when traveling (See section on self-pollution below). Drivers and research staff were nonsmokers.

I selected the sampling route (one-way length: 19.5 km, Figure 2-1) to reflect the range of traffic conditions typical of south and central Delhi. The route connects an upper-income neighborhood, Chittaranjan Park (CRP), with a central commercial district, Connaught Place (CP). The route passes through residential, commercial, and office districts and incorporates several road types, including narrow residential streets, 2-4 lane arterial roads with traffic signals, and 6-8 lane arterial roads with flyover intersections. The route was driven round-trip twice per sampling day: once during morning (08:30-11:30) and once during evening commute times (17:45-20:45; total travel: 78 km d$^{-1}$). Field staff stopped midway through the route to measure ambient pollutant concentrations for 30 min inside a large urban park (see next section). Drivers were instructed to drive as they normally would, which in Delhi involves frequently changing lanes to avoid stopped vehicles and to reach the front of the queue at signals. As is typical of many Indian cities, traffic speeds were low. The median trip-integrated arithmetic mean speed was 18 km h$^{-1}$ (10% trimmed range: 15-20 km h$^{-1}$). In the final sampling month (May 2010, 9 trips), the route was shortened by 2 km (~5%) owing to terrorism concerns at CP; overall traffic speeds and trip duration remained similar for the shortened route.
In addition to the primary sampling program, I explored variability in exposure concentrations with vehicle type and ventilation setting, as follows. Concentrations were measured in the driver's side rear seat of a common car model (Tata Indica) on 15 trips on the same route and times-of-day, May 17 to 26. I configured the car either with open windows (5 trips) or with minimal air intake (10 trips). During open-window (OW) trips, windows were lowered halfway and the ventilation system was off. During trips with minimal air intake (RC), windows were closed, air conditioning was active, and the ventilation system was set to recirculate air at medium fan speed.

**Ambient air quality monitoring: Chittaranjan Park (CRP) and Lodhi Garden (LG)**

This study incorporated routine ambient air measurements in the Chittaranjan Park (CRP) neighborhood and inside Lodhi Garden (LG) park. The start of the sampling route was located at CRP, in south Delhi. Air-quality monitoring was performed continuously at this location. Like other affluent neighborhoods in Delhi, CRP (area, $A = 1.1$ km$^2$, population density = 16,000 people km$^{-2}$) contains 3-5 story residential buildings and dense shade tree cover; vehicle traffic is largely restricted to a few main roads. Monitoring was conducted on a building rooftop (height 13 m) situated 200-250 m from the nearest roadway with continuous vehicle flow, and 1000 m from the nearest major arterial roadway. Instruments were housed in a 1-m$^3$ sampling enclosure with 24-h power supply via electricity with battery backup. Local sources of air pollution were only observed occasionally and included vehicle traffic, wood and leaf combustion for heating and cooking outdoors (e.g., by security guards), trash burning, and construction activity.

Measurements at LG ($A = 0.3$ km$^2$) occurred during a 15-20 min period midway through each morning and evening mobile monitoring session. There were no evident major emissions sources in the park and the sampling location (~1 m above ground) was more than 230 m from the nearest roadway.

**Self-pollution**

Concentrations inside the auto-rickshaw have the potential to be meaningfully influenced by entrainment of the auto-rickshaw’s own exhaust into the passenger compartment (self-pollution). In order to determine whether self-pollution made a substantial contribution to in-vehicle concentrations, I conducted the following experiment. The test consisted of repeatedly driving around a 600 m single-lane loop that formed the perimeter of a forested park near the CRP site. In-vehicle sampling was conducted on a weekend morning to minimize encounters with other vehicles. The test auto-rickshaw was fitted with a vibration transducer (Onset Corporation, Bourne, MA) to record engine on/off status. At the start of each circuit around the park, the auto-rickshaw paused with engine running for 1-2 min. After completing the loop (average speed: 14 km h$^{-1}$, maximum speed 18 km h$^{-1}$), the vehicle’s engine was shut off immediately, and remained off for 1-2 min. This protocol (engine start, 1-2 min idle, drive loop, engine off 1-2 min) was repeated a total of 5 times. During the test, I continuously measured PM$_{2.5}$, BC, and PN; BC measurements were discarded due to instrument malfunction. Mean wind speed at CRP was 1.6 m s$^{-1}$ during the test. The results of this experiment, described in detail in in §2.3.1, indicated that self-pollution was not a major contributor to in-vehicle concentrations.
2.2.2 Instrumentation

*Meteorological parameters*

I employed a weather station (Model PWS-1000TD, Zephyr Instruments, East Granby, CT) to record meteorological parameters at CRP. The instrument was situated 2 m above roof height (15 m above ground level). Temperature \( T \), relative humidity \( RH \), wind speed \( WS \) and direction, and precipitation were logged at 5-min intervals over the entire study duration (14 weeks). The study was conducted between early spring (February, mean daily temperature range 16-27 °C) and peak summer (April – May, 30-44 °C). The interquartile range (IQR) wind speed was 0.7-1.3 m s\(^{-1}\), primarily from the NE. Little rainfall occurred during the study (< 2 cm month\(^{-1}\)). Trip-averaged meteorological data are reported in Table 2-1.

*Continuous and integrated PM\(_{2.5}\) measurements*

PM\(_{2.5}\) concentrations were measured using two DustTrak aerosol monitors (model 8520, TSI, Inc., Shoreview, MN). This instrument uses a laser photometer to determine real-time PM mass concentration based on 90° light scattering (Arku et al., 2008). Instruments were fitted with manufacturer-supplied PM\(_{2.5}\) inlet nozzles and impactors. Each day, internal pumps were adjusted to the specified 1.7 L min\(^{-1}\) flow rate. The instrument zero point was calibrated daily using an external HEPA filter. One DustTrak was continuously operated (except during maintenance) at the ambient sampling location (CRP) from February 16 to April 23. A second DustTrak was used for mobile sampling between February 16 and May 26 and for ambient measurements after April 23. A short length (< 30 cm) of conductive tubing (6 mm in diameter) was used to minimize particle loss. The DustTrak’s recording interval was 1 s at LG and in-vehicle, and 30 s at CRP.

The DustTrak's light-scattering measurement technique is subject to error because the amount of light scattered by particles depends on relative humidity and particle properties such as shape, size, and refractive index (Arku et al., 2008; Chakrabarti et al., 2004; Ramachandran et al., 2003). I applied two corrections to minimize error. First, I accounted for real-time effects of RH on instrument response using the approach of Ramachandran et al. (2003):

\[
PM_{2.5, RH-corrected} = \frac{PM_{2.5, raw}}{CF}, \quad CF = 1 + 0.25 \times \frac{RH^2}{(1 - RH)} \tag{2.1}
\]

Here, \( RH \) is the most recent 5-min average \( RH \) at CRP, expressed as a fraction of 100%. Although equation \([2.1]\) is unstable for very high relative humidity \((RH \rightarrow 1)\), the instantaneous relative humidity never exceeded 65% during measurements. The trip-averaged \( RH \) correction factor \((CF)\) was moderate during late February (mean: 1.17, maximum: 1.22) and small during other months (mean: 1.05, maximum: 1.15).

To calibrate the DustTrak optical-to-mass response for New Delhi’s aerosol, I developed a calibration relationship based on filter samples. A total of 36 gravimetric filter measurements were collected side-by-side with the DustTrak inside auto-rickshaws (16 samples) and at the Chittaranjan Park (CRP) ambient site (20 samples) between late March and early June 2010. I employed an SKC PEM PM\(_{2.5}\) impactor (MSP Corporation, Shoreview, MN) and an SKC Leland
Legacy sampling pump operating at 10 L min$^{-1}$ (SKC, Inc, Eighty Four, PA) to achieve a 2.5 µm aerodynamic diameter size cut on the sample aerosol, which was collected on a preweighed 37-mm Teflon filters held by a rigid, porous backing plate. The median air volume sampled was 1.6 m$^3$ (10% trimmed range: 0.86 – 4.3 m$^3$).

Filter samples were conditioned for 24-72 hours before each weighing using a controlled chamber equilibrated to 35-45% RH and 22-25 °C. Each filter was discharged of static electricity using a $^{210}$Po source and weighed pre- and post-sampling on a 0.1 µg precision Sartorius SE-2 Microbalance (Sartorius AG, Göttingen, Germany) at Lawrence Berkeley National Laboratory (LBNL) in Berkeley, CA, USA. A total of 18 blank filters were retained for quality control, of which 3 were stored at LBNL, 11 were taken to India and returned unhandled, and 4 handling blanks were loaded and unloaded into the filter apparatus at the CRP ambient site but without turning on the pump. Of the 36 non-blank filters sampled, four were rejected during the post-sampling weighing session owing to visible damage, such as separation of the filter medium from its support ring, thereby yielding the 32 samples employed in analysis. All blank filters recorded a loss in weight between the first and second weighing sessions (January 2010 and June 2010, respectively). To correct for this change in weight, I added the mean weight change for the handling blanks (8.5 µg) to each sample weight before calculating final gravimetric PM$_{2.5}$ concentrations.

I developed a calibration curve to represent the relationship between the gravimetric PM$_{2.5}$ concentration and the time-averaged, RH-corrected PM$_{2.5}$ concentrations reported by the colocated DustTrak. Figure 2-2 presents scatter plots of DustTrak and gravimetric PM$_{2.5}$ concentration measurements for the 32 valid sampling sessions. Exploratory data analysis revealed that simple linear regressions performed poorly in describing the relationship between DustTrak and gravimetric PM$_{2.5}$ measurements, especially at relatively low ambient concentrations for Delhi (< 75 µg m$^{-3}$). A power law regression relationship satisfactorily fit the observed data while also accommodating the zero calibration point:

$$G^* = a(D)^b$$  \[2.2\]

Here, $G^*$ is the modeled gravimetric PM$_{2.5}$ concentration (units: µg m$^{-3}$), $D$ is the RH-corrected real-time DustTrak PM$_{2.5}$ concentration, and $a$ and $b$ are empirically determined fitting parameters via linear regression of the log-transformed data points. To account for the nonlinear behavior of the power law relationship, I used an iterative fitting algorithm and obtained the following calibration relationship:

$$PM_{2.5}^{\text{gravimetric}} = 3.91 \left( PM_{2.5}^{\text{RH-corrected}} \right)^{0.706}$$  \[2.3\]

Here, $PM_{2.5}^{\text{gravimetric}}$ represents the estimated gravimetric-equivalent concentration, based on RH-corrected DustTrak measurements, and both mass concentration determinations have units of µg m$^{-3}$. Over all 60 sampling trips, the mean ratio of gravimetric-calibrated to RH-corrected PM$_{2.5}$ concentration was 0.74 for in-vehicle measurements, and 0.91 for ambient measurements. For the 32 individual filter samples, the root-mean-square error (RMSE) of the individual modeled gravimetric concentrations was 32 µg m$^{-3}$ (coefficient of variation: 23%). I estimate the mean ± 95% CI bias of the calibration relationship to be 0 ± 9.1%. This uncertainty in the calibration relationship modestly reduces the precision of estimated mean PM$_{2.5}$ concentrations.
Ratio comparisons between ambient and in-vehicle concentrations \((\gamma, \varphi, \text{ see } \S 2.3.2)\) are not affected by this uncertainty.

**Black carbon measurements**

I measured black carbon (BC) concentrations in-vehicle and at CRP using two portable aethalometers (model AE-51 “microAeth,” Magee Scientific, Berkeley, CA). These instruments report BC concentration at 1-s intervals by measuring changes in light attenuation \((\lambda = 880 \text{ nm})\) on a disposable filter through which sample air is drawn at 100 – 150 cm\(^3\) min\(^{-1}\).

Aethalometer measurements required substantial post-processing. The aethalometer frequently recorded spurious concentration “spikes” of \(\pm 200 – 2000 \mu g m^{-3}\) BC when exposed to mild mechanical shock or vibration. As controlled testing of the instrument revealed a distinctive pattern for this spurious signal, I was able to remove nearly all occurrences of these spikes by developing and applying a custom post-processing algorithm to the 1 Hz raw signal from the instrument (see Appendix A).

Previous laboratory and field experiments have revealed that the default aethalometer algorithm underestimates BC concentration as filter BC mass increases, especially when sampling highly light-absorbing particles (Jimenez et al., 2007; Kirchstetter, 2007; Kirchstetter and Novakov, 2007). I corrected for this effect using the empirical relationship of Kirchstetter and Novakov (2007), which was subsequently found in a study of heavy-duty diesel exhaust plumes (Ban-Weiss et al., 2009) to yield good agreement between thermal-optical analysis and aethalometer measurements of BC:

\[
BC = BC_o (0.88 Tr + 0.12)^{-1}
\]  

[2.4]

Here, \(BC\) is the corrected black carbon concentration, \(BC_o\) is the instrument-reported concentration, and \(Tr = \exp(-ATN / 100)\) is the aethalometer filter transmission that is calculated from the instrument-reported attenuation coefficient \((ATN)\). I applied equation [2.4] to all BC measurements. Trip-averaged correction factors \((BC/BC_o)\) for in-vehicle BC measurements were greater than those for ambient measurements (medians: 1.58 in-vehicle, 1.23 ambient) owing to the more rapid filter loading experienced in on-road sampling conditions.

**Ultrafine particle number concentration measurements**

Ultrafine particle number concentrations (PN) were measured using a portable condensation particle counter (CPC, model CPC 3007, TSI Inc., Shoreview, MN; frequency: 1 Hz). Although this instrument detects particles in the size range \(10 \text{ nm} < d_p < 1 \mu m\), PN is a reasonable proxy for UFP \((d_p < 0.1 \mu m)\) under the conditions encountered in this study. Above the manufacturer-established concentration limit of 100,000 particles cm\(^{-3}\), measurements are subject to undercounting because of particle coincidence errors (Knibbs et al., 2007; Westerdahl et al., 2005). To extend the effective maximum concentration limit of the instrument, I constructed an apparatus described by Ban-Weiss et al. (2009), which diluted the influent sample by \(\sim 5.5 \times\). The device split the sample into two unequal paths: \(\sim 15\%\) of flow passed through a 0.6 mm orifice (O’Keefe Controls, Trumbull, CT) and \(\sim 85\%\) of flow passed through a HEPA filter. The flows were rejoined before entering the instrument. To ensure stable performance of the dilution
system, I replaced the HEPA filter every 2-4 weeks and measured the dilution ratio daily. Over the life of each filter, measured dilution ratios were within 10-20% of the median value for that filter. For each filter used, I applied the median measured dilution ratio to all PN measurements made during the period of use of that filter (range: 5.39-5.95).

With the dilution system in place, concentrations still exceeded the 100,000 particles cm\(^{-3}\) threshold for 5% of measurements. I used the following equation to account for undercounting (Westerdahl et al., 2005) and dilution:

\[
PN = PN_{\text{diluted}} \times DF, \quad PN_{\text{diluted}} = \begin{cases} 38456 \exp(PN_{\text{raw}} \times 10^{-3}), & PN_{\text{raw}} > 10^5 \\ PN_{\text{raw}}, & PN_{\text{raw}} < 10^5 \end{cases}
\]  \[2.5\]

Here, all PN parameters are in units of particles cm\(^{-3}\); \(PN_{\text{raw}}\) represents instrument-measured PN; and \(DF\) is the dilution factor (whose average over all trips was ~5.5). Including this correction for readings above 100,000 particles cm\(^{-3}\) only slightly increased the overall trip average PN concentrations (median increase: 3%; 10% trimmed range: 2 – 8% increase). As only one CPC was available, ambient PN levels reported here reflect the average of three mean concentrations: at LG mid-trip and at CRP for the 30-min periods immediately preceding and following each in-vehicle sampling period.

Other measurements and protocols

I used a handheld GPS receiver (model GPSMap 60Cx, Garmin, Inc., Olathe, KS) to record position (accuracy: ± 3-5 m) and speed of the sampling vehicle at 1 Hz frequency. This GPS device was used to synchronize instrument clocks daily. During each trip, video recordings of road conditions were collected through the front window. Field staff also manually recorded visual observations of local traffic conditions, high-emitting vehicles, and prominent non-vehicular emissions (e.g., roadside trash burning). Staff checked all instruments every 15 min to ensure proper operation, and malfunctioning instruments were restarted when possible.

2.3 Quality control, data processing and analysis

Real-time measurements were downloaded, inspected, and archived immediately following each sampling session. Potential data quality issues (missing data, negative or otherwise spurious readings) were flagged for subsequent evaluation and resolution. I developed custom software written in MATLAB (Mathworks, Inc., Natick, MA) to import, synchronize, and combine datasets and to apply corrections and calibrations. I censored a small number of records owing to instrument malfunction or substantial missing data. Figure 2-3 presents illustrative data.

To ensure consistency between the paired instruments used to measure ambient and in-vehicle concentrations, I colocated both aethalometers and both DustTraks at CRP for the 30 min immediately before and after each sampling session. The DustTrak used for ambient measurements indicated a consistent bias of -7.3 ± 3.0 µg m\(^{-3}\) PM\(_{2.5}\) relative to the instrument used for in-vehicle measurements and gravimetric calibrations. To remove the mean bias, I adjusted the ambient instrument’s measurements by +7.3 µg m\(^{-3}\). Colocated measurements of BC agreed closely after applying the loading correction and spike-removing algorithm to the aethalometer data and so were not further adjusted.
For each session, microenvironment, and pollutant, I computed time-integrated arithmetic mean concentrations and concentration rank-percentiles for the 1-Hz series. When simultaneous in-vehicle and ambient measurement was not possible (PN; some days of PM$_{2.5}$ measurement), I imputed ambient levels as the arithmetic mean of the time-averaged values for the three short-duration ambient measurements: LG (mid-trip) and CRP (30 min before and after in-vehicle sampling). I validated this approach for the ~40 sessions in which simultaneous real-time ambient PM$_{2.5}$ and BC data were collected. The imputed and actual mean concentrations agree well (median bias <5%, Pearson’s $r^2$ of 0.89 for PM$_{2.5}$ and 0.85 for BC). As only a single CPC was available, it was not possible to directly validate this approach for PN. Quality control and data processing reduced the concentration datasets from $\sim 3 \times 10^6$ observations per pollutant to, respectively, 60, 47 and 50 matched pairs of arithmetic mean in-vehicle and ambient PM$_{2.5}$, BC, and PN collected on a total of 62 trips.

### 2.3. Results and discussion

#### 2.3.1 In-vehicle concentrations: Auto-rickshaws

Particle concentrations measured in auto-rickshaws were high. Trip-averaged concentrations were approximately lognormally distributed (Figure 2-4), with geometric means of 190 $\mu$g m$^{-3}$ for PM$_{2.5}$, 42 $\mu$g m$^{-3}$ for BC, and $280 \times 10^3$ particles cm$^{-3}$ for PN (Table 2-2). Concentrations were elevated in-vehicle relative to ambient measurements at CRP, which had geometric means of 130 $\mu$g m$^{-3}$ for PM$_{2.5}$, 12 $\mu$g m$^{-3}$ for BC, and $35 \times 10^3$ particles cm$^{-3}$ for PN. Over all trips, the arithmetic mean incremental in-vehicle (auto-rickshaw minus ambient) concentration was $58 \pm 8.0$ $\mu$g m$^{-3}$ for PM$_{2.5}$, $29 \pm 2.6$ $\mu$g m$^{-3}$ for BC, and $(250 \pm 20) \times 10^3$ particles cm$^{-3}$ for PN (mean ± 95% CI). For context, note that annual average PM$_{2.5}$ among all ambient monitors in the US (sites predominantly urban) was 11.5 $\mu$g m$^{-3}$ during 2006-2008 (US EPA, 2008).

There were frequent short-duration (~10 – 100 s) concentration peaks for all monitored pollutants. The 95th percentile of 10-s averaged concentrations exceeded the trip arithmetic mean concentration by $\sim 1.6 – 2.3 \times$ (Table 2-3). Video data (e.g., Figure 2-5) suggest that many transient high concentrations (PM$_{2.5} > 500$ $\mu$g m$^{-3}$, BC > 400 $\mu$g m$^{-3}$, PN > $10^6$ particles cm$^{-3}$) may be attributable to visibly high-emitting vehicles, a finding that is consistent with recent laboratory emissions tests of New Delhi auto-rickshaws linking visible plumes with high PM$_{2.5}$ emissions (Reynolds et al., 2011).

Over all trips, 1-min average concentrations of the individual pollutants were only weakly correlated with each other within individual time series: mean Pearson’s $r^2$ were 0.33, 0.10, and 0.12, respectively, for correlations of PM$_{2.5}$-BC, PM$_{2.5}$-PN, and BC-PN. Trip average in-vehicle concentrations were moderately correlated with ambient concentrations: over all trips, Pearson’s $r^2$ for contemporaneous ambient and in-vehicle arithmetic mean concentrations were 0.65, 0.42, and 0.31 for PM$_{2.5}$, BC, and PN, respectively.

Supplemental measurements described in §2.2.1 provided no evidence of substantial self-pollution. During this self-pollution experiment, mean in-vehicle concentrations of PM$_{2.5}$ and PN were moderately lower than levels measured at CRP immediately following the self-pollution test (Figure 2-6). In-vehicle PM$_{2.5}$ and PN concentrations during the test did not indicate the large and frequent variability that was typical of the main exposure measurements (compare with
Moreover, there was no pattern in pollutant concentrations that correlated with engine on/off status. I observed one PN spike of ~80 \times 10^3 \text{ cm}^{-3} midway through the second test iteration. The origin of this concentration spike is unclear; I noted passing a two-stroke motorcycle at approximately the same time. The ratio of mean (median) concentration during periods with engine on to mean (median) concentration during periods with engine off was 1.02 (1.02) for PM$_{2.5}$ and 1.08 (0.99) for PN. An unpaired two-sample t-test indicated that the difference in mean pollutant concentration between periods with engine on and periods with engine off was statistically indistinguishable from zero ($p = 0.12$ for PM$_{2.5}$, $p = 0.34$ for PN). Overall, the results of this experiment are consistent with the hypothesis that the dominant contribution to in-vehicle concentrations along the main measurement route is from sources other than the sampling auto-rickshaw.

2.3.2 Contribution of proximate sources to in-vehicle exposure concentrations

*Ratio of in-vehicle to ambient concentrations*

To the extent that in-vehicle concentrations differ systematically from ambient concentrations, ambient air quality measurements may not adequately represent in-traffic exposures. The in-vehicle to ambient concentration ratio ($\gamma$) is a metric that can usefully characterize this difference. In theory, this ratio will be greater for pollutants that are predominantly emitted on roadways. Furthermore, among those pollutants emitted primarily on roadways, the ratio will be higher for nonconserved pollutants that decay on time scales that are as fast or faster than the air transit time from emission site to ambient receptor. A review of 25 studies reported that a typical value of $\gamma$ for primary, vehicle-derived conserved pollutants is ~4:1 (Marshall et al., 2003). For each of the pollutants measured in this study, I computed the distribution of $\gamma$ over all trips (Table 2-3). For BC – a primary, conserved pollutant and a marker for vehicle emissions – the arithmetic mean value of $\gamma$ was 3.6 (95% CI: 3.1 – 4.1), which is comparable to the value reported by Marshall et al. For PM$_{2.5}$, the mean value of $\gamma$ was 1.5 (95% CI: 1.4 – 1.6). This value is substantially lower than for BC. That this result is less than for BC is not surprising because PM$_{2.5}$ is a conserved, regional pollutant; thus, in-vehicle concentrations are only moderately elevated above the high background levels. Receptor modeling for Delhi conducted in 2001 suggests that road dust and vehicle emissions each account for only ~20-25% of ambient PM$_{2.5}$ during the spring (Chowdhury et al., 2007). Interestingly, in-vehicle levels of PN were highly elevated above the ambient background; for PN, $\gamma$ was 8.4 (95% CI: 7.3 – 9.6). This finding, too, is qualitatively consistent with expectations. PN, a strong marker for vehicle exhaust plumes, is a nonconserved pollutant. Coagulation, evaporation, and deposition onto surfaces can remove ultrafine particles at time scales that compete with the residence time of air in urban areas. (For advection across New Delhi, at a scale of 40-50 km with wind speeds of 1-2 m s$^{-1}$, the advective transport time scale is ~5 – 10 h.) Mönkkönen et al. (2004) observed evidence of a strong coagulation sink for UFP in New Delhi. In the following section, I estimate a timescale of ~0.3 – 3 h for coagulation of 10 – 100 nm particles for ambient conditions in New Delhi.

*Estimated coagulation time scale for ambient ultrafine particles*

As previous work in New Delhi has identified coagulation as a possible sink for ambient ultrafine mode particles (Mönkkönen et al., 2004; Mönkkönen et al., 2005; Laakso et al., 2006), I
present here calculations to demonstrate the plausibility of relatively rapid coagulation of ambient UFP. To estimate the coagulation timescale \( \tau_{\text{coag},i} \) for the coagulation of a single particle of diameter \( i \) onto a polydisperse aerosol, I used a modified version of the coagulation coefficient presented by Seinfeld and Pandis (2006):

\[
\tau_{\text{coag},i} \sim \frac{1}{\int_{1 \text{ nm}}^{10 \mu m} \frac{dN}{d \log(d_p)} \beta(d_p, i) d \log(d_p)}
\]  

[2.6]

Here, \( \beta(d_p, i) \) represents the coagulation coefficient (cm\(^3\) s\(^{-1}\)) for a single particle of size \( i \) coagulating onto particles of size \( D_p \), and \( dN/d \log(d_p) \) (cm\(^{-3}\)) represents the particle size distribution of the aerosol acting as the coagulation “sink.” This version of the coagulation timescale equation allows for the possibility that the single particle will coagulate with either a larger or a smaller particle. Note that this form of the coagulation coefficient differs from another coagulation timescale (e.g., Westerdahl et al., 2009), which evaluates the characteristic time for a particle of size \( i \) to coagulate with a particle of diameter larger than itself.

I computed \( \beta \) using the Fuchs form of the Brownian coagulation coefficient (Seinfeld and Pandis, 2006) for \( T = 20 \degree C \). For these estimates, I employ the particle size distribution (PSD) for ambient air in New Delhi, as reported by Laakso et al. (2006) for October – November 2002. The distribution is idealized as the sum of three lognormal components with geometric mean diameters of 11, 44, and 147 nm (Table 2-4). To evaluate the timescale for coagulation of a single particle with diameter \( i \) onto the New Delhi ambient aerosol, I used the PSD reported by Laasko et al. as the basis for determining \( dN/d \log(d_p) \) and numerically integrated equation [2.6] using 100 logarithmically spaced steps per decade of particle size \( d_p \). I repeated this procedure for particles in the size range 10 nm – 1 \( \mu m \), which roughly corresponds to the particle size range detected by the CPC used here. I estimate that \( \tau_{\text{coag},i} \) is in the range of 0.2 – 1.5 h for particles of diameter range 10 – 100 nm. Averaging over the entire PSD \( > 10 \text{ nm} \), the mean coagulation timescale is \( \sim 1 \text{ h} \). However, the PN reported by Laakso et al. (2006) was \( \sim 68 \times 10^3 \) particles cm\(^{-3}\), which is roughly twice the level observed at the CRP ambient monitoring site during this study. To evaluate the effect of lower ambient concentrations, I scaled the number concentration of the PSD so that the total PN was equivalent to the mean ambient PN concentration measured here, \( 35 \times 10^3 \) particles cm\(^{-3}\). Doing so resulted in longer coagulation time scales, with a range of \( \sim 0.3 – 3 \text{ h} \) for particles in the size range of 10 – 100 nm. Averaged over all particle sizes \( > 10 \text{ nm} \) in the rescaled PSD, I estimate that the mean coagulation timescale is \( \sim 2 \text{ h} \) at this lower concentration. I therefore conclude that coagulation may be a significant sink for ambient PN in New Delhi, since the corresponding time scales have are much shorter than the urban-air residence time of \( \sim 5-15 \text{ h} \), based on the ratio of the urban length scale, 40-50 km, to the typical 1-2 m s\(^{-1}\) near-surface wind speed.

*Nearby contributions to in-vehicle exposures*

I infer the contribution of roadway emissions to in-vehicle exposures by computing the difference between mean in-vehicle and ambient (CRP) concentrations for each of the 62 trips. I
estimate the fraction of the in-vehicle concentration attributable to the roadway microenvironment ($\varphi$) as

$$\varphi = \left( \frac{C_{veh} - C_{amb}}{C_{veh}} \right) = 1 - \gamma^{-1}$$

[2.7]

Here, for a given sampling session, $C_{veh}$ is the mean in-vehicle concentration and $C_{amb}$ is the mean ambient concentration at CRP. As illustrated in Figure 2-7, $\varphi$ was smallest for PM$_{2.5}$ (mean ± 95% CI: 30 ± 4%), intermediate for BC (68 ± 3%) and greatest for PN (86 ± 1%). The values of this metric indicate that in-vehicle concentrations of BC and PN are dominated by local (near and on-roadway) emissions.

As noted above, BC and UFP (and thus PN) are more specific markers of vehicle emissions than is PM$_{2.5}$. The ratio of concentrations for these two pollutants to PM$_{2.5}$ is an indicator of the extent to which microenvironmental concentrations are influenced by vehicle emissions. Over all trips, the mean ratio of BC:PM$_{2.5}$ was twice as high in the auto-rickshaw cabin as it was at the ambient site (in-vehicle BC:PM$_{2.5}$ = 0.23; ambient BC:PM$_{2.5}$ = 0.10). The ratio of PN:PM$_{2.5}$ was ~5× higher inside the auto-rickshaw cabin than for ambient measurements (in-vehicle PN:PM$_{2.5}$: 1.4 × 10$^9$ particles µg$^{-1}$; ambient PN:PM$_{2.5}$: 0.3 × 10$^9$ particles µg$^{-1}$).

2.3.3 Seasonal and temporal variability in ambient and in-vehicle pollutant concentrations

I used unbalanced two-way analysis of variance (ANOVA) to decompose the variability in ambient (Figure 2-8a) and in-vehicle (Figure 2-8b) concentrations into time-of-day (AM vs. PM), day-of-week, and seasonal (month) components. Holding time of day constant, there was a statistically significant declining trend in ambient levels for all three pollutants during the February – May study period (Figure 2-8a). This decline was most pronounced for PM$_{2.5}$ and BC. It is possible that this decrease in ambient concentrations is partially attributable to Delhi’s seasonally dependent patterns of 1) atmospheric mixing and 2) emissions from solid fuel combustion for heat. Similar trends were noted in another recent analysis of ambient PM$_{2.5}$ and BC in New Delhi (Tiwari et al., 2013). In addition to the seasonal trends, there was a statistically significant time-of-day trend for ambient PM$_{2.5}$ levels throughout the study period. Evening commute-time (6-9 PM) ambient concentrations were typically lower than morning (9 AM – noon) commute-time ambient concentrations (median difference: ~25%). There was not a statistically significant difference in ambient BC and PN concentrations between AM and PM commute hours.

Considering in-vehicle concentrations (Figure 2-8b), there were statistically significant ($p < 0.05$) time-of-day trends for PM$_{2.5}$ and BC, but not for PN. Interestingly, morning-versus-evening differences were of opposite sign for PM$_{2.5}$ and BC. On average, PM$_{2.5}$ and BC concentrations were, respectively, 10% lower and 46% higher in the evening as compared with the morning commutes. The reasons for the different behavior among the three species are not known. It is plausible that the time-of-day pattern of in-vehicle concentrations reflects a superposition of temporal trends for ambient levels and in the on-roadway increment in exposure. Compared to BC, ambient PM$_{2.5}$ concentrations represent a larger overall fraction of in-vehicle PM$_{2.5}$ exposure. The strong decline in ambient PM$_{2.5}$ concentrations between morning and evening (Figure 2.8a) is clearly evident in the in-vehicle PM$_{2.5}$ signal as well (Figure 2.8b).
In contrast, as noted above, there were no statistically significant differences in ambient BC between the morning and evening measurement sessions. Overall, the increment for in-vehicle concentrations above the ambient levels was typically greater in the evening than in morning for both PM$_{2.5}$ and BC, which may reflect influences from temporal patterns of emissions and/or atmospheric transport and dispersion. Wind speeds were ~60% lower in the evening than in the morning (Table 2-1), a characteristic that would be consistent with relatively higher contributions of vehicle emissions to on-roadway concentrations during the evening commutes. Finally, based on tests using ANOVA by day of week and multi-factorial ANOVA by day of week, time of day, and month, I did not detect any consistent day-of-week differences in concentration. Sampling was limited to Monday through Friday, so any weekend effects would not have been detected.

There was a statistically significant downward trend for in-vehicle PM$_{2.5}$ and PN concentrations between February and May. For PM$_{2.5}$, the seasonal concentration decrease was similar for in-vehicle and ambient conditions, suggesting that urban-scale trends (e.g., fuel use for heating, average mixing height) are responsible for observed seasonal changes for in-vehicle concentrations (e.g., Tiwari et al., 2013). In contrast, seasonal decreases for PN were noticeably larger for in-vehicle than for ambient conditions. Changes in temperatures might explain this in-vehicle/ambient PN difference, owing to shifts in gas-particle partitioning of semivolatile UFP constituents and the CPC’s 10-nm particle size cut-point. Specifically, particles that would have been larger than 10 nm at lower temperatures might shrink via evaporation to diameters smaller than 10 nm at higher temperatures. The proportion of particles that are small (~10 nm) is expected to be higher near-source (on-roadway air, with fresh emissions) than in ambient air (more aged aerosols).

2.3.4 Comparisons among vehicle types

I examined differences by vehicle type for the trip-average concentration inside auto-rickshaws, cars with open windows (OW; no fan ventilation), and cars with ventilation set to recirculate air (RC; windows closed and air conditioning on) in May (Figure 2-9a). There was no statistically significant difference between concentrations in auto-rickshaws and OW cars. However, concentrations were substantially lower inside RC cars than in the auto-rickshaw, with mean ± 95% CI concentration difference of 61 ± 33 µg m$^{-3}$ for PM$_{2.5}$, 12 ± 11 µg m$^{-3}$ for BC, and $(130 ± 41) \times 10^3$ particles cm$^{-3}$ for PN. Concentration ratios (RC car: auto-rickshaw) were ~0.6 for PM$_{2.5}$, 0.7 for BC and 0.4 for PN. Relative to auto-rickshaw concentrations, the range of instantaneous in-vehicle concentrations (Figure 2-9b) was reduced for OW cars, and more substantially reduced for RC cars, as would be expected given the reduced air-exchange rates for such vehicles (Fruin et al., 2011; Ott et al., 2008; Hudda et al., 2012). If the auto-rickshaw PN exposure concentration measurements are similar to outdoor on-road levels, then the in-vehicle to outdoor PN ratio for the RC cars tested here (~0.4) is within the range (~0.2 – 0.6) reported in previous US studies (Zhu et al., 2007; Hudda et al., 2012). To the extent that concentrations in auto-rickshaws reflect on-road levels, then travelers using other unenclosed transport modes (such as motorcycles, which account for ~20% of total trips in Delhi) may also experience trip-averaged exposures of similarly high magnitude. Further research is warranted to investigate exposures for unenclosed transport modes with driving patterns distinct from those of auto-rickshaws.
2.3.5 Comparison to other megacities, and implications for time-integrated exposure

In-vehicle concentrations reported here are ~2-10× greater than in-vehicle and on-road concentrations previously reported for other megacities (London, Los Angeles, Beijing, Hong Kong; see Figure 2-10). Mean BC exposure concentrations in Delhi auto-rickshaws were roughly twice those measured on Beijing roads during the daytime and ~3–30× greater than those measured on Los Angeles arterial roadways and freeways with varying levels of diesel heavy duty vehicle (HDV) traffic (Fruin et al., 2008; Westerdahl et al., 2005; Westerdahl et al., 2009). Although few HDV were in use during measurements, the BC levels in Delhi are higher than reported elsewhere. This finding might indicate that LDV in Delhi are high-emitters of BC, perhaps because of the substantial (~30%) and growing market share of diesel LDV in India (Narain et al., 2010).

Table 2-5 reports concentration values from a selection of other worldwide studies of in-vehicle and on-road air quality (Boogaard et al., 2009; Bukowiecki et al., 2003; Chan et al., 2002; Fruin et al., 2008; Kaur et al., 2005; Kittelson et al., 2004; Knibbs and de Dear, 2010; Westerdahl et al., 2009). A global review of 47 studies of commuter exposure to UFP reported geometric mean PN ~5-8× lower than measured in Delhi auto-rickshaws, depending on transport mode (Knibbs et al., 2011). However, there have been few prior investigations of in-vehicle exposure to PN in developing world megacities. Compared to the measurements reported here, a study of particle exposures in Jakarta vehicles (Both et al., 2013) found similar PN concentrations inside cars (mean: 294,000 cm⁻³) and substantially higher levels inside buses (mean: 401,000 cm⁻³). Auto-rickshaw PN exposure concentrations were 3× higher in Delhi than measured on Beijing roads during the daytime and comparable to levels measured there during diesel HDV-dominated nighttime traffic (Westerdahl et al., 2009). Moreover, the Delhi measurements were largely conducted during time periods of strong vertical mixing (daytime, high mixing height), likely in contrast with the nighttime measurements in Beijing. As has been observed by others, ambient PN levels are remarkably similar for New Delhi, Beijing, and Los Angeles, despite substantial diversity in demographics, source types, and emissions among these cities (Laakso et al., 2006). This observation may be influenced by the high mass concentration providing an effective coagulation sink for UFP under more highly polluted conditions. Finally, note that the instruments used in this study may underreport total PN relative to the instruments used in other studies because of differences in the minimum size cutpoint (10 nm here, versus 3-7 nm in some other studies (Table 2-5)).

High in-vehicle concentrations in Delhi would lead to high time-integrated exposures. For example, a typical time-integrated exposure during an average daily commute (1.9 h d⁻¹ for auto-rickshaw users (Saksena et al., 2007)) is ~530 × 10³ particles cm⁻³ h d⁻¹, which is larger than any of (a) estimates for entire-day PN exposures for urban California residents (~330 × 10³ particles cm⁻³ h d⁻¹ (Fruin et al., 2008)), (b) the average in-home exposure contributions for residents of seven San Francisco Bay Area single-family homes (~300 × 10³ particles cm⁻³ h d⁻¹ (Bhangar et al., 2011)) and (c) the average for occupants of Beijing high-rise apartments (~290 × 10³ particles cm⁻³ h d⁻¹ (Mullen et al., 2011)). During a typical daily work shift (10 – 16 h; Harding and Hussein, 2010), auto-rickshaw drivers may receive very high PN exposures, on the order of (2,000 – 3,000) × 10³ particles cm⁻³ h d⁻¹. Of course, for most auto-rickshaw commuters, time spent in traffic accounts for a relatively small fraction of the total number of hours in a day. Accordingly, time spent in other microenvironments in the Delhi region – especially in
combustion-impacted indoor settings – is likely to contribute a substantial fraction of total time-integrated exposures, especially for BC and PM$_{2.5}$. In contrast, because of the very substantial level of in-vehicle elevation for PN ($\gamma = 8.4$), time spent commuting might account for a large proportion of the overall time-integrated daily PN exposure for auto-rickshaw users.

### 2.4. Conclusions

This study measured in-vehicle exposure concentrations to particulate air pollution for auto-rickshaw and car commuters during three months in New Delhi, India. The analysis reports one of the first sets of PN and BC exposure concentration measurements inside auto-rickshaws, a ubiquitous transport mode in South Asian urban areas. It also represents one of the longest-duration measurement campaigns of real-time, in-vehicle PN and BC concentrations anywhere. Auto-rickshaw exposure concentrations of PM$_{2.5}$, BC, and PN were very high in comparison with in-vehicle concentrations measured in other cities around the world. Short-duration trips by auto-rickshaw in New Delhi result in time-integrated exposures to particulate air pollution comparable to or greater than full-day exposures that would be experienced by residents of many urban areas in high-income countries.

Auto-rickshaw exposure concentrations were $\sim 1.5$ to $8 \times$ larger than, and only moderately correlated with, levels measured at an urban background site. Correspondence between ambient and in-vehicle measurements was greatest for PM$_{2.5}$, probably because of the high regional background from secondary PM$_{2.5}$. In contrast, in-vehicle BC and PN exposures were predominantly attributable to in- and near-roadway sources. These results reinforce previously published findings that ambient monitoring often provides a poor proxy for in-vehicle exposures to vehicle-emitted pollutants.

Over the past decade, Delhi has made strong steps towards reducing vehicle emissions of PM, especially with the conversion of much of the city’s bus fleet from diesel to CNG fuel (Reynolds and Kandlikar, 2008). Despite these efforts, PM$_{2.5}$, BC, and PN concentrations in Delhi’s auto-rickshaws are among the highest values reported in the literature for routine exposures in transportation microenvironments. These measurements in auto-rickshaws may be representative of other open-window or unenclosed vehicles in Delhi, India. Three current trends suggest that the public health risks that are likely to be associated with these high exposures may persist and even worsen in the future. First, vehicle ownership and use are growing rapidly in Delhi and other Indian cities. Second, diesel LDVs are increasingly popular in India. Without effective emission controls, a trend toward increasing diesel LDV use is likely to be accompanied by increasing on-road BC emissions and concentrations. Third, increased adoption of CNG may reduce PM$_{2.5}$ emissions from spark-ignition engines, but at the cost of higher PN emissions (Mönkkönen et al., 2005). Further study of exposure to particulate air pollution is warranted in other populous South Asian cities, which have different vehicle fleets (older vehicles, more heavy-duty vehicles and two wheelers) and different fuel mixes (less CNG, more diesel and gasoline) in comparison to New Delhi.
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Table 2-1. Monthly mean and range of meteorological parameters at the Chittaranjan Park (CRP) ambient site during morning (AM) and evening (PM) auto-rickshaw trips.

<table>
<thead>
<tr>
<th>Month (2010)</th>
<th>Hours (trips)</th>
<th>Temperature (°C)</th>
<th>Relative humidity (%)</th>
<th>Wind speed (m s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AM</td>
<td>PM</td>
<td>AM</td>
<td>PM</td>
</tr>
<tr>
<td>Feb</td>
<td>23 (8)</td>
<td>26 (24-27)</td>
<td>23 (23-24)</td>
<td>52 (48-56)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>56 (52-60)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.9 (0.3-1.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.2 (0.1-0.5)</td>
</tr>
<tr>
<td>Mar</td>
<td>62 (22)</td>
<td>33 (27-39)</td>
<td>30 (25-34)</td>
<td>35 (19-46)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>37 (23-51)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.6 (0.3-0.9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.3 (0.1-0.7)</td>
</tr>
<tr>
<td>Apr</td>
<td>48 (16)</td>
<td>41 (36-44)</td>
<td>37 (33-38)</td>
<td>16 (12-29)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>21 (16-33)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5 (0.2-1.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt; 0.15</td>
</tr>
<tr>
<td>May</td>
<td>41 (16)</td>
<td>39 (34-43)</td>
<td>37 (28-40)</td>
<td>26 (12-48)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>23 (13-52)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.6 (0.3-1.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.4 (0-1.1)</td>
</tr>
</tbody>
</table>

Table 2-2. Distribution of average particulate matter concentrations for 62 auto-rickshaw trips in New Delhi.\(^a\)

<table>
<thead>
<tr>
<th>Pollutant</th>
<th>Location</th>
<th>AM (SD)</th>
<th>GM (GSD)</th>
<th>Median</th>
<th>Min</th>
<th>P(_{10})</th>
<th>P(_{90})</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM(_{2.5}) (µg m(^{-3}))</td>
<td>Auto-Rickshaw</td>
<td>200 (46)</td>
<td>190 (1.26)</td>
<td>200</td>
<td>110</td>
<td>130</td>
<td>260</td>
<td>340</td>
</tr>
<tr>
<td></td>
<td>Ambient</td>
<td>140 (52)</td>
<td>130 (1.45)</td>
<td>140</td>
<td>69</td>
<td>82</td>
<td>220</td>
<td>260</td>
</tr>
<tr>
<td>N = 60</td>
<td>Difference</td>
<td>58 (31)</td>
<td>47 (2.50)</td>
<td>56</td>
<td>0.19</td>
<td>22</td>
<td>91</td>
<td>160</td>
</tr>
<tr>
<td>BC (µg m(^{-3}))</td>
<td>Auto-Rickshaw</td>
<td>43 (12)</td>
<td>42 (1.31)</td>
<td>43</td>
<td>22</td>
<td>29</td>
<td>57</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>Ambient</td>
<td>13 (6.3)</td>
<td>12 (1.61)</td>
<td>13</td>
<td>3.6</td>
<td>6.5</td>
<td>23</td>
<td>34</td>
</tr>
<tr>
<td>N = 47</td>
<td>Difference</td>
<td>29 (9.0)</td>
<td>29 (1.36)</td>
<td>27</td>
<td>10</td>
<td>21</td>
<td>40</td>
<td>63</td>
</tr>
<tr>
<td>PN (10(^3) cm(^{-3}))</td>
<td>Auto-Rickshaw</td>
<td>290 (77)</td>
<td>280 (1.35)</td>
<td>280</td>
<td>69</td>
<td>200</td>
<td>380</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>Ambient</td>
<td>38 (12)</td>
<td>35 (1.47)</td>
<td>37</td>
<td>9.8</td>
<td>24</td>
<td>51</td>
<td>67</td>
</tr>
<tr>
<td>N = 50</td>
<td>Difference</td>
<td>250 (71)</td>
<td>260 (1.41)</td>
<td>240</td>
<td>46</td>
<td>180</td>
<td>340</td>
<td>460</td>
</tr>
</tbody>
</table>

\(^a\)“Difference” represents the trip-average concentration in the the auto-rickshaw microenvironment minus the concentration determined for the ambient site at Chittaranjan Park (CRP). Abbreviations: AM – arithmetic mean, SD - arithmetic standard deviation, GM – geometric mean, GSD – geometric standard deviation, P\(_{10}\) and P\(_{90}\) – 10\(^{th}\) and 90\(^{th}\) percentiles of distribution of trip-average concentrations.
Table 2-3. Summary statistics for within-trip concentration distributions inside auto-rickshaws. 

<table>
<thead>
<tr>
<th>Pollutant</th>
<th>Auto-Rickshaw Concentrations</th>
<th>Ratio Mean</th>
<th>Ratio P₉₅</th>
<th>Ratio P₉₅</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P₅</td>
<td>P₉₅</td>
<td>Max</td>
<td>Auto: Mean</td>
</tr>
<tr>
<td>PM₂.₅ (µg m⁻³)</td>
<td>110</td>
<td>300</td>
<td>690 (1.4)</td>
<td>1.5</td>
</tr>
<tr>
<td>BC (µg m⁻³)</td>
<td>12</td>
<td>88</td>
<td>400 (2.1)</td>
<td>3.6</td>
</tr>
<tr>
<td>PN (10³ cm⁻³)</td>
<td>53</td>
<td>650</td>
<td>1600 (1.6)</td>
<td>8.4</td>
</tr>
</tbody>
</table>

“P₅” and “P₉₅” indicate, respectively, the 5th and 95th percentile 10-s averaged concentration measurement for a given commute trip; Max indicates the maximum 10-s averaged concentration measurement for that trip. Measures of central tendency (AM = arithmetic mean, GM = geometric mean) and of spread (GSD = geometric standard deviation) are for the distribution of values over all 47-60 trips with available data. Concentration ratios were computed for each individual trip; the value reported here is the AM of the distribution of ratios over all trips. See text for description of γ, the ratio of trip-averaged in-vehicle to ambient concentration.

Table 2-4. Sum-of-lognormals fit used to approximate New Delhi ambient particle size distribution (Laakso et al., 2006)

<table>
<thead>
<tr>
<th>Mode</th>
<th>Nₜₒₜₐₜ a (particles cm⁻³)</th>
<th>GMD b (nm)</th>
<th>GSD c (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nucleation mode</td>
<td>5150</td>
<td>11</td>
<td>1.4</td>
</tr>
<tr>
<td>Aitken mode</td>
<td>37930</td>
<td>44</td>
<td>1.8</td>
</tr>
<tr>
<td>Accumulation mode</td>
<td>22680</td>
<td>147</td>
<td>1.6</td>
</tr>
</tbody>
</table>

aNₜₒₜₐₜ – total number count for each mode
bGMD – Geometric count mean diameter
cGSD – Geometric standard deviation
Table 2-5. Comparison of present study results with prior measurements in megacities and elsewhere.\textsuperscript{a}

(A) Exposure Studies

<table>
<thead>
<tr>
<th>Study</th>
<th>City/Microenvironment</th>
<th>Year</th>
<th>Hours</th>
<th>PM$_{2.5}$ ($\mu g, m^{-3}$)</th>
<th>BC ($\mu g, m^{-3}$)</th>
<th>PN ($10^3, cm^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Ambient Vehicle</td>
<td>Ambient Vehicle</td>
<td>Ambient Vehicle</td>
</tr>
<tr>
<td>Present study</td>
<td>New Delhi, India</td>
<td>2010</td>
<td>~160</td>
<td>140 (10) 190 (10) 10 (10) 43 (10) 35 (10) 280 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Auto-Rickshaw</td>
<td></td>
<td></td>
<td></td>
<td>190 (10)</td>
<td>10 (10) 43 (10) 35 (10) 280 (10)</td>
<td></td>
</tr>
<tr>
<td>Car (AC)</td>
<td></td>
<td></td>
<td>~20</td>
<td>120 (10) 110 (10) 9 (10) 29 (10) 30 (10) 100 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Car (Non AC)</td>
<td></td>
<td></td>
<td>~10</td>
<td>120 (10) 170 (10) 49 (10) 180 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kaur et al.,</td>
<td>London, UK</td>
<td>2003</td>
<td></td>
<td>9.9 38 - - - 100 (20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>Car / Arterial</td>
<td></td>
<td></td>
<td>35 - - - 100 (20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bus / Arterial</td>
<td></td>
<td></td>
<td>- 34 - - - 94 (20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bicycle / Arterial</td>
<td></td>
<td></td>
<td>- 44 - - - 26 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boogaard et al.</td>
<td>11 Dutch Cities</td>
<td>2006</td>
<td>~30</td>
<td>9.1 2 2 75 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>Car / Arterial</td>
<td></td>
<td></td>
<td>- 49 $^b$ - - - 10 (10) 26 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bicycle / Cycle Path</td>
<td></td>
<td></td>
<td>- 44 $^b$ - - - 10 (10) 24 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knibbs and de Dear, 2010</td>
<td>Sydney, Australia</td>
<td>2004</td>
<td></td>
<td>30 $^b$ - - - 84 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both et al., 2013</td>
<td>Jakarta, Indonesia</td>
<td>2005</td>
<td></td>
<td>22 $^b$ - - - 75 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chan et al., 2002</td>
<td>Hong Kong, China</td>
<td>2000</td>
<td></td>
<td>51 - - - -</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bus (AC)</td>
<td></td>
<td></td>
<td>93 - - - -</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bus (Non AC)</td>
<td></td>
<td></td>
<td>Tram (on roadway)</td>
<td>110 - - - -</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}Note: PM$_{2.5}$, black carbon (BC), and polycyclic aromatic hydrocarbons (PAHs) concentrations are reported in micrograms per cubic meter ($\mu g\, m^{-3}$), vehicle emissions in polycyclic aromatic hydrocarbons (PAHs) in nanogram per cubic meter ($\mu g\, m^{-3}$), and particle number concentration (PN) in $10^3\, cm^{-3}$. The superscript $^b$ indicates data from a single measurement.
Table 2-5, continued

(B) On-Road Concentration Studies

<table>
<thead>
<tr>
<th>Study</th>
<th>City / Microenvironment</th>
<th>Year</th>
<th>Hours</th>
<th>PM$_{2.5}$ (µg m$^{-3}$)</th>
<th>BC (µg m$^{-3}$)</th>
<th>PN ($10^3$ cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Westerdahl et al., 2009</td>
<td>Beijing, China</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BJ - Arterials / Day-LDV</td>
<td></td>
<td>2007</td>
<td>~10</td>
<td>-</td>
<td>3.4</td>
<td>22</td>
</tr>
<tr>
<td>BJ* - Arterials / Night-HDV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11</td>
<td>60</td>
</tr>
<tr>
<td>Fruin et al., 2008</td>
<td>Los Angeles, USA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LA - Residential/LDV</td>
<td></td>
<td>2003</td>
<td>~15</td>
<td>7.9</td>
<td>0.74</td>
<td>13$^{(7)}$</td>
</tr>
<tr>
<td>LA* - Urban/HDV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17</td>
<td>54</td>
</tr>
<tr>
<td>Kittelson et al., 2004</td>
<td>Minneapolis, USA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Freeways</td>
<td></td>
<td>2003</td>
<td>~20</td>
<td>-</td>
<td>-</td>
<td>9.4$^{(3)}$</td>
</tr>
<tr>
<td>Bukowiecki et al., 2003</td>
<td>Zürich, Switzerland</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arterials</td>
<td></td>
<td>2000</td>
<td>~5</td>
<td>-</td>
<td>-</td>
<td>5-15$^{(3)}$</td>
</tr>
</tbody>
</table>

$^a$ Values are central tendency results from each study (geometric mean when available, otherwise arithmetic mean).


$^b$ TSI DustTrak aerosol photometer used without adjustment for humidity or mass-based calibration against local aerosol, indicating possible overestimate.

$^c$ Superscripts on PN concentrations indicate minimum particle diameter (nm) detected by instrument for given study.

$^d$ BJ* and LA* refer to extreme conditions measured in those cities. See caption for Figure 2.10.
Figure 2-1. Map of New Delhi indicating the main sampling route used in the study. Each trip was driven out-and-back once each during AM and PM commute hours from the ambient monitoring site (Chittaranjan Park, CRP) to central New Delhi. Trips turned back at Connaught Place (CP; point 1 on map) during Feb – April (total distance: 39 km) and at Shrimant Madhav Rao Scindia Marg (point 2 on map) during May (total distance: 37 km). Each trip stopped at Lodhi Garden park (LG) for 30 minutes of ambient measurements.
Figure 2.2. Scatter plot of colocated gravimetric and time-averaged DustTrak PM$_{2.5}$ concentration measurements. Points are plotted separately by measurement microenvironment ("auto" = auto-rickshaw, "CRP" = Chittaranjan Park ambient site) and by serial number of the TSI DustTrak used ("DT60", "DT66"). The dashed line indicates the best-fit calibration relationship.
Figure 2-3. Example data for one trip (29 March 2010). For clarity, plotted concentrations were smoothed using a 60-s moving average filter.
Figure 2-4. Lognormal probability plots (left) and box plots (right) for trip-averaged auto-rickshaw concentrations. For left frames, lines indicate the best-fit lognormal distribution for each microenvironment and pollutant. Text boxes report geometric mean ×/÷ geometric standard deviation for each pollutant; N represents the number of valid, complete trips sampled for each pollutant. Here and elsewhere, box plots display the following distributional parameters: median (central horizontal line), mean (diamond), 25th and 75th percentiles (box), and 10th and 90th percentile (whiskers). Incremental in-vehicle concentrations (Δ, “delta”) are calculated as the difference between the mean in-vehicle and ambient concentration during each trip.
Figure 2-5. Example screen capture from auto-rickshaw video camera during on-road sampling. Concentration displayed (2621 µg m$^{-3}$) is calibrated DustTrak PM$_{2.5}$ concentration. Time series plotted at bottom displays ± 1 minute of 1 Hz PM$_{2.5}$ data about the displayed video frame for comparison. The high in-cabin concentration is predominately attributable to the exhaust plume of the passing garbage truck at left. This scene occurred during stop-and-go traffic at the crest of an elevated flyover ramp on New Delhi’s Outer Ring Road.
Figure 2-6. Traces of vehicle status and pollutant concentrations during an experiment to investigate potential self-pollution contribution to in-vehicle exposures. Elapsed distance (red line) indicates the cumulative distance traveled around the ~600 m sampling loop over all iterations of the test. Note the relatively low and stable pollutant concentrations inside the auto-rickshaw (compare with Figure 2-3).
Figure 2-7. Box plots of trip-averaged in-vehicle concentration attributable to near-roadway microenvironment ($\varphi$, see text). Numbers indicate mean ± 95% confidence interval.
Figure 2-8. Decomposition of variability in concentrations into month-of-year and time-of-day components for ambient concentrations (A, left side) and in-vehicle measurements (B, right side). Box plots indicate the distribution of concentrations for morning and evening samples during each month of the field campaign. Arithmetic mean ± 95% CI concentrations are indicated for each month (inside frames) and separately by morning and evening sampling periods (below frames). P-values represent the result of unbalanced two-factor ANOVA test for effect of month and time-of-day on total concentration variability.
Figure 2-9. Boxplots of PM$_{2.5}$, BC, and PN in-vehicle exposure concentrations sampled in May 2010, by vehicle type, showing (A) concentrations and (B) a measure of skew (ratio of each trip’s 95th percentile [P95] to median concentration based on 10-s averages of concentration). Vehicle types: A-R, auto rickshaw; Car OW, Tata Indica with windows open; Car RC, Tata Indica with windows closed, air conditioning on, and ventilation set to recirculate air. Left axis indicates PM$_{2.5}$ and BC concentrations; right axis indicates PN concentration. Text displays arithmetic mean ± 95% CI. Total number of trips: auto-rickshaw (16), OW car (5), RC car (10).
Figure 2-10. Comparison of in-vehicle (solid) and ambient (open) concentrations from this study (Delhi, DEL) and from other megacities. Whisker plots indicate means and range of observations. In-vehicle studies were for cars (London, LON; Kaur et al., 2005) and non-AC buses (Hong Kong, HK; Chan et al., 2002). Mobile on-road measurements were for Los Angeles (LA; Fruin et al., 2008) and Beijing (BJ; Westerdahl et al., 2009). Extreme conditions in these cities are plotted as LA* (freeway with extensive heavy-duty truck traffic) and BJ* (truck dominated night traffic).
Chapter 3: Global intraurban intake fractions for primary air pollutants from vehicles and other distributed sources

3.1. Introduction

Efforts to protect human populations from air pollution typically focus on reducing emissions. An essential element of air quality management therefore relates to the identification and prioritization of sources for control. The potential of an emissions source to adversely affect human health can be understood schematically to vary as function of three properties: (1) the quantity of material emitted by the source, (2) the relationship between emissions and subsequent population exposures to those materials and (3) the health effects that occur as a consequence of exposures (Marshall and Nazaroff, 2006). Since sources differ with respect to each of these properties, sources with similar emissions rates can impose markedly different public health risks (Roumasset and Smith, 1990; Smith, 1993; Tsai, 1999). Accordingly, air quality policy and risk assessment requires data and models that can link air pollutant emissions to exposures and health effects. In this chapter, I use the intake fraction metric to explore one aspect of this relationship, the linkage between emissions and subsequent inhalation intakes.

The intake fraction is a dimensionless parameter quantifies the ability of an emissions source or source category to result in population inhalation exposures. Specifically, \( iF \) summarizes the emissions-to-intake relationship as the fraction of emitted material that is ultimately inhaled by an exposed population (Bennett et al., 2002b). The intake fraction of emissions varies spatiotemporally and by the type of source. Key determinants of intake fraction include the size of the exposed population; proximity between people and emissions; and the environmental persistence of a pollutant (Marshall and Nazaroff, 2006).

This chapter investigates the intake fraction of emissions from urban vehicles and other ground-level, spatially distributed sources. Among the major sources of outdoor of air pollution, urban vehicle emissions have especially high intake fraction, since releases occur at ground level in close proximity to human populations (Lai et al., 2000; Evans et al., 2002; Marshall and Nazaroff, 2006). Reported \( iF \) values for nonreactive motor vehicle emissions include these results: 0.1 – 0.5 ppm for US rural areas (Greco et al., 2007b); 3 – 21 ppm for US cities of typical size (Evans et al., 2002; Marshall et al., 2005); and 29 – 280 ppm for three global megacities (Los Angeles, Mexico City, and Hong Kong) (Luo et al., 2010; Marshall et al., 2003; Stevens et al., 2007). An \( iF \) of 10 ppm (i.e., \( 10^{-5} \)) means that an exposed population inhales an aggregate increment of 10 grams per tonne emitted. For context, note that the \( iF \) for urban vehicle emissions typically exceeds the \( iF \) of central-station power plants and other tall-stack sources by roughly an order of magnitude (e.g., Heath et al., 2006; Humbert et al., 2011).

Prior investigations of \( iF \) for urban vehicle emissions have emphasized conditions for North America and Europe. Determinants of \( iF \) such as meteorology and urban form may differ on other continents. Moreover, vehicle use is increasing rapidly in countries such as China and India for which few \( iF \) estimates exist (Baidya and Borken-Kleefeld, 2009; Chang et al., 2009; He et
In this chapter, I model, analyze and compare $iF$ data on a global basis. Specifically, I use a modeling approach to estimate intraurban $iF$ values for distributed ground-level primary pollutant emissions for all worldwide cities with year-2000 population of 100,000 or more. In aggregate, this set of 3646 cities contains 2.0 billion people (for year 2000), including ~1 billion people in Asia. A goal of this study is to elucidate global patterns of intraurban $iF$ among countries, regions, and cities of varying sizes. I extend a mechanistic model used in earlier studies (Stevens et al., 2007; Marshall et al., 2005) to incorporate global datasets of demographic and meteorological parameters as model inputs. This investigation is motivated by trying to better understand the exposure consequences of urban vehicle emissions. The results may be informative for any broadly distributed source of ground-level emissions to outdoor urban air.

### 3.2. Methods

#### 3.2.1 Intake fraction

Intake fraction for atmospheric emissions can be evaluated as

$$iF = \frac{\text{Population intake}}{\text{Total emissions}} = \frac{\int_{T_1}^{T_2} \left( \sum_{i=1}^{P} (C_i(t) \times Q_i(t)) \right) \, dt}{\int_{T_1}^{T_2} E(t) \, dt}, \quad [3.0]$$

where $T_1$ and $T_2$ are the starting and ending times of emissions; $P$ is the number of people exposed; $Q_i(t)$ is the volumetric breathing rate ($m^3$ s$^{-1}$) for individual $i$ at time $t$; $C_i(t)$ is the incremental concentration ($g/m^3$) at time $t$ in individual $i$’s breathing zone that is attributable to the emissions; and, $E(t)$ is the emission rate ($g$ s$^{-1}$) at time $t$ (Marshall et al., 2003). The integrals in equation [3.0] are evaluated numerically, as detailed below. Intake fraction is a dimensionless parameter, since the numerator and denominator are both expressed in units of mass per time. Historically, a variety of similar, conceptually related formulations have been used to explore the relationship between emissions and exposures (Bennett et al., 2002b), including metrics such as the inhalation transfer factor (Lai et al., 2000), exposure efficiency (Evans et al., 2002), and exposure effectiveness (Smith, 1993).

#### 3.2.2 Emissions – exposure concentration relationship

**Model selection**

Intake fractions depend on the relationship between emissions and exposure concentrations. Previous studies have employed various methods with differing levels of complexity and data requirements. Examples include one-compartment Eulerian models (Evans et al., 2002; Humbert et al., 2011; Marshall et al., 2005), Gaussian plume models (Heath and Nazaroff, 2007; Zhou et al., 2006), coarse-grid Eulerian models (Stevens et al., 2007; Tainio et al., 2009), empirical estimates using tracers of opportunity (Loh et al., 2009; Marshall et al., 2003; Ries et al., 2009; Stevens et al., 2007), and intentional tracer-gas experiments (Marshall and Behrentz, 2005).
In this paper, I designate all urban areas with population at least 100,000 as “cities.” For the large number of cities considered here, an efficient approach is needed that can provide good estimates with a reasonable level of effort per city. I consider spatially distributed ground-level emissions sources (e.g., vehicles) and use a one-compartment Eulerian model. This model is employed to estimate the intraurban $iF$ for emissions in each city, i.e., the $iF$ associated with residents’ inhalation of emissions from their city.

Compared to alternatives, there are several advantages of the one-compartment Eulerian model. (1) Input data are available globally using uniform methods. (2) Studies comparing $iF$ estimated using this model have found similar results as compared with using empirical data or complex air-dispersion models (Marshall et al., 2003; Marshall et al., 2005). (3) Because this type of model is widely used (Bennett et al., 2002a; Cahill and Mackay, 2003; Stevens et al., 2005), the results reported here can be directly applied as model input parameters. (4) The one-compartment model is readily scaled in size for each location studied. Among the limitations of this approach are that (1) the model excludes within-urban variability (i.e., emissions are assumed mix uniformly throughout the urban airshed), (2) I have not evaluated $iF$ for secondary pollutants or for non-conserved species with other than first-order decay, and (3) as applied here, I only consider intraurban exposures. Previous findings suggest that for estimating $iF$ for individual cities, this approach is accurate within a factor of ~2 or better for primary pollutants (Marshall et al., 2003; Marshall et al., 2005; Stevens et al., 2007). I judge this accuracy to be acceptable given the efficiency of the approach; global intraurban $iF$ values reported here vary by much more than a factor of 2. Chapter 4 of this dissertation addresses two of the limitations noted above through (1) consideration of regional exposures to urban emissions out to 400 km away from an urban source and (2) incorporating the dynamic partitioning behavior and atmospheric aging of semivolatile organic emissions.

One-compartment emissions-concentration model

The dynamic one-compartment Eulerian model is derived from mass-balance considerations. The model is embodied by the following equation, which I adapted from the presentation of Seinfeld and Pandis (2006) to the primary-pollutant concentration increment resulting from a given quantity of emissions:

$$\frac{dC(t)}{dt} = \frac{E(t)}{LWH(t)} - C(t) \left( k + \frac{u(t)}{L} + \phi \frac{1}{H(t)} \frac{dH}{dt} \right)$$  \[3.0\]

Here, $C(t)$ is the incremental concentration attributable to the emissions source (g m$^{-3}$), which varies with time, $t$ (seconds); $E(t)$ is the emission rate from the source under consideration (g s$^{-1}$); $L$ and $W$ are the windward and crosswind dimensions, respectively (m), of the model domain; $H(t)$ is the atmospheric mixing height (m); $k$ is the first-order decay constant (s$^{-1}$); and $u(t)$ is the wind speed averaged over mixing height (m s$^{-1}$). The parameter $\phi$ accounts for dilution of contaminated urban air by clean air aloft, during periods of increasing mixing height, as follows: $\phi=0$ when $dH/dt$ is non-positive ($H$ decreasing or constant), and $\phi=1$ when $dH/dt$ is positive ($H$ increasing). Stevens et al. (2007) used a similar dynamic mass balance equation to estimate the $iF$ of conserved pollutants. Equation [3.0] modifies that approach to incorporate pollutants that undergo first-order decay with rate constant, $k$. Base-case $iF$ analyses are presented in this paper.
for conserved, non-reactive emissions ($k = 0$). Many important vehicle-emitted species — such as carbon monoxide (CO), benzene, and primary (i.e., directly-emitted) constituents of fine particulate matter (PM$_{2.5}$), including black carbon particles — are reasonably modeled as conserved within urban areas, since $k \ll u/L$. Sensitivity cases are simulated for decaying pollutants with 10-h and 100-h half-lives ($k = 1.7$ d$^{-1}$ and 0.17 d$^{-1}$, respectively). Example species in these classes are acetaldehyde and toluene (~10 h half life) and methyl tertiary butyl ether (MTBE, ~100 h half life) (Atkinson, 2000).

For the primary pollutants considered here, the $iF$ is independent of the time-averaged emissions rate (Lai et al., 2000). Likewise, the intraurban primary-pollutant $iF$ for any source is, by definition, independent of background concentrations imposed by other sources and by regional transport. Consequently, city-specific emissions and concentration data are not required as model inputs. Instead, an arbitrary emissions rate in equation [3.2] is used to simulate the urban-average concentration that results from a given unit of emissions. The results of equation [3.2] are then applied to the intake fraction relationship embodied in equation [3.1]. Two simplifying assumptions are then made to assess the attributable population inhalation intake rate

$$\sum_{i=1}^{p} (Q_i(t) \times C_i(t))$$

as defined in equation [3.1]. First, it is assumed that attributable personal exposure concentrations $C_i(t)$ in this summation are adequately represented on a population-average basis by the urban-average attributable concentration $C(t)$. It is further assumed that variability in instantaneous exposure concentrations among individuals is not substantially correlated with variability among individuals in instantaneous breathing rates. These two assumptions allow the above summation to be simplified to $C(t) \times \sum_{i=1}^{p} (Q_i(t))$, thereby obviating the need to model inhalation intakes at the individual level. Sensitivity analyses (§3.3.3) consider the possible effect on $iF$ of systematic variation among microenvironments in the relationship between personal-average incremental exposure concentrations $C_i(t)$ and the urban-average incremental exposure concentration $C(t)$.

In implementation, equation [3.0] is converted from differential to finite-difference form, and the model simulates a series of time steps. Short time steps are employed: 7.5 minutes, for a 3-year simulation of each urban area. I assumed a constant annual-average emission rate for all cities in the dataset and specified initial and upwind boundary conditions for each city as $C = 0$. I tested the numerical integration to ensure it behaves as expected for these conditions: (1) in simple scenarios with known outcome (e.g., step-change for one input parameter), and (2) by matching inputs and outputs from Stevens et al. (2007). Discretization errors resulting from numerical integration of equation [3.0] are estimated to be less than 1%.

3.2.3 Model input data

*Meteorological data*

I acquired location-specific and time-resolved mixing heights and wind speeds for years 2007-2009 from NASA’s Modern-Era Retrospective Analysis for Research and Applications (MERRA) (Rienecker et al., 2011). MERRA uses the Goddard Earth Observing System (GEOS) atmospheric model to assimilate historical meteorological and climatological observations into a
global dataset with high spatiotemporal resolution (1/2° longitude × 2/3° latitude × 1 h; in mid latitudes, these values correspond to a spatial resolution of ~56 × 74 km). Each city in the dataset was matched to the nearest MERRA grid point. The median distance between the centroid of each city’s urbanized land area and the corresponding MERRA grid point was 23 km (10% trimmed range: 10–34 km).

MERRA data provide wind speed at a standard 10-meter reference height. To obtain mixing-height-averaged wind speed, I employed a truncated power-law relationship (Seinfeld and Pandis, 2006; Stevens et al., 2007) for wind speed versus height. The following empirical power-law relationship represents the wind speed at a specific time \( u(z,t) \) (units: m s\(^{-1}\)) as a function of height \( z \) (units: m) (Hanna et al., 1982; Seinfeld and Pandis, 2006; Stevens et al., 2007):

\[
u(z,t) = u_{\text{ref}}(t) \times \left( \frac{z}{H_{\text{ref}}} \right)^{p} \quad \text{for } z \leq H_{\text{max}}
\]

\[
u(z,t) = \text{constant} = u_{\text{ref}}(t) \times \left( \frac{H_{\text{max}}}{H_{\text{ref}}} \right)^{p} \quad \text{for } z > H_{\text{max}}
\]

[3.1]

[3.2]

Here, \( u_{\text{ref}}(t) \) is the wind speed (m s\(^{-1}\)) at the reference height at a specific time, \( H_{\text{ref}} \) is the reference height (10 m), \( H_{\text{max}} \) is the cutoff height (m) above which wind speed is assumed constant, and \( p \) is an empirical constant (dimensionless) that can vary with surface roughness and atmospheric stability. I use 200 m as the cutoff height (Hanna et al., 1982) and \( p = 0.32 \), which is an appropriate value for neutrally stable conditions in urban areas (Heath, 2006; Irwin, 1979; Seinfeld and Pandis, 2006). In sensitivity analyses, I consider alternate values for the cutoff height \( H_{\text{max}} = 100 \text{ m, } \infty \) and the wind profile exponent \( p = 0.25, 0.37 \), which covers a range of stability conditions). The following integral relation describes the time-dependent mixing-depth averaged wind speed \( u(t) \):

\[
u(t) = \frac{1}{H(t)} \int_{0}^{H(t)} u(z,t) \, dz
\]

[3.3]

Substituting equations [3.1] and [3.2] into equation [3.3], the following analytic solutions are obtained:

\[
u(t) = \frac{u_{\text{ref}}(t)}{p+1} \left( \frac{H(t)}{H_{\text{ref}}} \right)^{p} \quad \text{for } z \leq H_{\text{max}}
\]

\[
u(t) = H_{\text{max}} \left[ \frac{u_{\text{ref}}(t)}{p+1} \left( \frac{H_{\text{max}}}{H_{\text{ref}}} \right)^{p} \right] + \left( H(t) - H_{\text{max}} \right) \left[ u_{\text{ref}}(t) \left( \frac{H_{\text{max}}}{H_{\text{ref}}} \right)^{p} \right] \quad \text{for } z > H_{\text{max}}
\]

[3.4]

[3.5]
Breathing rate

Volumetric breathing rates for populations follow diurnal patterns, owing to variations in levels of physical activity and in physiological processes (e.g., circadian rhythm) (Stephenson et al., 2000; US EPA, 2009a; US EPA, 2009b). Few datasets are available to characterize the temporal pattern of breathing rate for large urban populations. Here, I develop a diurnal profile using time-activity data from a large probability-based sample of the US population (Klepeis et al., 2001) and activity-dependent inhalation rates (US EPA, 2009a; US EPA, 2009b) (see Appendix B). Note that this time-dependent treatment of breathing contrasts with some other intake fraction analyses (e.g., Stevens et al., 2007; Greco et al., 2007a), where the population inhalation rate is treated as a time-invariant multiplier in Equation [3.0].

Relative to the time-integrated mean, the diurnal profile varies from 47% lower (0300 h – 0400 h) to 33% higher (at 1500 h). For base-case and sensitivity analyses, the time-integrated mean breathing rate was taken to be 14.5 \( m^3 \) person\(^{-1} \) d\(^{-1} \), consistent with long-term average inhalation rates recommended by the US Environmental Protection Agency (USEPA) (US EPA, 2009b). This metabolically derived value is comparable to those used in other recent \( iF \) analyses (range: 13 – 14.5 \( m^3 \) person\(^{-1} \) d\(^{-1} \)) (Humbert et al., 2011; Luo et al., 2010; Ries et al., 2009), and lower than the upper-bound breathing rate value of 20 \( m^3 \) person\(^{-1} \) d\(^{-1} \) employed in some studies (Greco et al., 2007b; Stevens et al., 2007). To test the sensitivity of the results to the inferred time-pattern of population breathing, I considered four alternative patterns (Figure 3-1): constant; a sinusoidal daily cycle (amplitude: ±25% of the mean) (Stephenson et al., 2000); and two previously-published profiles for the USA (Marshall et al., 2003; Marshall et al., 2006).

Data for each urban area

I estimated intake fractions for the 3646 worldwide urban areas that each had at least 100,000 inhabitants in year 2000, utilizing a dataset compiled by Angel et al. (Angel et al., 2010; Angel et al., 2011). The total population in this dataset (2.0 billion) accounts for 71% of the total year-2000 global urban population, and 32% of global population (Angel et al., 2011). The following information is available for each city: population, land area (\( A, \) units: \( \text{km}^2 \), derived from satellite data (Schneider et al., 2009)) and location (latitude and longitude). In cases where a contiguous urbanized area spans several administrative units (e.g., for “conurbations” or “urban agglomerations”), this database generally provides a single population and land area estimate for the urban portion of the entire metropolitan region. To my knowledge, this database contains the most consistent and comprehensive global set of urban population and land area data available (Potere et al., 2009). Each city is idealized as occupying a square-plan urban footprint (\( L = W = A^{0.5} \)), so that urban ventilation is independent of variation in the wind direction. I consider variations in the aspect ratio, \( \alpha = L/W \), as a sensitivity parameter.

Emissions profile

Since concentrations of primary nonreactive or first-order decaying pollutants scale linearly with emissions, intake fractions are independent of emission rates that are constant. However, because breathing rates and meteorology vary systematically, diurnal emission rate patterns can influence the intake fraction. For base-case analyses, I developed an “archetypal” diurnal
emissions profile based on mobile source emission inventories for Beijing, China (Huo et al., 2009), Mexico City, Mexico (Stevens et al., 2007), and New Delhi, India (Guttikunda, 2011).

Diurnal profiles of vehicle emissions depend on temporal patterns in the activity and composition of a vehicle fleet. Moreover, emissions profiles vary among cities and pollutants. Detailed data on the diurnal timing of vehicle emissions are not available for a large sample of global cities. However, some commonalities among the emissions profiles should be expected. First, vehicle activity (vehicle-km h\(^{-1}\)) is typically greatest during daytime hours. Second, especially in large cities, the relative abundance of heavy-duty vehicles (HDV) is often higher at night, owing to traffic conditions, logistics considerations or local regulations (Sathaye et al., 2010; Westerdahl et al., 2009; Guttikunda, 2011). For many pollutants (e.g., PM\(_{2.5}\)), HDV have higher emissions factors (g emission per vehicle-km) than do light-duty vehicles (LDV). Accordingly, the diurnal profile of emissions from all vehicle classes may be less variable than the diurnal profile of vehicle activity.

Each simulation utilized a single diurnal profile. I did not account for weekday – weekend differences in the timing of emissions or breathing rates. The base-case emissions profile is defined as the average of the diurnal profiles (dimensionless, relative emissions per hour) for Mexico City, Mexico (PM\(_{2.5}\), all mobile sources), New Delhi, India (CO, all mobile sources), and Beijing, China (CO, LDV) (Guttikunda, 2011; Huo et al., 2009; Stevens et al., 2007). Sensitivity of results to the choice of diurnal profile was tested using the following alternative cases (Fig 3-2): (a) time-invariant emissions (“flat”), (b) individual diurnal profiles from the above cities, and (c) diurnal vehicle activity data (LDV+HDV vehicle km h\(^{-1}\)) from the US EPA National Emissions Inventory (“USA NEI”) (US EPA, 2011). Among all profiles considered, the “flat” and New Delhi emissions profiles have the highest relative emissions during nighttime and lowest relative emissions during daytime, while the reverse is true for the USA NEI activity dataset.

3.2.4 Steady-state intake fraction

As a complement to the time-dependent numerical solution described above, I illustrate here an approximate analytical solution that aids in conceptual interpretation of the results. Substituting the steady-state solution for equation [3.0] into equation [3.0] yields the following relationship for the \(iF\) of a conserved species in a square-plan urban area (Evans et al., 2002; Lai et al., 2000; Marshall et al., 2005):

\[
iF \sim \bar{Q}_i \times \left( \frac{P}{\sqrt{A}} \right) \times \left( \frac{1}{uH} \right) = \bar{Q}_i \times LPD \times DR^{-1} \sim \frac{\text{Population breathing rate}}{\text{Urban ventilation rate}} \tag{3.5}
\]

This relationship can be decomposed into three parameter groups that provide insight into the key drivers of \(iF\) (Marshall et al., 2005). The first term, \(\bar{Q}_i\), is the time-averaged per-capita mean breathing rate (units: m\(^3\) s\(^{-1}\) person\(^{-1}\)). The second group, linear population density \((LPD = \frac{P}{\sqrt{A}}\), units: persons m\(^{-1}\)), is a property of a city’s urban form that represents the mean population per unit length (in the windward direction) of urbanized land (Marshall, 2007;
Marshall et al., 2005). The final parameter group, normalized dilution rate \((DR) = \left(\frac{1}{uH}\right)^{-1}\), characterizes atmospheric dilution (wind speed times mixing height; units: m² s⁻¹) (Marshall et al., 2005). For each city, \(DR\) is computed as the long-term harmonic mean of the product of linearly interpolated hourly values of \(u\) and \(H\). The ratio \(DR/LPD\) can be intuitively understood as an effective per-capita atmospheric dilution rate available for an urban area. The intraurban intake fraction is proportional to the ratio of the population breathing rate to this per-capita atmospheric dilution rate \((iF \sim \bar{Q} \times [DR / LPD]^{-1})\).

### 3.3. Results and discussion

#### 3.3.1 Global and regional summary of intake fraction

Table 3-1 presents summary metrics of population-weighted and unweighted distributions of \(iF\) values. Among all cities, the population-weighted mean intraurban \(iF\) for distributed ground-level emissions of conserved pollutants is 39 ppm (IQR: 14 - 52 ppm). Population-weighted results are computed by weighting each city’s \(iF\) by its population (i.e., equal weight per person), whereas unweighted results treat each city as a distinct unit with equal weight (Marshall et al., 2005). Because \(iF\) is correlated with population, weighted metrics better reflect the distribution of \(iF\) over the global population of city inhabitants. For the remainder of this chapter, I employ population-weighted metrics of \(iF\) unless stated otherwise. All reported results reflect the full numerical solution to the \(iF\) model as outlined in 3.2.2.

Intake fraction varies over almost three orders of magnitude among all cities (full range: 0.6 - 260 ppm; 10%-trimmed range: 7.7 – 80 ppm). The population-weighted distribution of \(iF\) conforms well to a lognormal form (geometric mean, GM: 26 ppm, geometric standard deviation, GSD: 2.5, Figure 3-3). Respectively 530, 260 and 120 million people live in cities with \(iF\) values greater than 50 ppm, 75 ppm, and 100 ppm.

**Reduced-form model for intake fraction**

Variation in \(iF\) among cities is predicted well by a parsimonious regression model using this three-parameter fit:

\[
iF = 74.0 \text{ ppm} \times \left(\text{LPD}\right)^{0.980} \times \left(\text{DR}\right)^{-0.876} \times \left(\text{A}\right)^{-0.0497}
\]

where \(LPD\) is specified in units of m⁻¹, \(DR\) is given in m² s⁻¹, and \(A\) is specified in m². This regression can be used with reasonable accuracy to rapidly estimate \(iF\) for any city in the global dataset \((r^2 = 0.99, \text{ root-mean-square prediction error } 9\%)\). In addition, the reduced-form model provides a framework for understanding how variation in \(iF\) is governed by urban form and meteorology. Globally, \(LPD\) is more variable than is \(DR\) (interquartile ranges are 57 – 220 persons m⁻¹ for \(LPD\) and 370 – 550 m² s⁻¹ for \(DR\)). Holding other variables constant, an IQR increase in linear population density results in a 3.8× increase in \(iF\), while an IQR reduction in normalized dilution rate results in only a 42% increase in \(iF\).
Patterns of intake fraction by city size, world region, and country

Larger cities tend to have higher $iF$ values (Figure 3-4, Table 3-2). To illustrate, I divide the city dataset into three population-based groupings of nearly equal total population: small cities with between 100,000 and 600,000 inhabitants (32% of total city population), medium cities with 600,000 - 3 million inhabitants (34%), and large cities with > 3 million inhabitants (34%). Population-weighted mean intraurban $iF$ for these three groupings are, respectively, 15, 35, and 65 ppm. Variation in $iF$ by city size is principally attributable to the strong correlation between $LPD$ and urban population. On average, each 1% increase in city population is associated with a 0.57% increase in $LPD$ ($r^2 = 0.62$). Interestingly, $LPD$ is much more variable among the three different city size groupings than is population density (mean $LPD$: 50, 130, 310 persons m$^{-1}$; mean density: 110, 150, 120 persons m$^{-2}$). The dilution rate ($DR$) is uncorrelated with population ($r^2 = 0.013$).

Intake fractions differ substantially among geographic regions (Table 3-3, Figures 3-4, 3-5, and 3-6). Following Angel et al. (Angel et al., 2010; Angel et al., 2011), I group the world into nine clusters that reflect varying land-use patterns (Figure 3-5). Among these regions, mean intraurban $iF$ varies by 2.7× (Table 3-3). Regions with especially high mean intraurban $iF$ values include South and Central Asia (SCA, mean: 55 ppm), Southeast Asia (SEA, 48 ppm), East Asia and the Pacific (EAP, 44 ppm), and sub-Saharan Africa (SSA, 43 ppm). By contrast, the intraurban $iF$ is comparatively low for land-rich developed countries (LRD, 20 ppm). Comparing Asia with North and Central America highlights regional properties of urban settlement (Figure 3-4). The Asian cities mapped in Figure 3-6B have high mean intraurban $iF$ (48 ppm) and large total population (914 million, ~45% of all global city inhabitants). Of all cities with intraurban $iF$ ≥ 100 ppm (n = 24 cities), 75% (n = 18) are in Asia and 50% (n = 12) are in China. For the cities in North and Central America mapped in Figure 3-6A, the overall mean $iF$ is 33 ppm. Mean $iF$ is especially low for US and Canadian cities (respectively 21 ppm and 20 ppm) where cities have especially low population density, and higher in Mexico (65 ppm) and Colombia (75 ppm).

Regional patterns of $iF$ are independent of city size, such that similar trends in $iF$ emerge within each of the small, medium and large city groupings (Figure 3-4). As a result, $iF$ for smaller cities in some regions may be greater than those for more populous cities elsewhere. For example, the mean $iF$ for small cities in the East Asia and Pacific region (EAP, 22 ppm) is greater than that for medium cities in land-rich developed countries (LRD, 15 ppm).

Country-average intraurban $iF$ varies by more than a factor of three among the ten countries with the largest urban populations (Table 3-4). Mean intraurban $iF$ values in Mexico (65 ppm), Indonesia (53 ppm), India (51 ppm), Japan (50 ppm), South Korea (46 ppm) and China (44 ppm) are greater than in Indonesia (40 ppm), Russia (32 ppm), Germany (30 ppm) and the United States. Table 3-5 provides a database of population-weighted mean intraurban $iF$ values for all countries considered here.

Regional variation in $iF$ is attributable to urban form and meteorology (Table 3-3). For example, the high mean $iF$ value in South and Central Asia (41% greater than global mean) is attributable to high $LPD$ (37% greater than global mean) and weaker-than-average dilution ($DR$ 9% below global mean). Similarly, relatively low $iF$ in land-rich developed countries (47% lower than global mean) is explained by low $LPD$ (36% lower than global mean) and more
favorable atmospheric dilution ($DR$ 11% greater than global mean). The range in $LPD$ among the nine regions is roughly twice as large as the range for $DR$ (Table 3-3). However, local patterns in wind speed and mixing height give rise to apparent “hotspots” where meteorology has a more pronounced role influencing $iF$. For example, $DR$ is ~30-60% lower than the global average in the Indo-Gangetic Plain (Pakistan; northern India; Bangladesh) and in heavily forested equatorial regions (Amazon and Congo River basins; parts of Indonesia). Globally, spatial variation in long-term $DR$ depends more on variation in wind speed than on variation in mixing height.

**Megacities**

The air quality challenge of megacities (population > 10 million) has received considerable attention (Butler et al., 2008; Chan and Yao, 2008; Gurjar et al., 2008; Gurjar and Lelieveld, 2005; Guttikunda et al., 2005; Mage et al., 1996; Molina and Molina, 2004; Parrish and Zhu, 2009; Wang et al., 2010). The 20 megacities in this dataset account for ~15% of total city population (300 million people) and have population-weighted mean $iF$ of 83 ppm (IQR: 48 – 94 ppm; range: 25 - 260 ppm). Four megacities have intake fractions that exceed 100 ppm: New Delhi, India; Kolkata, India; Dhaka, Bangladesh; and Mexico City, Mexico (Figure 3-6, Table 3-6). Although overall population density for megacities is nearly the same as the global mean for cities of all sizes (mean: 125 persons ha$^{-1}$), the $LPD$ in megacities is 2.5× the global urban average (410 [megacities] versus 170 [global average]; units: persons m$^{-1}$), owing to megacities’ large spatial extent (mean area: 2300 km$^2$).

The total intraurban population intake ($E \times iF$) of emissions in megacities may be especially high. Megacities have been identified elsewhere as emissions “hotspots” (Butler et al., 2008; Guttikunda et al., 2005; Parrish and Zhu, 2009). High $iF$ in megacities magnifies the exposure relevance of these emissions. For example, consider a hypothetical pollutant emitted on an equal per-capita basis everywhere. For that pollutant, a city's total intraurban intake would scale with the product of population and $iF$. Under such conditions, the world’s 20 megacities would themselves account for 32% of global intraurban intake, or more than double the 15% of the global city population that they contain.

**Time-of-day and seasonal patterns in $iF$**

Diurnal trends in atmospheric mixing and population breathing rate lead to variability in $iF$ as a function of emissions timing. In general, $iF$ is elevated for emissions that occur during periods of weak atmospheric dispersion (e.g., nighttime, Figure 3-7). Considering all cities, the median $iF$ for emissions at night (2100 h – 0300 h) is 8.5× greater (IQR: 5.1 - 11×) than for emissions during the day (0900 h – 1500 h). The strong role of atmospheric mixing in driving nighttime maxima in $iF$ is highlighted when considering that the model accounts for higher-than-average population breathing rates during daytime hours. Interestingly, diurnal cycles in mixing height are principally responsible for the temporal pattern in a city’s short-term $DR$, in contrast to the observation that regional variation in long-term $DR$ is primarily attributable to between-city differences in mean wind speed.

Compared to diurnal variability, monthly differences in $iF$ are less pronounced. The median ratio of maximum to minimum month-averaged $iF$ among all cities is 2.3 (IQR: 1.8 – 2.9). On average, $iF$ values in non-tropical cities are 13× greater (IQR: 9.1 - 15×) during winter nights.
than summer days (Figure 3-8). Interannual variability in meteorology for the three years considered in this study (2007 – 2009) has negligible (< 1%) effect on global mean $iF$ and also little effect on $iF$ values for individual cities (10% trimmed range: $\pm 5\%$).

**City ventilation and per-capita dilution rate**

A fundamental determinant of the intake fraction for urban emissions is the degree to which pollutants can be diluted or removed before they are inhaled. A simple illustration of this competition between dilution and inhalation is embodied in the intake fraction for indoor emissions of an inert pollutant, which can be expressed as the ratio of occupants’ inhalation rate to the building ventilation rate (Nazaroff, 2006). In an analogous sense, urban environments can be understood as a conceptual extension of other naturally ventilated built environments (e.g., Yang and Li, 2009). City ventilation processes are complex and occur at multiple scales (Britter and Hanna, 2003). The parameter $(DR / LPD)$ usefully characterizes one aspect of urban-scale city ventilation, the effective per-capita atmospheric dilution rate available for an urban area. Intake fraction is inversely proportional to this per-capita dilution metric.

Table 3-7 provides estimates of $(DR / LPD)$ disaggregated by region and city size. Globally, the annual mean value of this dilution metric is $7.2 \text{ m}^3 \text{s}^{-1} \text{person}^{-1}$. For scale, consider that typical urban ventilation is rapid compared to building ventilation ($\sim 10^{-2} \text{ m}^3 \text{s}^{-1} \text{person}^{-1}$), which explains the lower overall intake fraction of emissions for outdoor releases. Owing to geometric considerations (urbanized land area to perimeter length), small cities experience substantially higher per-capita ventilation than medium or large cities. Global population-weighted mean values of the $(DR / LPD)$ metric are respectively 14, 5.7, and $2.4 \text{ m}^3 \text{s}^{-1} \text{person}^{-1}$ for small, medium, and large cities. This ventilation metric also varies regionally as a function of urban form and meteorology. For example, the population-weighted mean per-capita ventilation rate is high for cities in land-rich developed countries ($\sim 11 \text{ m}^3 \text{s}^{-1} \text{person}^{-1}$) and low for cities in East Asia ($\sim 5 \text{ m}^3 \text{s}^{-1} \text{person}^{-1}$). It is interesting to note that the trends in per-capita dilution by region and city size very closely track the patterns in $iF$ (i.e., Table 3-2), but not perfectly so. The reason for this imperfect correlation is that $(DR / LPD)$ values are estimated using the long-term harmonic mean of meteorological data for each city. In contrast, $iF$ calculations incorporate time-dependent emissions and breathing patterns and account for non-steady state dilution conditions.

### 3.3.2 Validation and comparison with prior research

Several previous studies have estimated $iF$ of urban vehicle emissions for individual cities, countries or regions, principally in North America and Europe. For large groups of cities with diverse population sizes, prior estimates of population-weighted average $iF$ for vehicle emissions are in the range of $\sim 5 – 20 \text{ ppm}$ (Greco et al., 2007b; Marshall et al., 2005; Taimisto et al., 2011; Tainio et al., 2009), with higher $iF$ values reported for individual large cities (e.g., Mexico City, Hong Kong, Los Angeles) (Loh et al., 2009; Luo et al., 2010; Marshall et al., 2003; Stevens et al., 2007). The higher population-weighed mean $iF$ result obtained here (39 ppm) is substantially attributable to the inclusion for the first time of many cities in Africa, Asia, and South America, which tend to have higher $LPD$ than urban areas elsewhere (Table 3-3). This study’s core result — a global population-weighted mean intraurban $iF$ of 39 ppm — is approximately consistent.
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with the estimated “archetypal” $iF$ by Humbert et al. (49 ppm, breathing-rate adjusted) for ground-level emissions (Humbert et al., 2011).

Model results for individual cities and countries compare favorably with those of previous studies after adjusting for differences in breathing rate. Overall, agreement is stronger for groups of cities (e.g., national averages of cities) than for individual urban areas. For example, my estimate for population-weighted mean intraurban $iF$ for the 243 US cities with population $\geq 100,000$ (21 ppm) is similar to the estimate of Marshall et al. (2005) for US Census “Urban Areas” (17 ppm, breathing-rate adjusted). Two other US studies report lower mean $iF$ values. For ground-level emissions and considering inhalation intakes within 50 km of the source, Lobscheid et al. report a nationwide population-weighted mean $iF = 8.6$ ppm (Lobscheid et al., 2012). For counties in metropolitan areas with at least 1 million inhabitants, that study reports population weighted mean $iF = 14.0$ ppm. In a study of intake fractions for 3080 US counties, Greco et al. found emissions-weighted mean $iF = 2.5$ ppm for primary PM$_{2.5}$ emissions (Greco et al., 2007b). However, the spatially coarse county-level exposure model employed in that study is likely to underestimate $iF$ for urban emissions.

The present estimate for metropolitan Los Angeles (43 ppm) is consistent with an empirically derived $iF$ estimate for the South Coast Air Basin (38 ppm, breathing-rate adjusted) (Marshall et al., 2003). Results for Mexico City and Hong Kong – two cities with notoriously complex terrain – each differ from prior empirical estimates by $\sim 50\%$, but in opposite directions. For Mexico City, my estimate (140 ppm) is $\sim 60\%$ larger than that of Stevens et al. (87 ppm, breathing-rate adjusted) (Stevens et al., 2007). In contrast, the estimate for Hong Kong (110 ppm) is $\sim 40\%$ lower than the value estimated by Luo et al. (190 ppm, breathing-rate adjusted) (Luo et al., 2010). I obtain more closely comparable $iF$ estimates for these two cities (to within $\sim \pm 30\%$) after harmonizing demographic input parameters, which can vary substantially among studies of megacities (Forstall et al., 2009). Overall, results are consistent with an expectation of better than 2× uncertainty in $iF$ values for individual cities estimated using the single-compartment Eulerian model.

While beyond the scope of the present study, further empirical validation of urban $iF$ results is warranted. For example, emissions and concentration data for opportunistic tracer pollutants have already been used to develop semi-empirical $iF$ estimates in several worldwide urban areas; for motor vehicles, example tracer species include CO, benzene, and diesel PM$_{2.5}$ (Loh et al., 2009; Luo et al., 2010; Marshall et al., 2003; Ries et al., 2009; Stevens et al., 2007). Recent improvements in global emissions datasets and satellite remote sensing techniques may permit more extensive use of empirical methods for assessing intake fractions in the future as a complement to the modeling approach employed here.

3.3.3 Sensitivity analysis and limitations

I tested the sensitivity of results to many assumptions and modeling decisions that were necessary to assess $iF$ at a global scale. Based on comparison with previous work ($\S$3.3.2), I estimate that overall uncertainty for the aggregated (many-city) $iF$ estimates is $\sim 30\%$.

Base-case analyses evaluate $iF$ for nonreactive primary pollutants ($k = 0$). For non-conserved pollutants that follow first-order decay (half-life: 100 h, 10 h), mean $iF$ is, respectively, only
0.8% and 7.2% lower than for conserved, non-reactive pollutants. The effect of decay was somewhat larger for large cities (11% for 10-h half-life), owing to the longer residence time of air in cities with greater length scale. Nevertheless, the global patterns of iF with respect to region and city size are similar for all 3 pollutant classes considered. Since the half-life for many health-relevant primary pollutants in urban air is larger than 10 h (Atkinson, 2000), these findings imply that iF values for nonreactive pollutants may be reasonably applied to many toxic emissions to urban outdoor air. However, the iF values reported here may not be applicable to pollutants formed via secondary processes. For example, prior research indicates that intraurban iF may be 1-2 orders of magnitude lower for secondary inorganic PM$_{2.5}$ (i.e., nitrate and sulfate aerosols) attributable to urban precursor emissions than for primary PM$_{2.5}$ (Evans et al., 2002; Greco et al., 2007b; Humbert et al., 2011).

In general, results are relatively insensitive to most of the assumptions that I made in pre-processing meteorological parameters (§3.2.3, Table 3-8). However, results for time-averaged iF are moderately sensitive to assumptions that relate to transient conditions of poor atmospheric mixing (e.g., during nights with low wind speeds). For example, global mean iF is 35% lower in a sensitivity scenario under which urban mixing height is constrained to be at least 100 m at all times. Since dispersion is generally weak at nights, alternative scenarios with higher emissions ($E$) or breathing rate ($Q$) at night result in higher iF values. Mean iF varies by 5 – 15% under a range of plausible assumptions about the diurnal pattern of $E$ and $Q$ (Table 3-9). Refined model inputs for nighttime conditions may improve the accuracy of iF estimates in future studies.

An important modeling simplification relates to the aspect ratio, $\alpha$, the ratio of an urban area’s windward to crosswind dimensions (§3.2.3). In the default modeling case, I assume square-plan layout ($\alpha = 1$), as $\alpha$ is not readily estimated for cities in this dataset. In general, iF is expected to increase for situations where $\alpha > 1$ (less ventilation per unit land area), with the opposite true for $\alpha < 1$. The intake fraction for individual cities increased (decreased) by ~30% for sensitivity cases in which $\alpha = 2$ ($\alpha = 0.5$). More detailed information on $\alpha$ may therefore improve the precision of iF estimates for individual cities. However, additional information on aspect ratio may not improve the accuracy of the mean iF estimates for large groupings of cities if the main axis direction of a cities are in general uncorrelated with the mean wind direction.

The modeling approach employed here has limitations. The one-compartment model does not account for within-urban variation in exposure concentrations or for the effects of microenvironments. To the extent that exposures disproportionately occur in near-source regions (e.g., in vehicles on roads), iF may be systematically underestimated by the model. Conversely, the model may overestimate iF when outdoor-attributable indoor exposure concentrations are attenuated from ambient levels, as is the case for PM$_{2.5}$ encountered in buildings (Riley et al., 2002). Here, I make the simplifying assumption that for emissions of primary, conserved pollutants, the population-average microenvironmental exposure concentration is adequately approximated by the urban ambient concentration attributable to those emissions. Two prior studies of vehicle-associated population intake of conserved pollutants in Southern California found this simplification to be valid to within $\pm 15-30\%$, depending on the pollutant under consideration (Marshall et al., 2006; Marshall et al., 2003). To test this simplification. I carried out the following bounding-case analysis. Consider the sensitivity parameter $\epsilon$, which represents the percentage difference between an iF estimated based on microenvironmental concentrations
and one estimated using a single ambient concentration. Neglecting differences in breathing rate among microenvironments, \( \varepsilon \) can be estimated as:

\[
\varepsilon \sim 100 \times \left( \sum_{\mu=1}^{N} T_{\mu} \gamma_{\mu} - 1 \right) \tag{3.6}
\]

Here, for one of \( \mu = 1 \ldots N \) microenvironments, \( T_{\mu} \) represents the fraction of population-time spent in that microenvironment, and \( \gamma_{\mu} \) represents the ratio between the vehicle attributable concentration in that microenvironment and in the overall urban (outdoor) environment. Following Marshall et al. (2003, 2006), I consider three microenvironments: indoors, in-vehicle/near-roadway, and outdoors (not-near roadways). The microenvironmental time distribution \( (T, \text{see Appendix B}) \) is based on analysis of the US NHAPS database (Klepeis et al., 2001). Indoor microenvironments account for an average of 20.9 h d\(^{-1}\) of population-time (Table 3-10), with respectively 1.3 h and 1.8 h spent in transit and outdoors. Time-activity data for urban populations are approximately similar elsewhere. For example, a global meta-analysis of human activity patterns reports that populations spend \( \sim 20 \text{–} 22 \text{ h indoors, 0.5-2h outdoors, and } \sim 1.5h-2.5h \text{ in transit.} \) (Moschandreas, 1981). More recent data from a detailed time-activity budget of 525 urban residents of Chongqing, China, indicate a mean of approximately 20.2 h spent indoors, 1.2 h in transit, and 2.7 h outdoors (Wang et al., 2008). Likewise, a similar microenvironmental time distribution was reported for the population of Hong Kong (Luo et al., 2010). Since the NHAPS time-activity data fall within the range of other reported values, I use these values for the quantitative sensitivity analyses reported below.

Distributions of \( \gamma_{\mu} \) may vary as a function of pollutant dynamics and characteristics of the built environment. Indicative values of \( \gamma_{\mu} \) are reported in Table 3-1 and described here. For non-reactive gaseous primary pollutants (e.g., CO, benzene), \( \gamma_{\mu} = 1 \) for indoor conditions (Marshall et al., 2003). In contrast, \( \text{PM}_{2.5} \) of outdoor origin is partially removed in buildings via deposition and filtration. Particle infiltration is a strong function of building ventilation, and varies as a function of climate and regional building practices. Summarizing results over many studies, I consider an indicative range of \( \gamma_{\mu} = 0.3 \text{–} 0.7 \) for primary \( \text{PM}_{2.5} \) (Hodas et al., 2012; MacNeill et al., 2012; Wallace and Williams, 2005; Marshall et al., 2006; Riley et al., 2002). Considering roadway and in-vehicle microenvironments, \( \gamma_{\mu} \) is typically \( \sim 3\text{-}4 \) for primary pollutants of vehicular origin (Chapter 2, Marshall et al., 2003; Marshall et al., 2006). Finally, by definition, \( \gamma_{\mu} = 1 \) for the outdoor microenvironment. Two pollutant classes for \( \gamma_{\mu} \), listed as “conserved primary” and “primary \( \text{PM}_{2.5} \)” in Table 3-10, summarize the above data. Considering these two cases, vehicle-attributable intake may be \( \sim 16 \% \) higher than predicted by the base-case single compartment model for nonreactive primary pollutants, and \( \sim 15\text{-}50\% \) lower than base-case estimates for \( \text{PM}_{2.5} \). I conclude that microenvironments are likely to contribute less than \( \sim 30\% \) absolute uncertainty in results for nonreactive pollutants with high indoor penetration efficiency. However, more refined consideration of microenvironmental exposures could more strongly affect conclusions for particles and other pollutants that interact strongly with indoor environments.

A further limitation is that the model only assesses intraurban \( iF \), the fraction of a city’s emissions that are inhaled by that city’s own inhabitants. The results exclude additional intake that may occur in other urban or rural areas downwind of the source city, and therefore may be considered a lower-bound estimate of total \( iF \). Limited prior research suggests that intraurban \( iF \)
for ground-level emissions may reasonably approximate total $iF$ in many circumstances (Greco et al., 2007b; Heath and Nazaroff, 2007). Nevertheless, the difference between intraurban and total $iF$ may be important in certain cases, such as for emissions in a small urban area that is located upwind and nearby large urban areas. Chapter 4 explores this assumption in further detail, emphasizing reactive and secondary pollutants.

Since inhalation intake is an incomplete indicator of health risk, additional analyses are required to interpret $iF$ results more explicitly in terms of health effects. In general, a metric of “intake-based toxicity” ($IBT$, sample units: mortality per mass intake) can be combined with $iF$ to yield estimates of health effect per unit emission (Ji et al., 2012; Marshall and Nazaroff, 2002). $IBT$ may vary among populations, owing to, for example, different background disease rates or non-linearity in dose-response (Smith and Peel, 2010). Likewise, similar reductions in intake may yield differential health benefits among populations with differing baseline exposure levels, susceptibility, and underlying disease burdens (Levy et al., 2009).

3.4 Conclusions

This chapter considers the intraurban intake fraction of for emissions of conserved, nonreactive pollutants from vehicles and other ground-level sources. I develop intake fraction estimates for a total 3646 worldwide cities accounting for more than 70% of the global urban population in year 2000. The intake fraction of urban vehicle emissions is substantially variable among cities, spanning a range of more than $100 \times$ among all world cites, with a 10% trimmed range of 7.7 – 80 ppm. Variability in intake fraction among cities is systematic. A metric of urban form, linear population density ($LPD$), is the most important predictive parameter for the
variability in $iF$ observed here. Differences in meteorology account for a smaller but still substantial fraction of global variability in $iF$. Since more populous cities tend to have higher LPD, $iF$ varies strongly as a function of population. The dense urban form of Asian cities leads to high LPD and thus high $iF$, while more sprawling cities in land-rich developed countries have lower LPD and low $iF$. These findings indicate that policies to control vehicle emissions in populous, dense cities may result in especially large exposure benefits per unit effort. Conversely, since urban vehicle usage is growing fastest in regions of the world with relatively high $iF$ (e.g., China, India), the exposure implications of a failure to manage emissions are likely to be especially high.

The data presented in this chapter may be useful for life cycle assessments, health risk assessments, and other analyses concerned with the health consequences of distributed, ground-level urban emissions. This analysis also substantially contributes to the literature on intake fraction by providing the first consistent, globally comparative assessment of $iF$ for urban vehicle emissions. Future developments in the $iF$ literature could build on this effort in several ways. Examples include (a) more thorough treatment of regionally varying factors that may affect indoor and microenvironmental exposures, (b) explicit consideration of dynamic pollutants (e.g., ultrafine particles), and (c) comparison of intraurban and beyond-urban inhalation intakes for cities of different sizes. Finally, the policy landscape could benefit from more detailed consideration of $iF$ for variety of other major, non-vehicular sources that are relevant to population intake.
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Table 3-1. Global summary of intraurban intake fraction, demographic parameters, and meteorology \(^{a,b}\)

<table>
<thead>
<tr>
<th>Intake Fraction ppm</th>
<th>Population millions</th>
<th>LPD persons m(^{-3})</th>
<th>DR m(^{-2})s(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range of values</td>
<td>0.6 - 260</td>
<td>0.1 - 34</td>
<td>5.8 – 780</td>
</tr>
<tr>
<td>AM (ASD)</td>
<td>39 (36)</td>
<td>17 (18)</td>
<td>4.2 (6.4)</td>
</tr>
<tr>
<td>GM (GSD)</td>
<td>26 (2.5)</td>
<td>12 (2.2)</td>
<td>1.5 (4.7)</td>
</tr>
<tr>
<td>Median</td>
<td>26</td>
<td>12</td>
<td>1.4</td>
</tr>
<tr>
<td>IQR</td>
<td>14 - 52</td>
<td>7.3 - 20</td>
<td>0.42 - 5</td>
</tr>
<tr>
<td>P(^{10}) – P(^{90})</td>
<td>7.7 - 80</td>
<td>4.7 - 34</td>
<td>0.18 - 13</td>
</tr>
</tbody>
</table>

\(^{a}\) Non-italicized entries (left side) reflect population-weighted statistics; italicized entries (right side) are unweighted results.

\(^{b}\) Abbreviations: LPD – linear population density, DR – normalized dilution rate, AM – arithmetic mean, ASD – arithmetic standard deviation, GM – geometric mean, GSD – geometric standard deviation, IQR – interquartile range, P\(^{10}\) and P\(^{90}\) – 10\(^{th}\) and 90\(^{th}\) percentiles of distribution.

Table 3-2. Population-weighted mean intake fraction (iF) by region and city size \(^a\)

<table>
<thead>
<tr>
<th>Region</th>
<th>iF (ppm)</th>
<th>Population (million)</th>
<th>Number of Cities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>M</td>
<td>L</td>
</tr>
<tr>
<td>SCA South and Central Asia</td>
<td>14.9</td>
<td>35.5</td>
<td>106</td>
</tr>
<tr>
<td>SEA Southeast Asia</td>
<td>19.8</td>
<td>45.8</td>
<td>67.1</td>
</tr>
<tr>
<td>EAP East Asia and Pacific</td>
<td>21.8</td>
<td>49.3</td>
<td>70.4</td>
</tr>
<tr>
<td>SSA Sub-Saharan Africa</td>
<td>17.9</td>
<td>38.2</td>
<td>98.3</td>
</tr>
<tr>
<td>LAM Latin America</td>
<td>12.7</td>
<td>32.2</td>
<td>68.8</td>
</tr>
<tr>
<td>NAF North Africa</td>
<td>10.0</td>
<td>26.5</td>
<td>56.8</td>
</tr>
<tr>
<td>EUJ Europe and Japan</td>
<td>10.1</td>
<td>21.8</td>
<td>55.4</td>
</tr>
<tr>
<td>WAS Western Asia</td>
<td>12.3</td>
<td>26.6</td>
<td>41.0</td>
</tr>
<tr>
<td>LRD Land-Rich Developed</td>
<td>6.6</td>
<td>14.9</td>
<td>30.1</td>
</tr>
</tbody>
</table>

\(^a\) Cities sorted by population size range: (S) – small, 100,000 ≤ population < 600,000; (M) – medium, 600,000 ≤ population < 3,000,000; (L) – large, population ≥ 3,000,000.

Table 3-3. Regional summary of intraurban intake fraction, population density, & meteorology \(^a\)

<table>
<thead>
<tr>
<th>Region</th>
<th>iF ppm</th>
<th>LPD persons m(^{-3})</th>
<th>Density persons ha(^{-1})</th>
<th>DR m(^{-2})s(^{-1})</th>
<th>City pop millions</th>
<th>N cities</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCA South and Central Asia</td>
<td>55</td>
<td>230</td>
<td>160</td>
<td>490</td>
<td>290</td>
<td>539</td>
</tr>
<tr>
<td>SEA Southeast Asia</td>
<td>48</td>
<td>170</td>
<td>120</td>
<td>520</td>
<td>110</td>
<td>196</td>
</tr>
<tr>
<td>EAP East Asia and Pacific</td>
<td>44</td>
<td>180</td>
<td>220</td>
<td>480</td>
<td>460</td>
<td>891</td>
</tr>
<tr>
<td>SSA Sub-Saharan Africa</td>
<td>43</td>
<td>160</td>
<td>170</td>
<td>610</td>
<td>130</td>
<td>258</td>
</tr>
<tr>
<td>LAM Latin America</td>
<td>41</td>
<td>170</td>
<td>87</td>
<td>610</td>
<td>260</td>
<td>403</td>
</tr>
<tr>
<td>NAF North Africa</td>
<td>32</td>
<td>180</td>
<td>130</td>
<td>630</td>
<td>53</td>
<td>115</td>
</tr>
<tr>
<td>EUJ Europe and Japan</td>
<td>30</td>
<td>140</td>
<td>59</td>
<td>530</td>
<td>400</td>
<td>796</td>
</tr>
<tr>
<td>WAS Western Asia</td>
<td>26</td>
<td>120</td>
<td>91</td>
<td>550</td>
<td>90</td>
<td>157</td>
</tr>
<tr>
<td>LRD Land-Rich Developed</td>
<td>20</td>
<td>110</td>
<td>29</td>
<td>600</td>
<td>230</td>
<td>291</td>
</tr>
</tbody>
</table>

\(^a\) Population-weighted arithmetic means for cities with population ≥ 100,000. Total population: 2.0 billion people (72% of year 2000 urban population, 32% of global population) in 3646 cities.
Table 3-4. Population-weighted mean intraurban intake fraction for the 10 countries with largest population in cities $^a$

<table>
<thead>
<tr>
<th>Country</th>
<th>IF ppm</th>
<th>City pop millions</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>44</td>
<td>412</td>
</tr>
<tr>
<td>USA</td>
<td>21</td>
<td>192</td>
</tr>
<tr>
<td>India</td>
<td>51</td>
<td>188</td>
</tr>
<tr>
<td>Brazil</td>
<td>33</td>
<td>88</td>
</tr>
<tr>
<td>Japan</td>
<td>50</td>
<td>85</td>
</tr>
<tr>
<td>Russia</td>
<td>32</td>
<td>68</td>
</tr>
<tr>
<td>Mexico</td>
<td>65</td>
<td>58</td>
</tr>
<tr>
<td>Germany</td>
<td>30</td>
<td>49</td>
</tr>
<tr>
<td>Indonesia</td>
<td>53</td>
<td>40</td>
</tr>
<tr>
<td>S. Korea</td>
<td>46</td>
<td>36</td>
</tr>
<tr>
<td>All 10 countries</td>
<td>41</td>
<td>1216</td>
</tr>
<tr>
<td>Other 148 countries</td>
<td>35</td>
<td>796</td>
</tr>
</tbody>
</table>

$^a$ Cities considered are all urban areas with population $\geq$ 100,000
Table 3-5. Population-weighted mean intraurban intake fraction for all cities modeled, grouped by country.

<table>
<thead>
<tr>
<th>Country</th>
<th>Region</th>
<th>IF (ppm)</th>
<th>Cities</th>
<th>Pop (millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Afghanistan</td>
<td>SCA</td>
<td>49</td>
<td>12</td>
<td>4.4</td>
</tr>
<tr>
<td>Albania</td>
<td>EUJ</td>
<td>25</td>
<td>1</td>
<td>0.34</td>
</tr>
<tr>
<td>Algeria</td>
<td>NAF</td>
<td>20</td>
<td>33</td>
<td>8.3</td>
</tr>
<tr>
<td>Angola</td>
<td>SSA</td>
<td>53</td>
<td>5</td>
<td>3.1</td>
</tr>
<tr>
<td>Argentina</td>
<td>LAM</td>
<td>29</td>
<td>28</td>
<td>23</td>
</tr>
<tr>
<td>Armenia</td>
<td>WAS</td>
<td>17</td>
<td>3</td>
<td>1.4</td>
</tr>
<tr>
<td>Australia</td>
<td>LRD</td>
<td>14</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Austria</td>
<td>EUJ</td>
<td>20</td>
<td>5</td>
<td>2.8</td>
</tr>
<tr>
<td>Azerbaijan</td>
<td>WAS</td>
<td>16</td>
<td>3</td>
<td>2.4</td>
</tr>
<tr>
<td>Bahamas, The</td>
<td>LAM</td>
<td>1.3</td>
<td>1</td>
<td>0.21</td>
</tr>
<tr>
<td>Bahrain</td>
<td>WAS</td>
<td>7</td>
<td>1</td>
<td>0.4</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>SCA</td>
<td>190</td>
<td>20</td>
<td>18</td>
</tr>
<tr>
<td>Belarus</td>
<td>EUJ</td>
<td>19</td>
<td>15</td>
<td>4.7</td>
</tr>
<tr>
<td>Belgium</td>
<td>EUJ</td>
<td>13</td>
<td>1</td>
<td>5.3</td>
</tr>
<tr>
<td>Benin</td>
<td>SSA</td>
<td>11</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Bolivia</td>
<td>LAM</td>
<td>12</td>
<td>7</td>
<td>3.6</td>
</tr>
<tr>
<td>Bosnia &amp; Herzegovina</td>
<td>EUJ</td>
<td>24</td>
<td>2</td>
<td>0.56</td>
</tr>
<tr>
<td>Botswana</td>
<td>SCA</td>
<td>9.2</td>
<td>2</td>
<td>0.38</td>
</tr>
<tr>
<td>Brazil</td>
<td>LAM</td>
<td>33</td>
<td>130</td>
<td>88</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>EUJ</td>
<td>14</td>
<td>9</td>
<td>2.6</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>SSA</td>
<td>27</td>
<td>2</td>
<td>1.4</td>
</tr>
<tr>
<td>Burundi</td>
<td>SSA</td>
<td>16</td>
<td>1</td>
<td>0.32</td>
</tr>
<tr>
<td>Cambodia</td>
<td>SEA</td>
<td>52</td>
<td>2</td>
<td>1.2</td>
</tr>
<tr>
<td>Cameroon</td>
<td>SSA</td>
<td>52</td>
<td>14</td>
<td>5.4</td>
</tr>
<tr>
<td>Canada</td>
<td>LRD</td>
<td>20</td>
<td>29</td>
<td>19</td>
</tr>
<tr>
<td>Central African Republic</td>
<td>SSA</td>
<td>30</td>
<td>1</td>
<td>0.58</td>
</tr>
<tr>
<td>Chad</td>
<td>SSA</td>
<td>23</td>
<td>2</td>
<td>0.75</td>
</tr>
<tr>
<td>Chile</td>
<td>LAM</td>
<td>27</td>
<td>18</td>
<td>9.4</td>
</tr>
<tr>
<td>China</td>
<td>EAP</td>
<td>44</td>
<td>830</td>
<td>410</td>
</tr>
<tr>
<td>Colombia</td>
<td>LAM</td>
<td>75</td>
<td>26</td>
<td>21</td>
</tr>
<tr>
<td>Congo, Democratic Republic</td>
<td>SSA</td>
<td>63</td>
<td>23</td>
<td>12</td>
</tr>
<tr>
<td>Congo, Republic</td>
<td>SSA</td>
<td>26</td>
<td>2</td>
<td>1.5</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>LAM</td>
<td>27</td>
<td>2</td>
<td>1.1</td>
</tr>
<tr>
<td>Cote d’Ivoire</td>
<td>SSA</td>
<td>43</td>
<td>9</td>
<td>5.2</td>
</tr>
<tr>
<td>Croatia</td>
<td>EUJ</td>
<td>19</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Cuba</td>
<td>LAM</td>
<td>16</td>
<td>12</td>
<td>4.4</td>
</tr>
<tr>
<td>Cyprus</td>
<td>WAS</td>
<td>4.8</td>
<td>2</td>
<td>0.37</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>EUJ</td>
<td>11</td>
<td>6</td>
<td>2.2</td>
</tr>
<tr>
<td>Denmark</td>
<td>EUJ</td>
<td>7.7</td>
<td>4</td>
<td>1.6</td>
</tr>
<tr>
<td>Djibouti</td>
<td>SSA</td>
<td>12</td>
<td>1</td>
<td>0.46</td>
</tr>
<tr>
<td>Dominican Republic</td>
<td>LAM</td>
<td>25</td>
<td>8</td>
<td>3.1</td>
</tr>
<tr>
<td>Ecuador</td>
<td>LAM</td>
<td>15</td>
<td>14</td>
<td>5.4</td>
</tr>
<tr>
<td>Egypt</td>
<td>NAF</td>
<td>49</td>
<td>27</td>
<td>20</td>
</tr>
<tr>
<td>El Salvador</td>
<td>LAM</td>
<td>14</td>
<td>4</td>
<td>1.8</td>
</tr>
<tr>
<td>Eritrea</td>
<td>SSA</td>
<td>16</td>
<td>1</td>
<td>0.48</td>
</tr>
<tr>
<td>Estonia</td>
<td>EUJ</td>
<td>7.3</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>SSA</td>
<td>36</td>
<td>6</td>
<td>3.3</td>
</tr>
<tr>
<td>Finland</td>
<td>EUJ</td>
<td>15</td>
<td>5</td>
<td>1.8</td>
</tr>
<tr>
<td>France</td>
<td>EUJ</td>
<td>25</td>
<td>50</td>
<td>27</td>
</tr>
<tr>
<td>Gabon</td>
<td>SSA</td>
<td>3.5</td>
<td>2</td>
<td>0.63</td>
</tr>
<tr>
<td>Gambia, The</td>
<td>SSA</td>
<td>9.1</td>
<td>1</td>
<td>0.32</td>
</tr>
<tr>
<td>Country</td>
<td>Region²</td>
<td>IF</td>
<td>Cities</td>
<td>Pop (millions)</td>
</tr>
<tr>
<td>------------------</td>
<td>---------</td>
<td>-----</td>
<td>--------</td>
<td>----------------</td>
</tr>
<tr>
<td>Georgia</td>
<td>WAS</td>
<td>21</td>
<td>5</td>
<td>1.7</td>
</tr>
<tr>
<td>Germany</td>
<td>EUJ</td>
<td>30</td>
<td>73</td>
<td>49</td>
</tr>
<tr>
<td>Ghana</td>
<td>SSA</td>
<td>15</td>
<td>5</td>
<td>2.9</td>
</tr>
<tr>
<td>Greece</td>
<td>EUJ</td>
<td>17</td>
<td>6</td>
<td>4.6</td>
</tr>
<tr>
<td>Guatemala</td>
<td>LAM</td>
<td>19</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Guinea</td>
<td>SSA</td>
<td>30</td>
<td>3</td>
<td>1.6</td>
</tr>
<tr>
<td>Guinea-Bissau</td>
<td>SSA</td>
<td>17</td>
<td>1</td>
<td>0.27</td>
</tr>
<tr>
<td>Haiti</td>
<td>LAM</td>
<td>30</td>
<td>2</td>
<td>1.9</td>
</tr>
<tr>
<td>Honduras</td>
<td>LAM</td>
<td>43</td>
<td>3</td>
<td>1.5</td>
</tr>
<tr>
<td>Hungary</td>
<td>EUJ</td>
<td>16</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>Iceland</td>
<td>EUJ</td>
<td>5.3</td>
<td>1</td>
<td>0.17</td>
</tr>
<tr>
<td>India</td>
<td>SCA</td>
<td>51</td>
<td>340</td>
<td>190</td>
</tr>
<tr>
<td>Indonesia</td>
<td>SEA</td>
<td>53</td>
<td>77</td>
<td>40</td>
</tr>
<tr>
<td>Iran</td>
<td>SCA</td>
<td>30</td>
<td>61</td>
<td>27</td>
</tr>
<tr>
<td>Iraq</td>
<td>WAS</td>
<td>29</td>
<td>22</td>
<td>14</td>
</tr>
<tr>
<td>Ireland</td>
<td>EUJ</td>
<td>8.7</td>
<td>2</td>
<td>1.2</td>
</tr>
<tr>
<td>Israel</td>
<td>WAS</td>
<td>23</td>
<td>8</td>
<td>4.6</td>
</tr>
<tr>
<td>Italy</td>
<td>EUJ</td>
<td>24</td>
<td>43</td>
<td>20</td>
</tr>
<tr>
<td>Jamaica</td>
<td>LAM</td>
<td>15</td>
<td>2</td>
<td>0.87</td>
</tr>
<tr>
<td>Japan</td>
<td>EUJ</td>
<td>50</td>
<td>100</td>
<td>85</td>
</tr>
<tr>
<td>Jordan</td>
<td>WAS</td>
<td>20</td>
<td>2</td>
<td>1.9</td>
</tr>
<tr>
<td>Kazakhstan</td>
<td>SCA</td>
<td>12</td>
<td>19</td>
<td>5.3</td>
</tr>
<tr>
<td>Kenya</td>
<td>SSA</td>
<td>23</td>
<td>5</td>
<td>3.6</td>
</tr>
<tr>
<td>Korea, Dem. Rep.</td>
<td>EAP</td>
<td>31</td>
<td>24</td>
<td>8.5</td>
</tr>
<tr>
<td>Korea, Rep.</td>
<td>EAP</td>
<td>46</td>
<td>33</td>
<td>36</td>
</tr>
<tr>
<td>Kosovo</td>
<td>EUJ</td>
<td>11</td>
<td>2</td>
<td>0.3</td>
</tr>
<tr>
<td>Kuwait</td>
<td>WAS</td>
<td>16</td>
<td>2</td>
<td>2.1</td>
</tr>
<tr>
<td>Kyrgyzstan</td>
<td>SCA</td>
<td>15</td>
<td>2</td>
<td>0.98</td>
</tr>
<tr>
<td>Laos</td>
<td>SEA</td>
<td>33</td>
<td>3</td>
<td>0.9</td>
</tr>
<tr>
<td>Latvia</td>
<td>EUJ</td>
<td>12</td>
<td>2</td>
<td>0.88</td>
</tr>
<tr>
<td>Lebanon</td>
<td>WAS</td>
<td>12</td>
<td>4</td>
<td>2.1</td>
</tr>
<tr>
<td>Liberia</td>
<td>SSA</td>
<td>100</td>
<td>1</td>
<td>0.69</td>
</tr>
<tr>
<td>Libya</td>
<td>NAF</td>
<td>10</td>
<td>14</td>
<td>4.7</td>
</tr>
<tr>
<td>Lithuania</td>
<td>EUJ</td>
<td>15</td>
<td>5</td>
<td>1.4</td>
</tr>
<tr>
<td>Macedonia</td>
<td>EUJ</td>
<td>17</td>
<td>2</td>
<td>0.6</td>
</tr>
<tr>
<td>Madagascar</td>
<td>SSA</td>
<td>29</td>
<td>6</td>
<td>2.1</td>
</tr>
<tr>
<td>Malawi</td>
<td>SSA</td>
<td>23</td>
<td>2</td>
<td>0.99</td>
</tr>
<tr>
<td>Malaysia</td>
<td>SEA</td>
<td>24</td>
<td>24</td>
<td>13</td>
</tr>
<tr>
<td>Mali</td>
<td>SSA</td>
<td>24</td>
<td>4</td>
<td>1.5</td>
</tr>
<tr>
<td>Mauritania</td>
<td>SSA</td>
<td>9.7</td>
<td>1</td>
<td>0.6</td>
</tr>
<tr>
<td>Mexico</td>
<td>LAM</td>
<td>65</td>
<td>82</td>
<td>58</td>
</tr>
<tr>
<td>Moldova</td>
<td>EUJ</td>
<td>13</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Mongolia</td>
<td>EAP</td>
<td>21</td>
<td>1</td>
<td>0.76</td>
</tr>
<tr>
<td>Montenegro</td>
<td>EUJ</td>
<td>9.8</td>
<td>1</td>
<td>0.13</td>
</tr>
<tr>
<td>Morocco</td>
<td>NAF</td>
<td>35</td>
<td>20</td>
<td>11</td>
</tr>
<tr>
<td>Mozambique</td>
<td>SSA</td>
<td>15</td>
<td>9</td>
<td>2.7</td>
</tr>
<tr>
<td>Myanmar</td>
<td>SEA</td>
<td>45</td>
<td>15</td>
<td>6.5</td>
</tr>
<tr>
<td>Namibia</td>
<td>SSA</td>
<td>9.5</td>
<td>1</td>
<td>0.23</td>
</tr>
<tr>
<td>Nepal</td>
<td>SCA</td>
<td>30</td>
<td>4</td>
<td>1.1</td>
</tr>
<tr>
<td>Netherlands</td>
<td>EUJ</td>
<td>17</td>
<td>19</td>
<td>9.5</td>
</tr>
<tr>
<td>New Caledonia</td>
<td>EAP</td>
<td>0.8</td>
<td>1</td>
<td>0.13</td>
</tr>
<tr>
<td>New Zealand</td>
<td>LRD</td>
<td>4.6</td>
<td>6</td>
<td>2.3</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>LAM</td>
<td>11</td>
<td>2</td>
<td>1.2</td>
</tr>
<tr>
<td>Niger</td>
<td>SSA</td>
<td>17</td>
<td>3</td>
<td>1.1</td>
</tr>
<tr>
<td>Nigeria</td>
<td>SSA</td>
<td>72</td>
<td>60</td>
<td>33</td>
</tr>
<tr>
<td>Norway</td>
<td>EUJ</td>
<td>39</td>
<td>5</td>
<td>1.4</td>
</tr>
<tr>
<td>Oman</td>
<td>WAS</td>
<td>10</td>
<td>3</td>
<td>0.98</td>
</tr>
<tr>
<td>Country</td>
<td>Region</td>
<td>(iF) (ppm)</td>
<td>Cities (millions)</td>
<td>Pop (millions)</td>
</tr>
<tr>
<td>-----------------------</td>
<td>--------</td>
<td>--------------</td>
<td>------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Pakistan</td>
<td>SCA</td>
<td>47</td>
<td>56</td>
<td>34</td>
</tr>
<tr>
<td>Panama</td>
<td>LAM</td>
<td>13</td>
<td>3</td>
<td>1.2</td>
</tr>
<tr>
<td>Papua New Guinea</td>
<td>EAP</td>
<td>11</td>
<td>2</td>
<td>0.36</td>
</tr>
<tr>
<td>Paraguay</td>
<td>LAM</td>
<td>17</td>
<td>2</td>
<td>1.7</td>
</tr>
<tr>
<td>Peru</td>
<td>LAM</td>
<td>39</td>
<td>18</td>
<td>12</td>
</tr>
<tr>
<td>Philippines</td>
<td>SEA</td>
<td>44</td>
<td>31</td>
<td>18</td>
</tr>
<tr>
<td>Poland</td>
<td>EUJ</td>
<td>16</td>
<td>33</td>
<td>14</td>
</tr>
<tr>
<td>Portugal</td>
<td>EUJ</td>
<td>15</td>
<td>6</td>
<td>3.7</td>
</tr>
<tr>
<td>Puerto Rico</td>
<td>LAM</td>
<td>4.3</td>
<td>7</td>
<td>3.3</td>
</tr>
<tr>
<td>Qatar</td>
<td>WAS</td>
<td>6.2</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>Romania</td>
<td>EUJ</td>
<td>20</td>
<td>25</td>
<td>6.7</td>
</tr>
<tr>
<td>Russia</td>
<td>EUJ</td>
<td>32</td>
<td>160</td>
<td>68</td>
</tr>
<tr>
<td>Rwanda</td>
<td>SSA</td>
<td>30</td>
<td>1</td>
<td>0.52</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>WAS</td>
<td>20</td>
<td>21</td>
<td>15</td>
</tr>
<tr>
<td>Senegal</td>
<td>SSA</td>
<td>21</td>
<td>7</td>
<td>2.9</td>
</tr>
<tr>
<td>Serbia</td>
<td>EUJ</td>
<td>19</td>
<td>5</td>
<td>1.7</td>
</tr>
<tr>
<td>Sierra Leone</td>
<td>SSA</td>
<td>20</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Singapore</td>
<td>SEA</td>
<td>58</td>
<td>1</td>
<td>4.1</td>
</tr>
<tr>
<td>Slovakia</td>
<td>EUJ</td>
<td>11</td>
<td>2</td>
<td>0.69</td>
</tr>
<tr>
<td>Slovenia</td>
<td>EUJ</td>
<td>16</td>
<td>2</td>
<td>0.39</td>
</tr>
<tr>
<td>Somalia</td>
<td>SSA</td>
<td>6.9</td>
<td>7</td>
<td>2.3</td>
</tr>
<tr>
<td>South Africa</td>
<td>SSA</td>
<td>27</td>
<td>37</td>
<td>23</td>
</tr>
<tr>
<td>Spain</td>
<td>EUJ</td>
<td>31</td>
<td>43</td>
<td>20</td>
</tr>
<tr>
<td>Sri Lanka</td>
<td>SCA</td>
<td>12</td>
<td>4</td>
<td>1.5</td>
</tr>
<tr>
<td>Sudan</td>
<td>NAF</td>
<td>16</td>
<td>14</td>
<td>6.8</td>
</tr>
<tr>
<td>Suriname</td>
<td>LAM</td>
<td>4.3</td>
<td>1</td>
<td>0.23</td>
</tr>
<tr>
<td>Sweden</td>
<td>EUJ</td>
<td>22</td>
<td>10</td>
<td>3.2</td>
</tr>
<tr>
<td>Switzerland</td>
<td>EUJ</td>
<td>15</td>
<td>10</td>
<td>3.4</td>
</tr>
<tr>
<td>Syria</td>
<td>WAS</td>
<td>32</td>
<td>10</td>
<td>6.7</td>
</tr>
<tr>
<td>Tajikistan</td>
<td>SCA</td>
<td>12</td>
<td>2</td>
<td>0.71</td>
</tr>
<tr>
<td>Tanzania</td>
<td>SSA</td>
<td>46</td>
<td>13</td>
<td>6.9</td>
</tr>
<tr>
<td>Thailand</td>
<td>SEA</td>
<td>33</td>
<td>17</td>
<td>9.8</td>
</tr>
<tr>
<td>Togo</td>
<td>SSA</td>
<td>7.7</td>
<td>1</td>
<td>0.73</td>
</tr>
<tr>
<td>Tunisia</td>
<td>NAF</td>
<td>17</td>
<td>6</td>
<td>2.6</td>
</tr>
<tr>
<td>Turkey</td>
<td>WAS</td>
<td>31</td>
<td>55</td>
<td>29</td>
</tr>
<tr>
<td>Turkmenistan</td>
<td>SCA</td>
<td>11</td>
<td>5</td>
<td>1.3</td>
</tr>
<tr>
<td>Uganda</td>
<td>SSA</td>
<td>31</td>
<td>1</td>
<td>1.1</td>
</tr>
<tr>
<td>Ukraine</td>
<td>EUJ</td>
<td>15</td>
<td>45</td>
<td>18</td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>WAS</td>
<td>9.5</td>
<td>4</td>
<td>2.4</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>EUJ</td>
<td>19</td>
<td>66</td>
<td>32</td>
</tr>
<tr>
<td>United States</td>
<td>LRD</td>
<td>21</td>
<td>240</td>
<td>190</td>
</tr>
<tr>
<td>Uruguay</td>
<td>LAM</td>
<td>8.6</td>
<td>1</td>
<td>1.3</td>
</tr>
<tr>
<td>Uzbekistan</td>
<td>SCA</td>
<td>14</td>
<td>17</td>
<td>5.5</td>
</tr>
<tr>
<td>Venezuela</td>
<td>LAM</td>
<td>30</td>
<td>31</td>
<td>14</td>
</tr>
<tr>
<td>Vietnam</td>
<td>SEA</td>
<td>71</td>
<td>26</td>
<td>14</td>
</tr>
<tr>
<td>West Bank &amp; Gaza</td>
<td>WAS</td>
<td>69</td>
<td>4</td>
<td>1.9</td>
</tr>
<tr>
<td>Western Sahara</td>
<td>NAF</td>
<td>5</td>
<td>1</td>
<td>0.17</td>
</tr>
<tr>
<td>Yemen</td>
<td>WAS</td>
<td>19</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>Zambia</td>
<td>SSA</td>
<td>18</td>
<td>7</td>
<td>2.6</td>
</tr>
<tr>
<td>Zimbabwe</td>
<td>SSA</td>
<td>21</td>
<td>5</td>
<td>2.7</td>
</tr>
</tbody>
</table>

\(^a\) See Table 3-2 and Figure 3-5 for definition of regions
Table 3-6. Intake fraction results and summary data for 20 worldwide megacities

<table>
<thead>
<tr>
<th>Megacity</th>
<th>Country</th>
<th>iF (ppm)</th>
<th>Population (millions)</th>
<th>LPD (^a) (population m(^{-1}))</th>
<th>DR (^a) (m(^2) s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tokyo</td>
<td>Japan</td>
<td>94</td>
<td>34.5</td>
<td>524</td>
<td>489</td>
</tr>
<tr>
<td>New York (^b)</td>
<td>USA</td>
<td>48</td>
<td>22.4</td>
<td>270</td>
<td>317</td>
</tr>
<tr>
<td>Mexico City</td>
<td>Mexico</td>
<td>145</td>
<td>18.4</td>
<td>520</td>
<td>224</td>
</tr>
<tr>
<td>Seoul</td>
<td>S. Korea</td>
<td>75</td>
<td>17.4</td>
<td>484</td>
<td>581</td>
</tr>
<tr>
<td>São Paulo</td>
<td>Brazil</td>
<td>68</td>
<td>17.1</td>
<td>369</td>
<td>467</td>
</tr>
<tr>
<td>Essen/Ruhr</td>
<td>Germany</td>
<td>52</td>
<td>16.9</td>
<td>291</td>
<td>527</td>
</tr>
<tr>
<td>Los Angeles (^c)</td>
<td>USA</td>
<td>43</td>
<td>16.4</td>
<td>222</td>
<td>272</td>
</tr>
<tr>
<td>Mumbai</td>
<td>India</td>
<td>79</td>
<td>16.1</td>
<td>779</td>
<td>1200</td>
</tr>
<tr>
<td>Delhi</td>
<td>India</td>
<td>105</td>
<td>14.4</td>
<td>413</td>
<td>333</td>
</tr>
<tr>
<td>Shanghai</td>
<td>China</td>
<td>74</td>
<td>13.1</td>
<td>370</td>
<td>534</td>
</tr>
<tr>
<td>Kolkata</td>
<td>India</td>
<td>151</td>
<td>13.1</td>
<td>538</td>
<td>376</td>
</tr>
<tr>
<td>Osaka</td>
<td>Japan</td>
<td>25</td>
<td>13.0</td>
<td>300</td>
<td>1150</td>
</tr>
<tr>
<td>Buenos Aires</td>
<td>Argentina</td>
<td>45</td>
<td>12.6</td>
<td>295</td>
<td>601</td>
</tr>
<tr>
<td>Jakarta</td>
<td>Indonesia</td>
<td>90</td>
<td>11.0</td>
<td>315</td>
<td>307</td>
</tr>
<tr>
<td>Rio de Janeiro</td>
<td>Brazil</td>
<td>45</td>
<td>10.8</td>
<td>306</td>
<td>668</td>
</tr>
<tr>
<td>Beijing</td>
<td>China</td>
<td>73</td>
<td>10.8</td>
<td>317</td>
<td>383</td>
</tr>
<tr>
<td>Cairo</td>
<td>Egypt</td>
<td>71</td>
<td>10.4</td>
<td>400</td>
<td>556</td>
</tr>
<tr>
<td>Moscow</td>
<td>Russia</td>
<td>76</td>
<td>10.2</td>
<td>303</td>
<td>470</td>
</tr>
<tr>
<td>Dhaka</td>
<td>Bangladesh</td>
<td>262</td>
<td>10.1</td>
<td>715</td>
<td>297</td>
</tr>
<tr>
<td>Karachi</td>
<td>Pakistan</td>
<td>67</td>
<td>10.0</td>
<td>419</td>
<td>651</td>
</tr>
</tbody>
</table>

\(^a\) LPD – Linear population density, DR – dilution rate; see text for details.
\(^b\) New York includes New York City, Long Island, Northern New Jersey regions
\(^c\) Los Angeles includes contiguous urban portions of Orange and Riverside counties

Table 3-7 Population-weighted mean per-capita dilution parameter (DR / LPD) (m\(^3\) s\(^{-1}\) person\(^{-1}\)), grouped by region and city size.

<table>
<thead>
<tr>
<th>Region</th>
<th>City size (^d)</th>
<th>S</th>
<th>M</th>
<th>L</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCA South and Central Asia</td>
<td>11.1</td>
<td>3.97</td>
<td>1.22</td>
<td>5.24</td>
<td></td>
</tr>
<tr>
<td>SEA Southeast Asia</td>
<td>15.2</td>
<td>5.01</td>
<td>1.84</td>
<td>6.58</td>
<td></td>
</tr>
<tr>
<td>EAP East Asia and Pacific</td>
<td>8.13</td>
<td>3.53</td>
<td>1.81</td>
<td>4.8</td>
<td></td>
</tr>
<tr>
<td>SSA Sub-Saharan Africa</td>
<td>13.1</td>
<td>5.33</td>
<td>1.38</td>
<td>7.09</td>
<td></td>
</tr>
<tr>
<td>LAM Latin America</td>
<td>17.9</td>
<td>7.73</td>
<td>2.21</td>
<td>8.3</td>
<td></td>
</tr>
<tr>
<td>NAF North Africa</td>
<td>15.5</td>
<td>5.17</td>
<td>2.21</td>
<td>7.89</td>
<td></td>
</tr>
<tr>
<td>EUJ Europe and Japan</td>
<td>16.8</td>
<td>6.68</td>
<td>2.32</td>
<td>8.74</td>
<td></td>
</tr>
<tr>
<td>WAS Western Asia</td>
<td>13.3</td>
<td>5.34</td>
<td>2.64</td>
<td>7.17</td>
<td></td>
</tr>
<tr>
<td>LRD Land-Rich Developed</td>
<td>24.8</td>
<td>10.5</td>
<td>4.95</td>
<td>10.9</td>
<td></td>
</tr>
<tr>
<td>All Regions</td>
<td>14.0</td>
<td>5.69</td>
<td>2.42</td>
<td>7.22</td>
<td></td>
</tr>
</tbody>
</table>

\(^d\) Cities sorted by population size range: (S) – small, 100,000 ≤ population < 600,000; (M) – medium, 600,000 ≤ population < 3,000,000; (L) – large, population ≥ 3,000,000.
Table 3-8. Sensitivity of model results to meteorological inputs.\(^a\)

<table>
<thead>
<tr>
<th>Model Parameter</th>
<th>Mean(^b)</th>
<th>(P_{25})(^c)</th>
<th>(P_{75})(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind profile cap (default: (H_{\text{max}} = 200) m)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(H_{\text{max}} = 100) m</td>
<td>+ 1.8%</td>
<td>+ 1.0%</td>
<td>+ 3.0%</td>
</tr>
<tr>
<td>(H_{\text{max}} = 150) m</td>
<td>+ 0.6%</td>
<td>+ 0.4%</td>
<td>+ 1.0%</td>
</tr>
<tr>
<td>(H_{\text{max}} = 300) m</td>
<td>- 0.6%</td>
<td>- 1.1%</td>
<td>- 0.4%</td>
</tr>
<tr>
<td>(H_{\text{max}} = \infty)</td>
<td>- 1.6%</td>
<td>- 2.4%</td>
<td>- 0.9%</td>
</tr>
<tr>
<td>Wind profile exponent (default: (p = 0.32))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p = 0.25)</td>
<td>+ 7.9%</td>
<td>- 6.5%</td>
<td>+ 9.2%</td>
</tr>
<tr>
<td>(p = 0.37)</td>
<td>- 5.4%</td>
<td>- 6.2%</td>
<td>- 4.5%</td>
</tr>
<tr>
<td>Year of meteorological data (default: 2007 - 2009)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>- 0.4%</td>
<td>- 5.9%</td>
<td>+ 5.6%</td>
</tr>
<tr>
<td>2008</td>
<td>+ 0.1%</td>
<td>- 5.1%</td>
<td>+ 4.7%</td>
</tr>
<tr>
<td>2009</td>
<td>+ 0.3%</td>
<td>- 5.3%</td>
<td>+ 6.4%</td>
</tr>
</tbody>
</table>

\(^{a}\) Sensitivity is defined as \(100 \times (iF_{\text{sens\_case}} - iF_{\text{base\_case}}) / iF_{\text{base\_case}}\), where \(iF_{\text{sens\_case}}\) and \(iF_{\text{base\_case}}\) represent \(iF\) calculated under sensitivity case and base-case assumptions, respectively.

\(^{b}\) Population-weighted mean of sensitivity values over all cities.

\(^{c}\) Population weighted 25\(^{th}\) and 75\(^{th}\) percentiles of sensitivity estimate over all cities. For example, an interquartile range from -5% to +5% for a given sensitivity scenario implies that the scenario changes \(iF\) by less than ±5% for the half of all observations.

Table 3-9. Sensitivity of model results to other inputs.\(^a\)

<table>
<thead>
<tr>
<th>Model Parameter</th>
<th>Mean(^b)</th>
<th>(P_{25})(^c)</th>
<th>(P_{75})(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aspect ratio ((L/W, \text{default} = 1))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\alpha = 0.5)</td>
<td>- 26%</td>
<td>- 28%</td>
<td>- 22%</td>
</tr>
<tr>
<td>(\alpha = 2)</td>
<td>+ 33%</td>
<td>+ 26%</td>
<td>+ 38%</td>
</tr>
<tr>
<td>Breathing profile</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Flat”</td>
<td>+ 13%</td>
<td>+ 5.2%</td>
<td>+ 22%</td>
</tr>
<tr>
<td>“Sine”</td>
<td>+ 16%</td>
<td>+ 11%</td>
<td>+ 21%</td>
</tr>
<tr>
<td>SoCAB-1</td>
<td>- 10%</td>
<td>- 13%</td>
<td>- 6.7%</td>
</tr>
<tr>
<td>SoCAB-2</td>
<td>+ 9.5%</td>
<td>+ 6.3%</td>
<td>+ 13%</td>
</tr>
<tr>
<td>Emissions Profile</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flat</td>
<td>+ 1.0%</td>
<td>- 3.8%</td>
<td>+ 6.2%</td>
</tr>
<tr>
<td>Mexico</td>
<td>+ 1.8%</td>
<td>+ 0.9%</td>
<td>+ 2.7%</td>
</tr>
<tr>
<td>Delhi</td>
<td>+ 4.8%</td>
<td>+ 1.9%</td>
<td>+ 7.6%</td>
</tr>
<tr>
<td>Beijing</td>
<td>- 6.6%</td>
<td>- 9.1%</td>
<td>- 4.0%</td>
</tr>
<tr>
<td>USA NEI</td>
<td>-12%</td>
<td>-18%</td>
<td>-6.8%</td>
</tr>
</tbody>
</table>

\(^{a}\) Sensitivity is defined as \(100 \times (iF_{\text{sens\_case}} - iF_{\text{base\_case}}) / iF_{\text{base\_case}}\), where \(iF_{\text{sens\_case}}\) and \(iF_{\text{base\_case}}\) represent \(iF\) calculated under sensitivity case and base-case assumptions, respectively.

\(^{b}\) Population-weighted mean of sensitivity values over all cities.

\(^{c}\) Population weighted 25\(^{th}\) and 75\(^{th}\) percentiles of sensitivity values over all cities.
Table 3-10. Parameter values for microenvironment sensitivity analysis

<table>
<thead>
<tr>
<th></th>
<th>Microenvironment</th>
<th>Vehicle/road</th>
<th>Other outdoor</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time distribution</strong></td>
<td>$T_{\mu}$ (h d$^{-1}$)$^a$</td>
<td>20.9</td>
<td>1.3</td>
</tr>
<tr>
<td>(from NHAPS)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pollutant class</strong></td>
<td>$\gamma_{\mu} (-)^b$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>conserved primary</td>
<td>1</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>primary PM$_{2.5}$</td>
<td>0.3 - 0.7</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

$^a$ $T_{\mu}$ - hours spent by the mean individual in a given microenvironment

$^b$ $\gamma_{\mu}$ - microenvironmental adjustment factor; ratio of attributable concentration in microenvironment to urban ambient attributable concentration.
Figure 3-1. Comparison of base case diurnal breathing rate profile with three alternate profiles used for sensitivity analysis. All profiles are normalized to time-averaged breathing rate (14.5 m$^3$ person$^{-1}$ d$^{-1}$).

Figure 3-2. Comparison of base case diurnal emissions profile with alternate profiles used for sensitivity analysis. Profiles represent the normalized hourly emissions rate.
Figure 3-3. Log-probability plot for population-weighted global distribution of intraurban $iF$ for emissions of primary, nonreactive pollutants from distributed groundlevel sources. The empirical cumulative distribution of $iF$ is reasonably approximated by a lognormal fit ($r^2 = 0.92$), with excellent fit for the lower 75% of the population-weighted distribution of $iF$. 
Figure 3-4. Population-weighted distribution of intraurban intake fraction by city size (small, medium, large) and region (labels on horizontal axis, see Table 3-1 and Figure 3-5 for definition of abbreviations). For cities of similar size, \( iF \) is generally higher in Asia (e.g., EAP, SCA, SEA) and lower in high-income regions (e.g., EUJ, LRD). See Table 3-2 for tabulation of results.
Figure 3-5. Map of nine world regions used for analysis, after Angel et al. (2011). See Table 3-2 for definition of region codes.

Figure 3-6, following 3 pages. Regional maps of intraurban intake fraction for groundlevel emissions of primary, noreactive pollutants. Maps consider cities in North and Central America (A), Asia (B), Europe (C), Africa (D), South America (E) and Oceania (F). Values of $iF$ are denoted by symbol area. City colors correspond with Figure 1 and indicate population size bins. Intake fractions for selected cities are labeled. Stars (★) designate megacities (population > 10 million). The same scale applies to all maps.
Figure 3-6 (A – upper, B – lower). Map of intraurban $iF$ for North America and Asia.
Figure 3-6 (C – upper, D – lower). Map of intraurban $iF$ for Europe and Africa.
Figure 3-6 (E – upper, F – lower). Map of intraurban iF for South America and Oceania.
Figure 3-7. Variation in $iF$ for emissions occurring at a specified time of day, expressed as a ratio of the time-dependent $iF$ to time-averaged $iF$ for a given city. Line marked “mean” represents the population-weighted mean value of this ratio for emissions at each hour of the day computed for 3646 cities. Similarly, lines marked median, $P_{25}$ and $P_{75}$ represent the median, 25th and 75th percentiles of the distribution of this ratio for each hour of emissions.
Figure 3-8. Seasonal variation in $iF$ for emissions occurring at a specified time of day, expressed as a ratio of the time-dependent $iF$ to time-averaged $iF$ for a given city. Traces display the population-weighted mean value of this ratio for all non-tropical cities (absolute latitude > 23.5°; 2365 cities, 1.4 billion inhabitants). Line marked “annual average” displays the annual average of this ratio for emissions at a specific time of day. Winter trace represents emissions during Jan – Mar (cities in northern hemisphere) and Jul – Sep (southern hemisphere); summer trace represents emissions during Jul – Sep (northern hemisphere) and Jan – Mar (southern hemisphere).
4.1. Introduction

Vehicle emissions are a major source of urban and regional PM$_{2.5}$. In Chapter 3, I presented an analysis of the intraurban intake fraction of urban vehicle emissions of primary, nonreactive pollutant emissions. To properly understand the population intake of vehicle-attributable PM$_{2.5}$, it is necessary to extend the intake fraction framework to incorporate exposures to the reactive and secondary components of fine particle mass. Previous analyses have considered the intake fraction for inorganic secondary PM$_{2.5}$ formed as the result of oxidation of gas-phase precursor emissions, such as NO$_x$, SO$_2$, and NH$_3$ (Evans et al., 2002; Levy et al., 2002; Greco et al., 2007b). However, no previous intake fraction studies have addressed the complex dynamic system that governs population exposures to semivolatile organic vehicular emissions. I aim to address this important gap in the current state of knowledge in this chapter.

It is important that exposure models accurately characterize the behavior of organic emissions from vehicles. Primary PM$_{2.5}$ emissions from vehicles are predominantly comprised of carbonaceous material – i.e., organic carbon (OC) and elemental carbon (EC) (May et al., 2013a; Robinson et al., 2010). Organic emissions dominate total PM mass emissions for many light-duty vehicle technologies and account for a substantial fraction (~25-50%) of PM emissions for heavy-duty vehicles (Schauer et al., 1999; Schauer et al., 2002; Reynolds et al., 2011; Robinson et al., 2010; May et al., 2013a). Given that transportation is a major urban energy end use – and that organic material is also prevalent in other major combustion emission sources (Robinson et al., 2010) – it is perhaps no surprise that organic carbon also accounts for a large or even dominant fraction of ambient PM$_{2.5}$ mass in most urban areas around the world (Zhang et al., 2007).

Whereas EC emissions can be reasonably modeled as a conserved and nonreactive primary pollutant for the purposes of exposure assessment, this assumption cannot be made for OC emissions. Primary particle-phase OC emissions (so-called “primary organic aerosol” or POA) are largely semivolatile. Accordingly, gas-particle partitioning of OC emissions varies strongly as a function of dilution over the range of relevant conditions (Donahue et al., 2006; Robinson et al., 2007; Donahue et al., 2009). When POA in a concentrated exhaust plume is diluted by ambient air, some portion of the semivolatile condensed phase material will evaporate to the vapor phase. Since POA mass is not strictly conserved, an intake fraction assessment for semivolatile organic emissions must consider the dynamic interplay between gas and particle phases of organic material. This chapter emphasizes particle-phase exposures from semivolatile emissions, which is appropriate given the large body of epidemiological evidence for the health effects of PM. However, inhalation of gaseous semivolatile organic vapors may also have important health effects. This investigation explicitly considers both gas- and particle-phase intakes attributable to urban vehicle emissions.
A second consideration of critical importance to human exposure relates to the evolution of primary organic material as it ages in the atmosphere. Ambient monitoring data suggest that highly oxygenated photochemical reaction products constitute a large portion of organic aerosol mass at the urban and regional scale (Jimenez et al., 2009; Zhang et al., 2007). This oxygenated material is a major component of secondary organic aerosol (SOA). Of course, primary organic emissions in the gas and particle phases are key precursors for SOA formation, of which vehicle emissions are one of many important sources (Gentner et al., 2012). SOA formation in the atmosphere is a complex process. For the purposes of SOA formation from vehicle emissions, at least two major routes are important. In the traditional understanding, anthropogenic SOA is principally formed from the atmospheric oxidation of primary emissions of gas-phase volatile organic compounds (VOCs) such as single-ring aromatics. The present analysis emphasizes a second route to SOA formation. Recent research has investigated in detail the role that semivolatile organic carbon emissions play for SOA formation (Donahue et al., 2006; Donahue et al., 2009; Robinson et al., 2007; Robinson et al., 2010; Jimenez et al., 2009). Unlike conventional VOCs, semivolatile SOA precursors may be emitted in either the particle or vapor phase.

In this updated conceptual model, the distinction between POA and SOA is blurred. Consider the dynamic evolution in the atmosphere of vehicle emissions of semivolatile organic material (Robinson et al., 2010; Zhang and Wexler, 2004). Fresh vehicle exhaust is rich in semivolatile organic vapors. As tailpipe exhaust cools rapidly to ambient temperatures, the mass fraction of material in the particle phase increases greatly owing to condensation of semivolatile vapors. In turn, on-road and urban-scale dilution causes some of this POA mass to evaporate back into the vapor phase. Then, over hours and days, the photochemical aging of gases, evaporated vapors, and particles leads to lower-volatility secondary products of primary emissions, augmenting the regional scale background of SOA. At each stage of this process, the potential exists for population exposures to vapor and particle-phase material of vehicular origin. While not directly relevant to population intake, key processes that govern the ultimate atmospheric fate of OC include dry and wet deposition, and fragmentation reactions that oxidize OC to gaseous CO and then to CO₂.

In this chapter, I use a mathematical model to simultaneously address two distinct research questions related to population exposure to vapors and particles attributable to semivolatile organic emissions from vehicles and other distributed, ground-level urban combustion sources. First, I seek to refine the state of knowledge about the intake fraction of urban combustion emissions by explicitly characterizing the major dynamic processes that govern dilution, partitioning, and aging of semivolatile organic emissions. Here, an important research question is: “how does the intake fraction of semivolatile organic emissions differ from the intake fraction of primary, conserved pollutants and primary nonreactive particles?” A second objective of this investigation is to re-interpret the existing findings of the atmospheric organic aerosol literature from the perspective of human exposure. In a review of the dynamic processes that shape the evolution of semivolatile combustion emissions, Robinson et al. (2010) write: “Secondary PM production often greatly exceeds the direct or primary PM emissions; therefore, secondary PM must be included in any assessment of the contribution of combustion systems to ambient PM concentrations.” Here, I aim to critically assess this proposition from the perspective of human exposure, rather than through a lens focused on ambient concentrations or atmospheric burdens. I therefore seek to address the following question: “what is the relative importance of primary
versus secondary material for the population inhalation intake of particulate matter attributable to semivolatile organic vehicle emissions?”

4.2. Methods and conceptual framework

4.2.1 Fundamental considerations: Dynamics of semivolatile compounds

Given the tremendous number of individual organic compounds present in combustion exhaust and in human-occupied microenvironments, it remains an insurmountable task to explicitly account for the emissions, dynamic behavior, and inhalation intake of organics on a species-by-species basis. To address this challenge, I use the volatility basis set (VBS) framework, which enables a parsimonious and physically realistic description of dynamic gas-particle partitioning behavior of organic compounds in the atmosphere (Donahue et al., 2006). Within this framework, organic compounds are classified on the basis of their volatility, as measured by their saturation concentration $C^*$. A simplified description of the system is achieved by using a volatility set with a small number of representative volatilities $C^*_i$, termed here “bins.” Following previous modeling efforts, I employ here the following 9-member VBS with order-of-magnitude bin spacing (Robinson et al., 2007; Shrivastava et al., 2008):

\[
\{C^*_i\} = \{10^{-2}, 10^{-1}, 1, 10, 100, 10^2, 10^3, 10^4, 10^6\} \mu g m^{-3} \text{ at } T = 298 K \quad [4.1]
\]

Briefly, the VBS is used to represent the dynamics of the atmospheric organic aerosol as follows. Material of a given volatility is assigned to the individual VBS bin with the closest mean $C^*_i$ value. For example, all material with $10^{-0.5} < C^* < 10^{0.5} \mu g m^{-3}$ is represented by the VBS member with $C^* = 1 \mu g m^{-3}$. Emissions and removal processes (advection, deposition) affect abundances (concentrations) within each VBS bin. Transformation processes that modify the volatility distribution of the aerosol are represented by shifting mass from one bin to another. Finally, shifts in gas-particle partitioning (e.g., owing to changing temperature) do not directly alter the volatility distribution, but instead change the fraction of material within each bin that is in the gas or particle phase.

Absorptive partitioning theory

For a given organic compound, gas-particle partitioning depends on intrinsic properties and environmental conditions. In a model system with a single compound, when the abundance of that compound exceeds its saturation concentration, then it will partition predominantly into the particle phase. Of course, the environment is a considerably more complex system, with a tremendous number of individual organic compounds present in the gas and particle phases. Gas-particle partitioning of organic compounds is primarily an absorptive process (May et al., 2013a; Roth et al., 2005b). Here, I assume that the absorptive partitioning model of Pankow holds, in which semivolatile organic vapors are absorbed into an condensed-phase organic solution (Pankow, 1994). The assumption of strictly absorptive partitioning is appropriate for many exposure-relevant conditions, but may be incomplete for near-road and in-plume conditions in which adsorption to soot also contributes to gas-particle partitioning (Roth et al., 2005b; Roth et al., 2005a). In the Pankow model, the partitioning behavior of any single compound with $C^*_i$ depends on the condensed-phase abundance of all species present in the system. In other words,
the partitioning of any single species depends on the total organic aerosol concentration $C_{OA}$ summed over all species (Donahue et al., 2006; Pankow, 1994). For a compound with saturation concentration $C_i^*$, the particle-phase partitioning coefficient $\xi_i$ (mass-per-mass basis) is:

$$\xi_i = \left(1 + \frac{C_i^*}{C_{OA}}\right)^{-1}$$  \[4.2\]

Here, the partitioning coefficient represents the mass fraction of organic material that is present in the particle phase. This simple model encapsulates the powerful effect of dilution on partitioning for semivolatile compounds. Consider a single-compound system with $C_i^* = 100 \, \mu g \, m^{-3}$. Under conditions typical of a weakly diluted exhaust plume ($C_{OA} = 1000 \, \mu g \, m^{-3}$), this compound would partition predominantly into the particle phase ($\xi_i \approx 0.91$). However, after dilution to levels more typical of ambient conditions ($C_{OA} = 10 \, \mu g \, m^{-3}$), this compound would substantially evaporate into the gas phase ($\xi_i \approx 0.09$). Note that in this system, the total organic aerosol concentration $C_{OA}$ itself depends on the concentration and partitioning of its $N$ constituent species, as follows:

$$C_{OA} = \sum_{i=1}^{N} C_i \xi_i$$  \[4.3\]

To account for the interdependence of equations [4.2] and [4.3], I use the following iterative routine to determine gas-particle partitioning: (1) start with an initial guess of $C_{OA}$; (2) determine the partitioning coefficient $\xi_i$ for each of $i = 1 \ldots N$ species; (3) estimate $C_{OA}$ based on the known abundance $C_i$ of each species; (4) and then repeat steps (2) and (3) until the value of $C_{OA}$ converges to a stable estimate. Since this iterative routine is solved for only a small system of compounds (the 9-member VBS of $C^*$ values), it remains computationally tractable. I determined that the solution generated by this iterative routine was robust to the choice of initial value of $C_{OA}$ by conducting a large number of trial simulations with initial guesses in the concentration range $10^6$ to $10^9 \, \mu g \, m^{-3}$. Note that the theory invoked here assumes that equilibrium partitioning is reached rapidly relative to the other timescales in the system (i.e., advection). Although this assumption is consistent with prior modeling investigations of semivolatile organics in outdoor air (Donahue et al., 2006; Shrivastava et al., 2008), the assumption may be inaccurate in certain scenarios, such as partitioning of lower-volatility compounds into coarse-mode particles (Weschler and Nazaroff, 2008; Weschler and Nazaroff, 2010). While I do not address this concern in the present analysis, I acknowledge that adsorptive and non-equilibrium partitioning behaviors may be important phenomena for thorough assessments of certain exposure microenvironments, such as on-road/near-field conditions and indoors.

Evolving partitioning

Gas-particle partitioning evolves substantially over the minutes, hours, and days that elapse between the emission and subsequent inhalation intake of semivolatile organics. I consider three major processes that shape the gas-particle partitioning of semivolatile organics: dilution, shifts in temperature, and photochemical aging.
Dilution

Dilution processes most strongly affect partitioning in settings where concentration gradients approach order-of-magnitude or greater scale. For urban vehicle emissions, the sharpest OA concentration gradients exist in evolving exhaust plumes in the near-field region (“tailpipe-to-road”), where \(\sim 1000\times\) dilution is accomplished over length and time scales of just a few meters and seconds, respectively (Zhang and Wexler, 2004). Since such fine spatial and temporal scales pose difficulty for accurate representation of tailpipe-to-road processing, I omit the near-road microenvironment from consideration in the present analysis. Gradients between urban-ambient and continental background OA mass concentrations span \(\sim 3-10\times\) (Zhang et al., 2007). Owing to the long length scales for this dilution process (\(\sim 100-1000\) km and hours to days), the potential exists for tens of millions of people to be exposed at relatively dilute levels. In the present analysis, I restrict consideration to the dilution and partitioning processes that affect urban and regional-scale exposures, and neglect within-urban variations in dilution. In-vehicle and near-road exposures are an important topic for future study.

Temperature

Shifts in temperature affect the gas-particle partitioning of individual compounds by changing the saturation concentration \(C^*_i\), with higher temperatures favoring evaporation into the gas phase. The steepest temperature gradients are found in cooling exhaust plumes; however, tailpipe-to-road processes are not explored here owing to modeling constraints. Diurnal and seasonal shifts in temperature of scale 20 °C or more can have a substantial (\(\sim 2-3\times\)) effect on gas-particle partitioning and subsequent photochemical aging (Donahue et al., 2006; Robinson et al., 2007; Shrivastava et al., 2008), as discussed in the following section. The effect of such temporal patterns on the population intake of semivolatile compounds is explored in sensitivity cases. The effect of temperature \(T\) on \(C^*_i\) is modeled using the Clausius-Clapeyron relation (Donahue et al., 2006; Jathar et al., 2011):

\[
C^*_i(T) = C^*_i(T_{\text{ref}})\exp\left[\frac{\Delta H_v}{R}\left(\frac{1}{T_{\text{ref}}} - \frac{1}{T}\right)\right] \frac{T_{\text{ref}}}{T}, \text{ where } T_{\text{ref}} = 298\text{ K}.
\]  

Here, \(T_{\text{ref}}\) represents the reference temperature for which the base-case VBS is defined (298 K), \(R\) is the ideal gas constant, and \(\Delta H_v\) is the enthalpy of vaporization for a model compound at each given volatility bin. Prior studies have indicated a weak dependence of \(\Delta H_v\) on \(C^*_i\), with lower enthalpies of vaporization for more volatile compounds (Donahue et al., 2006; Robinson et al., 2007; Shrivastava et al., 2008). In keeping with other modeling studies that employ the VBS modeling framework, I adopt the same estimates of \(\Delta H_v\) values as used by Shrivastava et al. (2008), reproduced here in Table 4-1. These are indicative estimates for the large saturated organic compounds that are abundant in primary emissions; thermodynamic considerations underlie the constant spacing of \(\Delta H_v\) between successive volatility bins (Donahue 2006). Following Donahue et al. (2006), shifts in temperature are incorporated into the VBS framework by dynamically redefining the basis set when temperatures deviate from \(T_{\text{ref}} = 298\text{ K}\).
Photochemical aging

When coupled with the dilution processes outlined above, photochemical aging exerts a profound influence on several exposure-relevant properties of semivolatile organic emissions, gas-particle partitioning, and chemical composition. For typical combustion emissions sources and considering semivolatile emitted compounds with \( C^* \leq 10^6 \, \text{µg m}^{-3} \), mass emissions rates increase with increasing \( C^* \), such that the most volatile compounds account for the majority of all mass emissions (Donahue et al., 2006; Lipsky and Robinson, 2006; Donahue et al., 2009; Grieshop et al., 2009; Robinson et al., 2010). Several lines of evidence indicate that primary emissions of lower volatility compounds are unlikely to account for the observed levels of organic aerosol at urban and rural sites. Rather, photochemical oxidation of semivolatile material is thought to account for a substantial fraction of the lower-volatility and oxygenated compounds observed in field measurements of organic aerosols (Robinson et al., 2007; Zhang et al., 2007).

Since prior organic aerosol research has developed a large lexicon of overlapping terms and concepts, it is worthwhile to briefly introduce and define some nomenclature. Here, I primarily employ the classification scheme of Robinson et al. (2007). In that framework, the adjective “semivolatile” is applied to a broad class of compounds that are neither VOCs in the traditional sense (\( C^* > 10^6 \, \text{µg m}^{-3} \)) or non-volatile (\( C^* < 0.01 \, \text{µg m}^{-3} \), i.e., predominantly in the condensed phase under nearly any atmospheric condition). Somewhat confusingly, the broad class of compounds adjectively described as “semivolatile” is further subdivided into two groups: “SVOCs” (\( 10^{-2} – 10^4 \, \text{µg m}^{-3} \)) and intermediate volatility “IVOCs” (\( 10^4 – 10^6 \, \text{µg m}^{-3} \)). This distinction reflects the observation that unlike SVOCs, IVOCs will not partition substantially into the particle phase even at \( C_{OA} \) levels typical of tailpipe conditions, yet can rapidly be oxidized to \( C^* \) levels in the SVOC range. To further distinguish SVOCs and IVOCs from traditional VOCs (i.e., \( C^*_i > 10^6 \, \text{µg m}^{-3} \), gas-phase SVOC and IVOC material will be referred to here as “vapors”, while gas-phase VOC material will be termed “gases”.

Robinson et al. (2007) proposed a crucial refinement to the conceptual model of atmospheric “secondary” organic aerosol (SOA). In earlier conceptual frameworks, SOA was thought to be produced chiefly via oxidation of gas-phase VOCs, while “primary” organic aerosol (POA) was thought to be largely inert. This conceptualization did not account for the effects of dilution and evaporation. At the same time, traditional SOA models were often unable to reproduce the high levels of low-volatility, highly oxygenated OA observed in field measurements. Robinson et al. hypothesized that the large mass of semivolatile vapors produced by diluting POA emissions could serve as an important precursor for the formation of “SOA.” In this updated conceptual model, the low-volatility oxygenated aerosol blurs the distinction between “secondary” and “primary”, since a substantial fraction of precursor material is already semivolatile in its as-emitted state and therefore partitions into the particle phase under tailpipe conditions, although not necessarily under ambient conditions. Acknowledging the relatively cursory oxidation required to produce low-volatility products from semivolatile emissions, this oxidized material is therefore referred to as OPOA (oxidized POA). This conceptual model accommodates the possibility that OPOA can be produced by either gas phase chemistry (i.e., vapors evaporated from POA are oxidized by gas-phase radicals) or by other means (including heterogeneous chemistry on the surface of POA particles, or aqueous chemistry via dissolved oxidizing agents in liquid droplets). Oxidation reactions can also increase the volatility of material by
fragmentation of carbon-carbon bonds. However, I do not explicitly consider fragmentation in the present analysis, as elaborated below.

In this analysis, I adopt the simplified treatment of organic aerosol aging that was introduced by Shrivastava et al. (2008) and Robinson et al. (2007). Reactions that “age” primary material can have the effect of either decreasing the volatility of compounds (via functionalization or oligomerization) or alternatively increasing volatility via fragmentation (Jimenez et al., 2009). However, the net effect of the first few days of oxidation is unambiguous: on average, aging reduces the volatility of primary emissions (Donahue et al., 2009; Donahue et al., 2006; Zhang et al., 2007). The description of aging here is phenomenological, and thus does not retain complete fidelity to the underlying physical and chemical mechanisms. In particular, net aging is represented with a simplified mechanism in which each oxidation step results in a reduction in volatility. A single pathway, functionalization, is used to represent this net reduction in volatility. Because chemistry proceeds most rapidly in the gas-phase, only gas-phase oxidation reactions are considered here (Donahue et al., 2006). As an additional simplification, the effects of multiple oxidation pathways (e.g., those initiated by OH, O₃, NO₃) are represented using only OH. The model mechanism introduced by Robinson et al. (2007) therefore does not constitute a complete description of organic carbon oxidation chemistry in the atmosphere. However, the model provides a clear window for observing one of the most salient features of this physical system. In doing so, the model is able to usefully illustrate the effects on human exposure of the production of low-volatility products (largely in the particle phase) from the emission of higher volatility precursors.

To operationalize this conceptual framework in terms of the volatility basis set, I define population intake of POA as the inhalation intake of any particle-phase material for which the $C_i^*$ is the same as its emitted state, whereas OPOA intake is defined as inhalation intake of particle-phase material for which the $C_i^*$ is lower than its as-emitted state. Here, OPOA production is assumed to occur solely via gas-phase oxidation initiated by the OH radical of evaporated POA vapors. Following Robinson et al. (2007), this process is simulated with a simplified reaction mechanism (Figure 4-1) in which each reaction step reduces the saturation concentration $C_i^*$ of input material by a single volatility bin (i.e., by one order of magnitude). In base case simulations, I employ a second-order reaction rate coefficient $k_{OH} = 4 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ and incorporate a time-dependent diurnal profile for OH radical concentrations. As an example, for typical regional summer daytime OH concentrations of $\sim 4 \times 10^6$ molecules s$^{-1}$, this value of $k_{OH}$ corresponds to a characteristic time for a one-bin reduction in $C^*$ of $\sim 1.7$ h. Since semivolatile vapors represent only a small fraction of all gas-phase organic material that would react with OH in an urban airshed, I adopt the assumption of Shrivastava et al. (2008) that OH concentrations can be treated independently of the organic aerosol aging process.

To link the emission of semivolatile material to ultimate population intake, I separately track the evolving volatility distributions of material originally emitted into each of $i = 1 \ldots N$ volatility bins $C_i^*$ as it ages into $j = 1 \ldots N$ volatility bins. Within this $N \times N$ matrix of volatilities, aged condensed-phase material with saturation concentration $C_{i,j}^*$ is classified as POA when it remains at its originally emitted volatility level $i$ (i.e., the aging index $j = i$) and is classified as OPOA when it is found in a lower-than-emitted volatility bin (i.e., the aging index $j <$ emitted-
state index \(i\)). As described above, note that this model does not consider fragmentation or other reaction pathways that may increase the volatility of material relative to its originally emitted state.

The volatility reduction associated with oxidation chemistry is accompanied by an increase in OA mass, since functionalization reactions introduce oxygen and other atomic constituents to OA molecules that are absent in primary emissions (Jimenez et al., 2009). I represent this increase in OA mass with photochemical transformation using a scheme developed by Robinson et al. (2007), in which the OA mass is assumed to increase by 7.5% for each order-of-magnitude reduction in \(C^*\). This increase in mass is equivalent to, for example, adding a single oxygen atom to a \(C_{15}\) precursor alkane, or two carbon atoms to a \(C_{30}\) precursor. Additional model scenarios consider larger or smaller increases in OA mass with each order-of-magnitude reduction in VBS bin. To facilitate intake fraction calculations (§4.2.3), the model employs an accounting scheme that separately tracks organic carbon mass (OC) and the mass of non-carbon organic aerosol constituents. The total OA mass is the sum of these two terms. Note that OC mass is assumed to be conserved in functionalization reactions, whereas the mass of the non-carbon constituents increases with each reaction step.

4.2.2 Nested multi-compartment model

I use a multi-compartment exposure model in order to represent population exposure to emissions at multiple spatial and temporal scales. The exposed population is distributed into a small, densely populated urban compartment, a “periurban” compartment with intermediate population density, and a large, more sparsely populated regional compartment (Figure 4-2). Vehicle-associated emissions into each compartment are assumed to occur on an equal per-capita basis. I assume concentrations in each compartment are horizontally and vertically well mixed, which is a reasonable approximation for spatially distributed ground-level emissions (Chapter 3). Emissions in each compartment are diluted as the result of air flows, modeled here as the product \(W \times [u(t) \times H(t)]\), where \(W\) is the crosswind width of the compartment, \(H(t)\) is the time-dependent mixing height for the compartment, and \(u(t)\) is the time-dependent wind speed averaged through the mixing depth. Material (pollution) in the inner (“urban”) compartment is supplied by emissions in the urban compartment and by inflow from the periurban compartment. Material in the periurban compartment is supplied by emissions in that compartment and by inflow of material from both the regional and urban compartments. Similarly, material the outermost regional compartment derives from emissions in the regional compartment and from the inflow of air from the periurban compartment and a fixed continental background boundary condition. In base-case model runs, the contribution from the continental background is assumed to be negligible (\(C = 0\)). In each compartment, the outflow of material to other compartments and eventually to the system boundary is a major or dominant loss process. The differential material balance for this model system is discussed in more detail below.

The sizing of model compartments is intended to represent key exposure-relevant gradients in an idealized fashion. Compared to their surrounding hinterlands, cities are islands of high primary pollutant concentrations and high population density. In the default model parameterization, the urban box is sized to represent an “archetypal” US urban area with population of 1.5 million in a square-plan urbanized land area of \(25 \times 25\) km, which corresponds to a population density of 2400 km\(^{-2}\) and linear population density (LPD) of 60 m\(^{-1}\). These
parameter values agree closely with the remotely-sensed urban form data for US cities that formed part of the intake fraction analysis presented in Chapter 3 (Angel et al., 2011). Specifically, for the 238 U.S. cities in that dataset with population in the range 100,000 – 7 million, I compute the following population-weighted mean metrics: population (1.9 million), urbanized length-scale (26 km), population density (2500 km\(^{-2}\)) and linear population density \(LPD\) (59 m\(^{-1}\); see Chapter 3 for definition of \(LPD\)). These 238 cities incorporate a year-2000 population of 129 million, and exclude the 62 million people that inhabit the 5 most populous US urban areas (New York, Los Angeles, Chicago, Washington, San Francisco). I developed a separate archetype to consider global megacities (population \(\geq 10\) million), which account for a substantial fraction of the worldwide urban population (~15%) despite being relatively few in number (Forstall et al., 2009). Year-2000 population weighted-mean metrics for the 20 worldwide megacities in the Angel et al. (2011) dataset are: population (17 million), length scale (45 km), population density (12,500 km\(^{-2}\)) and \(LPD\) (414 m\(^{-1}\)). I used these central-tendency values as the inspiration for the megacity archetype described in Table 4-2 (population = 18 million, length scale = 40 km, population density = 11,250 km\(^{-2}\), \(LPD = 450\) km\(^{-2}\)). Additional sensitivity scenarios consider other configurations of urban form.

Near-urban (“periurban”) populations are distributed at a population density that is substantially lower than the urban core, but much greater than the regional average. Because of their proximity to the urban core, periurban populations are exposed to urban emissions at a lower level of dilution than the overall regional population. Here, I define the periurban compartment as a 100-km box. Analysis of gridded US population data (Seirup and Yetman, 2006) indicates that for a grid cell resolution of 100 km, the population-weighted mean population density of the USA is \(\sim 390\) km\(^{-2}\), which I round here to 400 km\(^{-2}\). At this population density, the cumulative population enclosed by the 100 km periurban box is 4 million, of which 1.5 million people reside within the urban core and 2.5 million reside within the periurban compartment. For the megacity scenario, the periurban box has the same overall spatial extent, but a larger population (6 million). Thus, the urban compartment for the megacity scenario represents the most heavily urbanized “core”, while the periurban compartment is indicative of a populous urban fringe.

The sizing of the regional-scale box determines the overall residence time of air within the model system, and thus has a strong effect on the amount of photochemical aging that can take place in the model system. In base-case simulations, I consider a 400-km regional domain, which results in a residence time of \(\sim 1\) day under the wind speeds considered here. In the same gridded US population data as above, the population-weighted mean population density of the USA is \(\sim 100\) km\(^{-2}\) for grid cells of 400 km size. Thus, the combined population within a 400 km domain is approximately 16 million. For the base-case and megacity models, the incremental population in the outer regional box is assumed to be 12 million.

The terminology and conceptual model used to describe and develop the model compartments merits brief elaboration here. The principal focus of this analysis is on the inhalation intake consequences of urban emissions, which are represented with releases into the core urban compartment. Note, however, that the periurban and regional population also partially resides within cities, because the average spacing between US cities is smaller than the 400 km length scale of the model domain. In the terminology employed here, the descriptor “urban” is reserved exclusively for the core urban model compartment, and the term “intraurban” refers to
exposures to material of urban origin that take place within the core urban compartment. All population in the outermost compartment is described as “regional”, regardless of whether that regional population resides in a city or a rural area. Thus, the term “regional” should not be conflated with “rural.” Note also that this simplified three-compartment geometry imposes a small downward bias on the level of OA exposure that might take place within cities located in the regional compartment. Since cities typically have higher OA concentrations than the areas that surround them, the partitioning of semivolatile regionally transported material tends to shift further into the particle phase as it advects into a city. This feature is accounted for in the core urban compartment, but is not incorporated into the regional compartment. This simplification imposes a small (~5% - 10%) downward bias on the exposures that would take place in cities located in the regional compartment.

4.2.3 Intake fraction for semivolatile compounds in a multi-compartment system

Owing to the atmospheric transformations of emitted semivolatile compounds, the intake fraction for organic carbon emissions requires a more precise definition than has been presented in previous chapters or other studies (e.g., (Bennett et al., 2002; Marshall et al., 2003)). As a source-oriented metric, the intake fraction must be able to trace the material inhaled in any arbitrary compartment back to the compartment in which the emissions originally occurred. In a conceptually similar fashion, the intake fraction as defined here attributes semivolatile material inhaled in any arbitrary volatility bin to the emitted volatility bin of its original precursor material. Thus, it is possible to define an intake fraction for emissions into each of \( y = 1 \ldots M \) model compartments for emissions of each of \( i = 1 \ldots N \) volatility bins \( C_i^* \). In the present scheme, \( M = 3 \) (i.e., urban, periurban and regional compartments), and \( N = 10 \) (ten individual VBS volatility bins). The following system of subscripts is employed here to attribute the concentration \( C \) of semivolatile material in any compartment to its source model compartment and originally emitted volatility bin. For the \( N \) volatility bins that comprise the VBS here, the subscript \( i \) represents the volatility bin of material at the time of emission. To track the evolving volatility distribution of this material, the subscript \( j \) represents the current volatility level at a given model time step. Likewise, emissions into each of \( M \) compartments are tagged with subscript \( y = 1 \ldots M \), and are tracked as they move into compartments \( z = 1 \ldots M \). Thus, a total of \( M^2 \times N^2 \) tagged species are tracked in this model.

A related issue is the set of units used to track material between emissions and inhalation intake. Most studies express \( iF \) as a dimensionless ratio of mass inhaled to mass emitted. Here, I adopt a slight modification, focusing exclusively on the flow of organic carbon atoms through the model system. Intake fraction values are computed as the mass ratio of inhaled organic carbon atoms to emitted organic carbon atoms. This modified accounting approach is necessary to avoid over-counting the inhalation intakes of relatively more oxidized material, since the total weight of organic molecules increases as the result of reactions that add oxygenated functional groups to organic precursors (Jimenez et al., 2009). Thus, the accounting basis for \( iF \) calculations (dimensionless mass ratio of organic carbon atoms) contrasts with the basis used to present OA mass concentrations, which fully accounts for the non-carbon atoms that also contribute mass to the molecular constituents of the organic aerosol.

For emissions of semivolatile material into a compartment \( y \), the intake fraction \( iF_y \) can be represented as a summation over a set of partial intake fraction values \( (iF_{y,z}) \) which represent the
intake fraction for populations exposed in each of $M$ compartments $z$ in which inhalation intakes occur. Formally, this summation is represented as follows:

$$iF_y = \sum_{z=1}^{M} iF_{y,z} \quad \text{where} \quad iF_{y,z} = \frac{P_z \sum_{i=1}^{N} \left( \frac{\int_{T_1}^{T_2} q_B(t) C_{i,j,z,y}(t) \, dt}{\int_{T_1}^{T_2} E_{i,y}(t) \, dt} \right)}{\sum_{i=1}^{N} \frac{\int_{T_1}^{T_2} E_{i,y}(t) \, dt}{T_2 - T_1}}$$

Here, the summation term in the denominator of $iF_{y,z}$ considers organic carbon emissions distributed over volatility bins $i = 1 \ldots N$. In the numerator, the double set of summations accounts the effects of atmospheric aging, which redistributes fresh organic carbon emissions into $j = 1 \ldots N$ volatility bins. Accordingly, this $iF$ metric represents the emissions-weighted average intake fraction evaluated over the entire volatility distribution, including material emitted in the particle and vapor phases. The concentration $C$ in each compartment $z$ is assumed to represent the population-average exposure concentration of organic carbon for the $P_z$ individuals in that compartment. Individuals in all compartments inhale air at a time-dependent rate $q_B$, expressed in units of m$^3$ s$^{-1}$. Assumptions for the population-weighted mean breathing rate (equivalent to 14.5 m$^3$ d$^{-1}$) and diurnal profile of breathing are consistent with those in Chapter 3 (Figure 3-1; also see Appendix B).

Note here that the integrals in both numerator and denominator are evaluated over the time domain $(T_1, T_2)$, in contrast to a more common formulation of the $iF$ metric where the upper time limit of the numerator integral is evaluated as $T_2 \to \infty$ (e.g., (Marshall et al., 2003). An analytical approximation is employed here to obtain an unbiased estimate of the time-averaged $iF$, based on the observation that the simulated temporal pattern of emissions, meteorology, and inhalation intake follows a diurnal cycle that repeats on a time scale (24 h) that is much shorter than the integration length $(T_2 - T_1)$. Here, I employ a 5-day spinup period to reach a consistent diurnal pattern for concentrations, and then evaluate the intake fraction using trapezoidal integration over the 5-day time period from $T_1 = 120$ h to $T_2 = 240$ h. The emissions-to-concentration model (described below) is solved using a variable time-step differential equation solver (MATLAB routine: ode15s), with minimum precision of 0.1% for hourly reported solutions.

The average intake fraction $iF_y$ (equation [4.5]) can be disaggregated in a manner that provides useful insight into the location and phase partitioning of population intake of semivolatile material originally emitted into compartment $y$. For example, for emissions of semivolatile material into urban area $y$, it is valuable to understand the relative distribution of population intake of that material between urban area $y$’s own residents (intraurban intake) and populations who live outside of city $y$ (downwind intake). Similarly, emitted semivolatile material will be inhaled as some mixture of POA, OPOA or vapors. Each of these contributions to intake differs in its different spatial distribution among model compartments. Formally, I disaggregate $iF_y$ into the following series of additive terms:

$$iF_y = \sum_{z=1}^{M} \left( iF_{y,z}^{\text{POA}} + iF_{y,z}^{\text{OPOA}} + iF_{y,z}^{\text{vap}} \right)$$

[4.6]
This expression separately considers the contributions to intake of material inhaled as POA, OPOA and vapors in each of $z = 1 \ldots M$ compartments. The partial inhalation intake fractions for POA, OPOA and vapor-phase material emitted into compartment $y$ by residents in compartment $z$ are defined as follows:

$$iF_{y,z}^{\text{POA}} = \frac{P_z \sum_{i=1}^{N} \int_{T_i}^{T_z} q_b(t) C_{i,j,z,y}(t) \xi_{j,z}(t) dt}{\sum_{i=1}^{N} \left( \int_{T_i}^{T_z} E_{i,y}(t) dt \right)}$$  \hspace{1cm} [4.7]

$$iF_{y,z}^{\text{OPOA}} = \frac{P_z \sum_{i=1}^{N} \sum_{j=1}^{T_i} \int_{T_i}^{T_z} q_b(t) C_{i,j,z,y}(t) \xi_{j,z}(t) dt}{\sum_{i=1}^{N} \left( \int_{T_i}^{T_z} E_{i,y}(t) dt \right)}$$  \hspace{1cm} [4.8]

$$iF_{y,z}^{\text{vap}} = \frac{P_z \sum_{i=1}^{N} \sum_{j=1}^{T_i} \int_{T_i}^{T_z} q_b(t) C_{i,j,z,y}(t) \left(1 - \xi_{j,z}(t)\right) dt}{\sum_{i=1}^{N} \left( \int_{T_i}^{T_z} E_{i,y}(t) dt \right)}$$  \hspace{1cm} [4.9]

Note that in each of these three expressions, the denominator (emitted mass) remains identical to that in equation [4.5], in which the entire emitted volatility distribution is considered as the basis for computing $iF$. Here, for any compartment $z$, the parameter $\xi_{j,z}(t)$ represents the particle-phase partitioning coefficient for the material in volatility bin $j$ at time $t$.

In implementation, POA and OPOA intakes are distinguished by the selection of volatility subscripts $j$ included in the numerator’s summation term in the above equations [4.7] and [4.8]. Material that remains in its emitted volatility bin ($j = i$) is considered to be POA, whereas material that has been aged into a lower volatility bin ($j < i$) is treated as OPOA. The intake fraction for vapors $iF_{y,z}^{\text{vap}}$ considers all vapor-phase material without regard to degree of aging.

Finally, it is worthwhile to briefly introduce a companion metric to intake fraction, the population intake rate (“intake”) $I$. For a given emissions source compartment $y$ and receptor compartment $z$, the time-averaged population intake rate $I_{y,z}$ (units: mass of semivolatile material inhaled per time) is the time average of the product of the attributable concentration $C_{y,z}$ and the population breathing rate ($P_z \times q_B$). If organic material is accounted for strictly in terms of its organic carbon mass (i.e., neglecting other atomic constituents), $I$ is also equivalent to the product of the mass emissions rate $E_y$ and the intake fraction $iF_{y,z}^{\text{POA}}$. If organic material is
accounted on a full mass basis including its non-carbon constituents, the proportionality $I \sim E \times iF$ is approximate rather than precise.

As with the intake fraction, further aggregation, disaggregation, or specification of population intake is possible. For example the metrics $I^{OA}$ (particle phase) and $I^{vap}$ (vapor phase) are used here to represent the population intake rate of organic material attributable to a particular source. The intake rate metric most usefully adds new information when comparing the inhalation exposure consequences of two or more emissions sources with differing characteristics (e.g., emissions rates). For a fixed basis of emissions, intake fraction and intake rate behave similarly. For example, for a single emissions source that causes exposures in multiple model compartments, the proportional contribution of populations in each compartment to the total intake fraction and to the total population intake will be similar (if expressed in terms of total organic mass) or precisely the same (if expressed in terms of organic C atoms). Here, I adopt the following accounting conventions in reporting the inhalation intake rate. In contexts where the term “intake” is used to explain how intake fraction results may be disaggregated, I report results computed on the standard carbon-only basis used for $iF$ calculations. In contrast, when directly reporting the inhalation intake rate as an independent physical quantity, I do so on the basis of the full organic mass (i.e., for particle phase intakes, $I \equiv \text{gOA d}^{-1}$).

4.2.4 Differential material balance

The following differential material balance describes the physico-chemical evolution of semivolatile material as it moves through various model compartments.

$$
V_z \frac{d(C_{i,j,y,z})}{dt} + C_{i,j,y,z} \frac{d(V_z)}{dt} = F_{i,j,y,z}^{\text{in}} + E_{i,j,y,z} + P_{i,j,y,z} - D_{i,j,y,z} - F_{i,j,y,z}^{\text{out}}
$$

Equation [4.10] partially accounts for the effects on dilution of temporally variant mixing heights (and thus temporally varying model volume $V$), as elaborated below.

The time-dependent inflow $F_{i,j,y,z}^{\text{in}}$ and outflow $F_{i,j,y,z}^{\text{out}}$ of material from a given model compartment $z$ depends on meteorology and the concentration of material in each compartment in the model system. For advection between any two compartments, $Q = WHu$ where $W$ is the crosswind length scale of the interface (m), $H$ is the mixing height (m), and $u$ is the wind speed averaged over the mixing depth. Consider the flow of material in and out of a single model compartment $Z$. Advective flows from all other $z = 1 \ldots M$ model compartments into compartment $Z$ are represented with a vector of values $Q_{z \rightarrow Z}$. For a compartments that do not interface with $Z$, $Q = 0$; likewise, $Q_{Z \rightarrow z}$ is by definition zero since each compartment is already assumed to be well
mixed. Then, the net flow of material into a specific compartment $Z$ is simply the sum of influent material flow rates into that compartment from all other $z = 1 \ldots M$ compartments for which interfaces exist. Formally, this inflow $F_{\text{in}}^{\text{in}}$ is given as:

$$F_{i,j,y,Z}^{\text{in}} = \sum_{z=1}^{M} C_{i,j,y,z} Q_{z \rightarrow Z}$$  \[4.11\]

Correspondingly, the outflow depends on the concentration of material within compartment $Z$ and the advection of air into other compartments. Here, the outflow of air to all other $z = 1 \ldots M$ compartments $Q_{Z \rightarrow z}$ is simply summed, and thus the outflow of material from compartment $Z$ to all other compartments is formally given as:

$$F_{i,j,y,Z}^{\text{out}} = \left(C_{i,j,y,Z} \sum_{z=1}^{M} Q_{z \rightarrow Z} \right)$$  \[4.12\]

Photochemistry transforms the volatility distribution $j$ of material in each compartment. In the simplified reaction mechanism employed here (Figure 4-1), aging is represented by gas-phase oxidization of organic vapors initiated by the OH radical. Each oxidation reaction reduces the volatility of gas-phase material by one VBS bin. The transformation of material is described by $P_{i,j,y,z}$, which represents the net photochemical production minus loss of material in each volatility bin $j$. For compactness of notation, the following discussion will neglect the subscripts for model compartments $(y, z)$ and for the originally emitted volatility bin $(i)$. For a VBS with $j = 1 \ldots N$ volatility bins, the net production minus loss $P_j$ is defined as follows:

$$P_j = \left(k_{\text{OH}} C_{\text{OH}} \right) \times T_j$$

where

$$T_j = \begin{cases} C_{j+1}^{\text{vap}} & \text{for } j = 1 \\ C_{j+1}^{\text{vap}} - C_j^{\text{vap}} & \text{for } j = 2 \ldots (N-1) \\ -C_j^{\text{vap}} & \text{for } j = N \end{cases}$$  \[4.13\]

Here, $k_{\text{OH}}$ is the second-order photochemical rate coefficient for oxidation initiated by OH radicals (cm$^3$ molecules$^{-1}$ s$^{-1}$), $C_{\text{OH}}$ is the OH radical concentration (molecules cm$^{-3}$), and $C_{j}^{\text{vap}}$ is the vapor-phase concentration of organic material to be oxidized. Considering the intermediate members of the VBS, gas-phase material with a given value of $C_j$ is produced by the oxidation of more volatile material, and then subsequently transformed via oxidation to a lower volatility level. Note that there is no photochemical production of material in the most volatile VBS bin ($j = N$), and no further reduction in volatility beyond the lowest bin ($j = 1$). Following Robinson et al. (2007) and Shrivastava et al. (2008), I assume a $k_{\text{OH}}$ value of $4 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$. Shrivastava et al. (2008) note that this rate constant estimate is “slightly higher than average.” Thus, model results may provide an overestimate of the amount of photochemical conversion of material from vapor to particle phase. I test the effects of slower photochemistry by perturbing $C_{\text{OH}}$ values, as described below. (Note that the net rate of photochemical production $P_j$ is proportional to the product $k_{\text{OH}} C_{\text{OH}}$.) Finally, note that the modeling framework makes the simplifying assumption that $k_{\text{OH}}$ is constant across all volatility bins and independent of
temperature and other environmental variables. This assumption is commonly made elsewhere in
the VBS literature and represents an idealization of a more complex reality (Donahue et al.,
2006; Robinson et al., 2007; Shrivastava et al., 2008).

Since photochemistry is assumed to proceed only in the gas phase, total photochemical
production is proportional to the vapor-phase concentration vector $C^{\text{vap}}$, which in turn
depends on the gas-particle partitioning in the compartment. For each volatility bin $j$, the vapor-phase
partitioning coefficient is simply the complement of the particle phase partitioning coefficient
(i.e., $1 - \zeta_j$.) Since this partitioning coefficient depends on the total OA loading in the
compartment (see equation [4.2] and equation [4.3]), the evaluation of the differential mass
balance for any single compound must simultaneously consider all contributions to OA from
each source volatility bin $i$ and each source compartment $y$.

This model accounts for the effects of temporal variation in mixing height on inhalation
exposure, as follows. In general, nighttime mixing heights in all model compartments are
substantially lower than for daytime conditions (see §4.2.5 for details). In the model formulation
embodied in equation [4.10], the time-variant mixing height imposes two distinct effects on the
mixing of material in the model compartment. First, under conditions where $H$ is high, emissions
will be diluted into a greater volume than when $H$ is low. Thus, the attributable concentration
that results from a fixed unit of emissions is inversely proportional to the mixing height. A
secondary consideration that requires careful elaboration here relates to the effect of changing
mixing heights on the entrainment and removal of material contained in aloft air layers. In
Chapter 3, the dynamic box model explicitly considers the effect of rising and falling mixing
heights. In that model (equation [3.2]), I assume that clean aloft air ($C = 0$) is entrained into
the single model compartment under periods of rising mixing height. This assumption has the effect
of providing a modest increase in the dilution of urban emissions under periods of rising mixing
height. In contrast, under conditions of falling mixing height, there is no exchange of material
through the top of the model “box,” since contaminated material is assumed to remain aloft while
concentrations at ground level are unaffected. A crucial assumption in the single-compartment
model is that the contaminated material in the aloft layer is entirely removed from that layer
before the mixing height increases again (thus, in equation [3.2], $\phi = 1$ for periods of rising
mixing height, and $\phi = 0$ at all other times). This assumption poses a key challenge in the present
multi-compartment model considered here.

In the present analysis, I consider the additional vertical dilution that occurs under conditions
of rising mixing height for the urban compartment, and neglect this process for the regional and
periurban model compartments. The reason for the simplified treatment in the outer two model
compartments is that the vertical exchange of aloft material is difficult to represent in a
physically realistic manner for a multi-compartment system. A key challenge relates to the scale
dependence of the entrainment phenomenon using the model formulation presented in Chapter 3.
The amount of dilution provided by mixing with aloft layers scales with the land area of each
model compartment. In contrast, the amount of dilution that results from advection scales with
the characteristic length of each compartment. For the 25 km urban model compartment, the
entrainment of clean aloft air increases dilution by ~15%. In contrast, addition of this
entrainment term would increase dilution by more than 3× for the 400-km regional domain, such
that the advective (wind-driven) component of dilution accounts for <25% of the overall removal
of contaminated material. Clearly, this treatment of entrainment is not physically realistic at large
length scales. The reason for this puzzling result lies with the assumption that material “left behind” in an aloft layer during periods of falling mixing height is not re-entrained during periods of rising mixing height. While this assumption may be nearly true for a small urban compartment, substantial re-entrainment seems quite plausible for a model compartment that is several hundred kilometers in length. In order to adequately account for this re-entrainment, an additional model dimension that accounts for transport in aloft layers would be required. Instead of adding this layer of complexity, I make the simplifying assumption here that all material excluded from the model system in the periurban and regional compartments during periods of falling mixing height is re-entrained into the same model compartment during periods of rising mixing height. In doing so, the additional contribution to dilution from the $C \times \frac{dV}{dt}$ term on the left hand side of equation [4.10] is neglected for these two outer compartments. Future analyses could usefully refine this treatment of aloft material.

In the default model case, dry deposition for particles is the only removal process considered. Dry deposition is modeled using a time invariant deposition velocity $v_{dep}$. A time-dependent effective first-order deposition loss coefficient $k_{dep,z}$ for compartment $z$ is then defined as $k_{dep,z} = \frac{v_{dep}}{H_z}$ where $H_z$ is the time-dependent mixing height in compartment $z$. The loss process is then given as:

$$D_{i,j,y,z} = k_{dep,z} \left( C_{i,j,y,z} \times \xi_{j,z} \right) \,.$$

[4.14]

Here, $\xi_{j,z}$ is the particle phase partitioning coefficient for material in compartment $z$ with saturation concentration $C_j^*$. In base-case modeling, I employ a default deposition velocity of 2.5 mm s$^{-1}$, which implies a time-averaged quasi-first-order loss timescale ($\tau_{dep} = k_{dep}^{-1}$) of $\sim$30 h. This value is consistent with a widely-cited midpoint estimate of the deposition velocity for $\sim$300 nm particles (Zhang et al., 2001). Sensitivity scenarios consider non-depositing particles, as well as alternate values of $v_{dep}$ (1 mm s$^{-1}$, 5 mm s$^{-1}$, 7.5 mm s$^{-1}$) that roughly bound plausible conditions for accumulation mode particles. Once dry deposition occurs, I assume that all deposited material is completely removed from the model system, and no further gas-particle exchange occurs between the deposition surfaces and the airborne semivolatile material in the compartment. This assumption is adequate for compartments with large volumes (i.e., urban or regional airsheds); however, it may be inappropriate to maintain this assumption if this model were later extended to include smaller compartments or indoor environments (Weschler and Nazaroff, 2008; Weschler and Nazaroff, 2010). Finally, note that dry deposition of gas-phase material is not considered here. Wet deposition of particles and gases is likewise neglected.

4.2.5 Other model input variables

Wind speed and mixing height

To develop an archetypal diurnal cycle of the meteorological parameters relevant to dilution, I obtained hourly wind speed and mixing height data for 243 US cities for the years 2007-2009 from the NASA MERRA reanalysis dataset used in Chapter 3 (Rienecker et al., 2011). I used the power-law wind speed model described in Chapter 3 to estimate hourly mixing-depth averaged wind speeds for each city in the dataset. For each city, I constructed a “typical meteorological
day” by computing the harmonic mean values of wind speed $U$, mixing height $h$ and the normalized dilution rate $h \times U$ for each hour of the day over all observations in the 3-year data set. Finally, I developed a single archetypal meteorological profile for the entire US dataset (Figure 4-3) by computing the mean of the hourly values over all 243 cities’ typical meteorological days for wind speed and mixing height. For this combination of diurnal profiles, the harmonic mean dilution rate (harmonic mean of the product $h \times U$) is ~600 m$^2$ s$^{-1}$, which is consistent with the population-weighted mean dilution rate ~610 m$^2$ s$^{-1}$ estimated for land-rich developed countries in Chapter 3 (Table 3-4) and slightly more than the global population-weighted mean estimate of 540 m$^2$ s$^{-1}$. The mixing-depth averaged harmonic mean wind speed over the diurnal cycle is ~4.6 m s$^{-1}$, which leads to an advection time scale of ~24 h for a 400 km model domain.

I assume that this archetypal mixing height and wind speed profile holds for the urban model compartment. For the periurban and regional compartments, I follow the approach of Humbert et al., wherein the “rural” mixing height exceeds the urban mixing height to account for the greater vertical dilution that can take place over longer spatial scales (Humbert et al., 2011). Here, I adopt the simplifying assumption that the mixing height of the periurban and regional compartments is twice that of the urban compartment at any given hour. The wind speed does not vary among the three model compartments. In alternative sensitivity scenarios, I consider the effects of slower wind speeds, regionally invariant mixing heights, and minimum mixing heights.

**OH radical profiles and ambient temperatures**

Aging of gas-phase material depends on the concentration of OH radicals, $C_{OH}$, which varies in time (diurnally, seasonally) and in space (e.g., varying between model compartments). I use a mean-normalized diurnal profile of OH concentrations (Figure 4-4) measured under urban summertime conditions in New York City to represent the time evolution of OH radicals in all model compartments over the course of a day (Ren et al., 2003). In this profile, peak afternoon (1300 h – 1500 h) OH concentrations are ~2.5× higher than the 24 h average and overnight minimum radical concentrations (0300 h – 0600 h) are ~80% lower than the 24 h average. For base-case model runs, I assume that the 24 h mean (daily peak) $C_{OH}$ is 1.5 (3.9) × 10$^6$ molecules cm$^{-3}$ in the regional compartment. Radical levels are typically higher in the immediate downwind region of the urban core, and attenuated in the urban core (e.g., Mollner et al., 2010) owing to reaction with elevated levels of nitrogen oxides ($NO_2 + OH \rightarrow HNO_3$) in areas with high levels of primary combustion emissions. In base case modeling, I account for this phenomenon by assuming that OH concentrations are equal in the urban and regional compartments, and 50% higher in the periurban compartment. Overall, these spatial and temporal patterns are broadly consistent with summertime field observations in the Eastern USA (Ren et al., 2003; Ren et al., 2005). Alternative sensitivity scenarios consider the effect of perturbing the mean value and spatial distribution OH radical concentrations, and incorporate winter as well as summer conditions (Ren et al., 2006). To simulate diurnal shifts in gas-particle partitioning associated with temperature, I use a default temperature profile with daily mean temperature of 25 ºC. The peak temperature of 32 ºC is achieved at 3 pm, relaxing to a nighttime minimum of 17 ºC at 6 am. I consider alternative temperature profiles as sensitivity scenarios, including profiles more representative of wintertime conditions.
4.2.6 Emissions

The volatility distribution of organic emissions matches the distribution used in the simulations of Robinson et al. (2007) and Shrivastava et al. (2008), reproduced here in Table 4-1 and Figure 4-5. This distribution was derived by applying partitioning theory (i.e., equations [4-2] and [4-3]) to isothermal dilution sampler measurements of diesel exhaust emissions (Lipsky and Robinson, 2006; Robinson et al., 2007). Since the quartz filter sampling approach employed by Lipsky et al. is unable to efficiently collect IVOC material, Robinson et al. estimated the emissions contributions from IVOCs using top-down constraints and simulated aging experiments (Robinson et al., 2007). The gas-particle partitioning of emissions depends on the dilution level at which they are measured. To avoid the “moving target” that is inherent to dynamic shifts in partitioning, emissions for \( i_F \) calculations do not distinguish between particle and vapor phase material. Aggregate intake fraction calculations consider the total emitted mass of all semivolatile material (i.e., both SVOCs and IVOCs) in the denominator. Additional disaggregated \( i_F \) calculations separately consider SVOC emissions, IVOC emissions, and emissions into individual volatility bins, as described below.

The volatility distribution of Robinson (Figure 4-5) should be considered a highly stylized representation of semivolatile organic emissions from one type combustion source (diesel engines) that is relevant to on-road emissions. Fuel-related emissions from different vehicle fleets, fuel types (e.g., gasoline, diesel, CNG) and engine technologies are likely to have different volatility distributions, whereas lubricating oil contributions to semivolatile emissions may be similar for different vehicle technologies. Data on the emissions volatility distribution for vehicle fleets are only just becoming available (May et al., 2013a). The modeling approach used here could be adapted to incorporate such data in the future.

The total mass emissions rate of semivolatile material into each model compartment is assumed to be proportional to the population in the compartment. A single global parameter, the per-capita emissions rate, is provided as a model input parameter. I tuned this per-capita emissions rate in order to obtain realistic values of \( C_{OA} \). In base-case model simulations, the emissions rate of semivolatile organic material is \(~25\) g person\(^{-1}\) day\(^{-1}\). This base-case value is reconcilable with top-down estimates. For example, Shrivastava et al. (2008) synthesized emissions inventory data to estimate total US anthropogenic semivolatile POA emissions at \(~1.1\) Tg y\(^{-1}\) (\(~10\) g person\(^{-1}\) d\(^{-1}\)), and estimated an additional contribution from unaccounted IVOC emissions at \(~15\) g person\(^{-1}\) d\(^{-1}\). The temporal distribution of emissions matches the default model input employed in the global \( i_F \) analysis described Chapter 3 (Figure 3-2) where emissions peak during morning and evening rush hours (\(~1.5\times\) the 24 h average), and are at a minimum at night and early morning hours (\(~0.5\times\) the 24 h average). Because this modeling analysis emphasizes the emission-to-intake relationship for urban combustion emissions, I neglect here the additional emissions contributions from biogenic sources.

In addition to the semivolatile organic species that are the emphasis of this chapter, I also consider the intake fraction for primary, nonreactive species. The utility of inert tracer species for this analysis is twofold. First, the \( i_F \) estimates for primary nonreactive pollutants determined here can be compared directly with the results from Chapter 3. Second, the nonreactive pollutant provides a useful benchmark for comparison with the semivolatile organic species. This comparison can yield useful insights about the relative contribution of dilution vs. pollutant...
dynamics in governing the intake fraction of semivolatile species. Model runs therefore also include intake fraction estimates for the emission of two types of inert tracer species: a conserved pollutant \((iF_{\text{conserved}})\), and an inert (nonreactive) particle that experiences quasi-first-order losses by dry deposition \((iF_{\text{inertPM}})\). The dry deposition velocity for inert particles matches the default \(v_{\text{dep}}\) for organic particles (base case: 2.5 mm s\(^{-1}\)). The temporal pattern of emissions for both nonreactive species is identical to that of the semivolatile organic emissions.

### 4.3. Results and discussion

#### 4.3.1 Concentration results

Since gas-particle partitioning is a strong function of \(C_{\text{OA}}\), an accurate determination of intake fraction requires that the model produce realistic estimates of organic aerosol concentrations. This section summarizes key aspects of model performance related to the simulation of organic aerosol concentrations. Concentrations are expressed in this section in terms of total OA mass, that is, including the mass of the non-carbon constituents of the organic aerosol.

Particle and vapor-phase concentrations of semivolatile material are reported in Table 4-2, Figure 4-6 and Figure 4-7 for the base-case and megacity scenarios. The per-capita emissions rate (see §4.2.6) was tuned to produce a time-averaged urban \(C_{\text{OA}}\) concentration consistent with the mean urban concentrations reported by a large global meta-analysis of organic aerosol concentrations (Zhang et al., 2007). For the base-case model simulation, the resulting time-averaged \(C_{\text{OA}}\) levels for the urban, periurban and regional compartments were respectively 7.4 \(\mu\)g m\(^{-3}\), 5.4 \(\mu\)g m\(^{-3}\) and 2.8 \(\mu\)g m\(^{-3}\). This concentration gradient reasonably approximates the mean \(C_{\text{OA}}\) levels reported by Zhang et al. (2007) for urban, urban downwind (<100 km from major urban areas), and remote sites (>100 km from major urban areas), reported as 7.6 \(\mu\)g m\(^{-3}\), 4.7 \(\mu\)g m\(^{-3}\) and 2.8 \(\mu\)g m\(^{-3}\). This comparison suggests that the simulated levels of \(C_{\text{OA}}\) are consistent with observations, and thus gas-particle partitioning in each model compartment is likely to be realistic. However, note that the present modeling does not consider the additional contributions to ambient OA from biogenic sources. Biogenic OA accounts for a non-negligible (~25%) fraction the global atmospheric OA burden (Jathar et al., 2011), and thus presumably accounts for some portion of the continental OA background summarized in the analysis of Zhang et al. (2007). Accordingly, anthropogenic emissions might be overestimated in the current analysis.

In the base-case scenario considered here, the relative contributions of primary (POA) and oxidized OA (OPOA) to total organic aerosol mass differ among the three compartments. The OPOA contribution to total OA mass is lowest in the urban compartment (67%) and higher in the periurban and regional compartments (respectively 89% and 93% of total OA mass, Table 4-3). This finding is in line with expectations. Theory suggests that the contribution of primary material will be greatest in near-source regions, since the elevated local emissions will contribute a higher fractional amount of total OA mass. Likewise, the short residence time of air within the urban compartment precludes substantial conversion of fresh local emissions into OPOA. In the base-case scenario, locally emitted material contributes ~43% of total OA mass in the urban compartment; only ~35% of that mass was aged into OPOA (Table 4-3).
Because functionalization reactions simultaneously reduce volatility and increase organic aerosol mass through the introduction of non-carbonaceous elements (e.g., oxygen), the ratio of OA mass to OC mass varies as a function of photochemical aging. The OA:OC mass ratio is greatest for material with a high fraction of substantially aged OPOA, and lowest for fresh POA. Overall, the addition of non-carbon atoms from photochemical aging increases the total mass of the organic aerosol by respectively 21%, 32%, and 36% in the urban, periurban, and regional compartments.

The modeled spatial distribution of OPOA and POA is also consistent with field observations. As a point of comparison, Zhang et al. (2007) employed factor analysis of 37 worldwide aerosol mass spectrometer (AMS) datasets to gain insight into the chemical composition and degree of atmospheric aging of OA source and downwind regions. In that work, Zhang et al. apportion total OA mass into two broad factor groupings, abbreviated OOA and HOA. The “oxygcnated OA” (OOA) factor is thought to be dominated by oxidized material produced by photochemical aging, while the “hydrocarbon-like OA” (HOA) factor is considered more representative of primary emissions (Zhang et al., 2007). Averaged over all sites, the OOA factor contributed 63% of OA mass in urban sites, with higher fractional OOA contributions in urban downwind (83%) and remote sites (95%). Although the OOA-HOA factors of Zhang et al. do not map perfectly to the OPOA-POA construct employed here, findings from Zhang et al. are at least consistent with the spatial distribution of primary vs. aged material modeled here.

For the base-case scenario, the concentration of vapor-phase semivolatile material exceeds particle-phase concentrations \(C_{OA}\) in all compartments (Table 4-3). Here, it is useful to define the particle-phase partitioning coefficient \(\xi_p\), which represents the mass fraction of all semivolatile organic material in a given model compartment that is present in the particle phase. The partitioning coefficient \(\xi_p\) increases from 23% in the urban compartment to respectively 39% and 43% in the periurban and regional compartment. The higher \(\xi_p\) values in the periurban and regional compartments are attributable to photochemical aging of the vapor-phase material, which shifts the volatility distribution towards to lower \(C^*\) levels. Even so, on average most semivolatile mass resides in the vapor phase.

Particle-phase concentrations exhibit diurnal variability owing to temporal patterns in emissions, atmospheric dispersion, photochemical aging, and gas-particle partitioning (Fig 4-7). Emissions are assumed to peak during the morning and evening rush hours. However, the most substantial peak in OA levels occurs during near midnight, when atmospheric dispersion is especially weak. A secondary peak occurs during the early morning hours as emissions begin to rise before daytime mixing conditions take hold. In the urban compartment, the overall contribution of POA to OA loadings varies substantially between nighttime (~40-50%) and mid-afternoon (~10-15%) conditions, primarily as a result of the daytime peak in OH radicals (Figures 4-6 and 4-7). High rates of photochemical conversion during the afternoon lead to an afternoon peak in the particle-phase partitioning coefficient \(\xi_p\) (Figure 4-6). Since higher afternoon temperatures promote evaporation of material into the vapor phase, these latter two findings suggest that the diurnal variability of OH radical availability has a more pronounced effect than temperature-induced shifts in partitioning for base-case conditions.

The megacity-scenario differs from the base-case scenario in several key regards. Organic aerosol loadings are higher in all compartments and the urban-to-background concentration
gradients are sharper compared to the base-case scenario (Table 4-3). The high urban OA loading (41 µg m\(^{-3}\)) in the megacity scenario is attributable primarily to the very large urban and periurban populations (respectively 18 and 6 million); per-capita emissions-rates are unchanged from the base case. The fractional contribution of local emissions (84%) and of POA (53%) is substantially higher for the urban compartment in the megacity case than under the base-case scenario (Table 4-3 and Figure 4-7). Similarly, a very large fraction of the ambient OA concentration in the regional compartment is attributable to the emissions of the urban compartment (48% for the megacity scenario, compared to 10% in the base-case scenario). Owing to the higher overall OA loading in all compartments, the particle-phase partitioning coefficients \(\zeta_p\) are somewhat higher in the megacity scenario (Table 4-3). Finally, diurnal variability in total OA concentrations within the urban compartment is more pronounced for the megacity scenario, owing to the larger fractional contribution of local emissions to the total OA loading.

4.3.2 Intake fraction for primary, nonreactive pollutants

The intake fraction for distributed, ground level urban emissions of primary, nonreactive pollutants is summarized in Tables 4-4 and 4-5. For the base-case scenario (Table 4-4), the intraurban intake fraction for conserved, nonreactive pollutants (\(iF^{\text{conserved}}\)) is 11.5 ppm. The intraurban intake fraction for inert particles (\(iF^{\text{inertPM}}\)), which accounts for dry deposition losses, is 10.0 ppm. For comparison, the population weighted-mean intraurban \(iF\) for conserved pollutants in the 237 US cities with population < 7 million modeled in Chapter 3 is 12.3 ppm. This value is comparable to other published \(iF\) estimates for the US (Lobscheid et al., 2012; Marshall et al., 2005). Marshall et al. (2005) report a best estimate intraurban \(iF\) of 14 ppm for nonreactive ground-level emissions into US urban areas. For conserved, ground-level emissions and considering inhalation intakes within 50 km of the source, Lobscheid et al. report a nationwide population-weighted mean \(iF\) of 8.6 ppm. For counties in metropolitan areas with at least 1 million inhabitants, that study reports population-weighted mean \(iF\) of 14.0 ppm.

An important aspect of this study is the consideration of beyond-urban inhalation intakes. For urban emissions, exposed populations in the periurban and regional compartments each contribute additional incremental \(iF\) of 2.7 ppm for conserved, nonreactive pollutants. Thus, the considering intakes over the entire model domain, \(iF^{\text{conserved}}\) is 16.9 ppm. Notably, the population of the urban compartment (1.5 million) constitutes < 10% of the total population in the model domain, whereas intraurban exposures accounts for \(\sim 68\%\) of the total \(iF^{\text{conserved}}\) for emissions into the urban compartment. For nonreactive particles (\(iF^{\text{inertPM}}\)) emitted in the urban compartment, the fractional contribution of intraurban intakes is further amplified, owing to more substantial dry deposition losses in outer model compartments. Overall, 78\% of the domain-wide inhalation intake of urban emissions of inert particles takes place within the urban compartment. Out of the total domain-wide \(iF^{\text{inertPM}}\) of 12.9 ppm for urban emissions, inhalation intakes in the periurban and regional compartments contribute \(iF\) of respectively 1.8 ppm and 1.1 ppm.

In the megacity scenario, the intraurban \(iF^{\text{conserved}}\) (85 ppm) is comparable to my previous estimate for the global population-weighted mean intraurban \(iF\) for megacity emissions of conserved pollutants (~86 ppm, Chapter 3), but lower than point estimates for several prominent megacities (e.g., Dhaka, Mexico City, Kolkata, Hong Kong). Owing to the exceptionally high
LPD for the urban compartment (400 people m⁻¹), for the megacity scenario the intraurban \( iF \) accounts for a large majority (91%) of the total within-domain \( iF \) (94 ppm) for urban emissions (Table 4-5). For urban emissions of nonreactive particles in the megacity scenario, the domain-wide \( iF_{\text{inertPM}} \) is 74 ppm, of which intraurban intakes (67 ppm) contribute the vast majority (94%) of total intake.

To summarize, for urban emissions of primary nonreactive pollutants, the intraurban \( iF \) accounts for a very large fraction (~68–94%) of the cumulative population intake that occurs within the 400 km model domain. Other studies have reached similar conclusions about the high relative importance of intraurban intakes for urban, ground-level emissions of nonreactive pollutants (Heath et al., 2006; Greco et al., 2007a).

4.3.3 Intake fraction for semivolatile organic compounds

**Base-case model**

The intake fraction of semivolatile organic emissions has a fundamental difference from the \( iF \) for primary, nonreactive emissions. Emitted semivolatile material can be inhaled in either the vapor or particle phase. Owing to the dynamic partitioning of semivolatile organics, the relative balance between inhalation intakes in the particle or gas phase varies strongly in space (e.g., between different model compartments), in composition (i.e., primary vs. aged material), and as a function of the volatility of emitted material. In the default model scenarios, dry deposition of particles (but not gases) means that the total \( iF \) for all emitted semivolatile material is lower than the \( iF \) for nonreactive, non-depositing species (\( iF_{\text{conserved}} \)), but higher than the \( iF \) for inert particles (\( iF_{\text{inertPM}} \)). For example, the sum of intraurban partial \( iF \) values for particle-phase (1.5 ppm) and vapor-phase (9.8 ppm) exposures to semivolatile urban emissions gives rise to a total \( iF \) for semivolatile emissions of 11.2 ppm (Table 4-4). This value is lower than the intraurban \( iF \) for nonreactive, conserved pollutants (\( iF_{\text{conserved}} \) is 11.5 ppm), but higher than the \( iF \) for inert particles (\( iF_{\text{inertPM}} \) is 10.0 ppm), since organic vapors are assumed not to experience depositional loss in the present model. This example also illustrates a key point about the phase partitioning of inhaled material. In the default emissions scenario, the volatility distribution of precursor material is skewed strongly towards more volatile compounds (Figure 4-5); ~80% of emissions have \( C^* \geq 1000 \mu g \text{ m}^{-3} \). A consequence of the highly volatile emissions distribution is that a large fraction of inhalation intake is in the vapor phase. Here, only ~14% of intra-urban inhalation intake of emitted semivolatile material is in the particle phase. It is useful to introduce a new metric here, \( X_p \), defined as the fraction of \( iF \) (or equivalently, the fraction of inhalation intake of organic carbon) that occurs in the particle phase. In most circumstances considered here, a substantial or even dominant portion of the inhalation intake of emitted semivolatile compounds is in the vapor phase, rather than as particles (i.e., \( X_p \ll 1 \)). Of course, this result is dependent on the volatility of emitted material. Subsequent sections and sensitivity analyses explore how this result varies for emissions with different degrees of volatility.

In the base-case scenario, and considering exposed populations throughout the model domain, only ~26% of the inhalation intake of semivolatile urban emissions is in the particle phase. However, the \( X_p \) for urban emissions varies substantially among the compartments in which exposures take place (Table 4-4). Consider here emissions to the urban compartment. As mentioned above, for intraurban exposures, the partial intake fractions for vapor (\( iF_{\text{vap}} \) and
particle \( (iF^{\text{OA}}) \) exposures are respectively 9.8 ppm and 1.5 ppm \( (X_p \sim 17\%) \). For residents of the periurban compartment, the relative importance of OA exposures increases \( (X_p \sim 29\% \) for urban emissions); partial \( iF \) values for urban emissions are 1.7 ppm (vapor) and 0.7 ppm (OA). In the regional compartment, the partitioning of urban-attributable OA intake is nearly equal between particle and vapor phases \( (X_p \sim 47\% \) for urban emissions). This pattern reflects the increasing photochemical transformation of urban emissions into low-volatility products (OPOA) as they advect from the urban compartment into the periurban and regional compartments. Since the \( X_p \) of urban emissions grows with increasing “downwind” distance, the overall contribution of beyond-urban exposures to the organic aerosol intake fraction \( iF^{\text{OA}} \) is much greater than for primary conserved pollutants. Considering the cumulative base-case \( iF^{\text{OA}} \) of 3.1 ppm for urban emissions, 29% of the domain-wide inhalation intake of urban emissions (0.9 ppm) is in the regional compartment, 23% (0.7 ppm) is in the periurban compartment, and only 48% of the total \( iF^{\text{OA}} \) is intraurban (1.5 ppm). Therefore, in contrast to conserved nonreactive pollutants, beyond-urban intakes constitute an important part (52% for the base-case scenario) of the population exposure to particulate matter attributable to urban semivolatile vehicle emissions.

The spatial pattern of particle-phase intake fraction \( iF^{\text{OA}} \) has another important dimension: whether the inhaled material is primary (POA) or photochemically transformed (OPOA). Consider the base-case scenario for urban semivolatile vehicle emissions. Overall, \( iF^{\text{OA}} \) (3.1 ppm) is dominated by OPOA \( (iF^{\text{OPOA}} = 1.9 \) ppm), while primary material contributes \( \sim 38\% \) of intake \( (iF^{\text{POA}} = 1.2 \) ppm). However, the POA:OPOA balance differs substantially among the compartments in which the products of urban emissions are inhaled. For intraurban intakes, \( iF^{\text{POA}} \) (1.0 ppm) substantially exceeds \( iF^{\text{OPOA}} \) (0.5 ppm). In contrast, primary material accounts for an order of magnitude less exposure than aged material in the regional compartment \( (iF^{\text{OPOA}} = 0.05 \) ppm; \( iF^{\text{OPOA}} = 0.85 \) ppm). It is this photochemical conversion of evaporated vapors into OPOA that is responsible for the large proportion (52%) of total domain-wide \( iF \) for urban emissions that occurs within the regional and periurban compartments.

Further insight into the dynamics of this system can be gleaned by directly linking inhalation intakes to the specific VBS volatility bin of originally emitted precursor material. While the emissions distribution for semivolatile organics is skewed towards compounds with the highest \( C^* \) values \( (\text{IVOCs}, 10^4 \leq C^* \leq 10^6 \mu g m^{-3}; \) see Figure 4-5), partitioning dictates that lower-volatility primary emissions can produce substantial OA exposures with little or no aging. This tension poses an important question: which volatility bins are most capable of producing population intake of OA? It will become evident that the answer to this question depends on the choice of metric. In general, low-volatility emissions are particularly efficient at producing particle-phase exposures \( (iF^{\text{OA}} \) is high). However, the lowest volatility bins have rather low emissions rates, so the aggregate population intake rate \( I^{\text{OA}} \) (gOA inhaled per day) is not especially high. The pattern is opposite for the most volatile emissions, which do not lead to high OA exposures per unit emission \( (\text{low } iF^{\text{OA}}) \), yet result in a large population intake rate \( (I^{\text{OA}}) \) by virtue of their high emissions.

Volatility-bin specific estimates of \( iF \) and population intake rate \( (I) \) for semivolatile urban emissions are presented in Figure 4-8 (particle-phase: POA and OPOA) and Figure 4-9 (vapor phase). In the base-case model, the particle-phase intake fraction (Figure 4-8A) is dominated by primary, urban exposures for the emissions of less volatile species \( (C^* < \sim 10 \mu g m^{-3}) \). For the lowest volatility bin \( (C^* = 0.01 \mu g m^{-3}) \), \( iF^{\text{POA}} \) is equivalent to the intake fraction for a
nonreactive primary particle, while $iF_{\text{POA}} \approx 0$. This result is a consequence of partitioning: for this volatility bin, nearly all emitted material partitions into the particle phase under atmospherically relevant conditions. As the volatility of emissions increases, three key trends emerge. First, $X_p$ decreases with increasing volatility. For IVOC emissions, the emissions-weighted mean $iF_{\text{OA}}$ is 1.6 ppm ($X_p = 10\%$), as compared to an $iF_{\text{OA}}$ of 6.3 ppm ($X_p = 42\%$) for SVOC emissions (Table 4-4). The reason for this trend is that higher-volatility emissions require extensive aging in order to result in particle-phase intakes. A second trend is that the ratio $iF_{\text{POA}}:iF_{\text{POA}}$ increases with increasing volatility of urban emissions. For example, for emissions with $C^* = 10 \mu g \text{ m}^{-3}$, 42% of the resulting particle exposure is attributable to OPOA intakes, whereas for $C^* = 1000 \mu g \text{ m}^{-3}$, 96% of the domain-wide particle exposure is attributable to OPOA. That finding makes sense; for a highly volatile compound to be inhaled in the particle-phase, the compound first needs to age and thereby become less volatile. Third, intraurban intakes are the largest contributor to $iF_{\text{OA}}$ for low-volatility emissions, whereas beyond-urban intakes dominate $iF_{\text{OA}}$ for high-volatility emissions. For urban SVOC emissions, intraurban intake accounts for $\approx 50\%$ of $iF_{\text{OA}}$. For IVOC emissions, the beyond-urban exposures account for $\approx 80\%$ of $iF_{\text{OA}}$ (Table 4-4). For vapor-phase exposures ($iF_{\text{vap}}$, Figure 4-9A), these patterns are reversed. Higher-volatility emissions are predominantly inhaled in the vapor phase. For urban emissions with $C^* \geq 100 \mu g \text{ m}^{-3}$, $iF_{\text{vap}}$ substantially exceeds $iF_{\text{OA}}$. Considering all urban IVOC emissions, $\approx 90\%$ of inhalation intake occurs as vapors (Table 4-4). Interestingly, intraurban exposures contribute a disproportionately large fraction of the domain-wide exposure to vapors of urban origin (77% of $iF_{\text{vap}}$ is intraurban, see Table 4-4), since photochemical aging tends to shift downwind semivolatile material into the particle phase. As higher-volatility compounds (e.g., IVOCs) are emitted in especially high abundance (Figure 4-5), they contribute disproportionately to overall population intakes of vapor-phase emissions. IVOC emissions account for nearly $\approx 80\%$ of total urban-attributable $I_{\text{vap}}$ (Figure 4-9B) owing to the high $iF_{\text{vap}}$ for IVOC emissions (Table 4-4) and the large fractional contribution of IVOCs to total emissions (68%, Figure 4-5).

Megacity scenario

In the megacity scenario, the physico-chemical composition and spatial patterns of exposure to semivolatile urban emissions differ substantially from the base-case scenario. Table 4-5 presents $iF$ estimates for this scenario. Given the population within the urban compartment, intraurban exposures are especially important. Here, I introduce the metric $f_{\text{urban}}$ to quantify the fraction of material of urban origin that is inhaled within the urban compartment, evaluated on the basis of organic carbon atoms (i.e., neglecting non-carbon mass). For particle and vapor phase intakes, $f_{\text{urban}}$ is respectively 86% and 94%. Compared to the base-case scenario, a somewhat larger fraction of all exposure is in the particle phase ($iF_{\text{OA}}$ is 18 ppm, $X_p$ is 21%). POA accounts for almost half of total OA exposure (43%). The distribution of population exposure by emitted volatility bin (Figures 4-8C and 4-8D) reinforces the notion that intraurban and POA exposures are especially important for megacity emissions. Overall, the megacity-attributable intake rate $I_{\text{OA}}$ is more skewed towards lower-volatility emissions than for the base-case model. Although SVOCs account for only 32% of all organic emissions, these lower-volatility emissions account for nearly $\approx 80\%$ of the inhalation intake of OA. Interestingly, the distribution of OPOA exposures is much more strongly tilted towards intraurban exposures in the megacity scenario. In the base case model, the urban population only accounted for $\approx 25\%$ of $I_{\text{POA}}$ of urban origin, whereas in the megacity scenario, intraurban intakes accounted for nearly
75% of $I^{POA}$. Thus, whereas atmospheric aging of a city’s own emissions tends to chiefly result in beyond-urban exposures for a more typically sized city, photochemistry can have substantial effect on intraurban intakes for megacity emissions.

It is also worthwhile to compare the relative inhalation intakes that take place in the base-case and megacity scenario on a per-capita basis. Interestingly, the per-capita intraurban $iF$ is somewhat lower for the megacity scenario than for the base-case scenario. In the analytical solution for the $iF$ of primary, conserved pollutants in the single compartment model reported in equation [3.8], intraurban $iF$ scales with the linear population density ($LPD$). In contrast, the per-capita intake fraction scales with the square root of urbanized land area ($A^{-0.5}$), but has no population dependence. Because the spatial extent of the megacity’s intraurban compartment is larger than that for the base-case model, this simple analytical solution suggests that per-capita intraurban $iF$ would be ~20% lower for the megacity model than for the base-case model for emissions of a primary, conserved species. For the full dynamic model simulation of a nonreactive particle subject to depositional loss, the per-capita intraurban $iF$ is ~15% lower in the megacity model than in the base-case model. In contrast, for intraurban OA intakes attributable to urban emissions, the per-capita $iF^{OA}$ is 34% larger in the megacity case than in the base case, owing to the higher fraction of semivolatile material that partitions into the particle phase in the megacity scenario. Accordingly, per-capita $iF^{vap}$ is ~17% lower in the megacity model than under base-case conditions. In contrast to the per-capita $iF$, the per-capita population intake rate $I$ is ~8.5$\times$ higher for the megacity scenario than for the base-case scenario. This increase in per-capita intake occurs because emissions are assumed here to scale linearly with population. Thus, even though the per-capita intake fraction is lower for the megacity model, overall emissions are substantially higher, and therefore the per-capita intake rate is much higher in the megacity model.

### 4.3.5 Contribution of beyond-urban emissions to urban exposures

In keeping with the focus of this dissertation on the exposure implications of urban emissions, the emphasis of this chapter is on the domain-wide exposures to semivolatile material that are attributable to urban emissions. However, it is also worthwhile to consider the effects of beyond-urban emissions on the anthropogenic OA intakes that take place in the urban compartment. In contrast to the (urban-) source-oriented perspective adopted elsewhere this chapter, in this section I adopt a receptor-oriented lens and consider urban exposures to domain-wide emissions. This perspective could be more relevant to local policy makers who might wish to reduce exposures within a given urban area. The suite of policy options available to mitigate regional and long-range contributions to urban exposures may be quite different than those for local emissions. Note that all figures in this sub-section are presented on the basis of total organic mass, including non-carbon constituents.

Considering the base-case scenario, for domain-wide emissions of a primary, conserved pollutant, 77% of the urban inhalation intake is attributable to the urban source. Emissions in the periurban and regional compartments respectively contribute another 14% and 9% of the total urban intake of this primary, conserved pollutant. Beyond-urban sources make a more pronounced contribution to urban intake of semivolatile organic particles. Regional, periurban, and urban sources contribute respectively 36%, 24% and 40% of total OA intake in the urban compartment. Given the more regional nature of photochemically aged material, beyond-urban
sources account for a very large fraction of urban intakes of OPOA. Thus, regional and periurban emissions account for respectively 49% and 29% of urban OPOA intake. Conversely, a large fraction of urban intake of POA is of urban origin (84%), owing to the high urban background of primary material and the highly aged nature of regional material. Overall, 92% of the beyond-urban contribution to urban OA intake is attributable to OPOA.

For the megacity case, urban sources account for a much larger fraction of urban OA exposures. Two factors explain this result. First, since the urban population produces a larger overall fraction of domain-wide emissions in the megacity scenario, the contribution of beyond-urban sources to urban exposures is relatively diminished. Second, the high population density of the megacity compartment imposes a high intraurban intake fraction, thereby magnifying the intraurban intake of urban emissions.

4.3.4 Comparing metrics: source-oriented exposure vs. atmospheric burden

Thus far, I have principally related results from the perspective of source-oriented exposure. The conclusions that I reach here at times align well with the conclusions of the existing literature on atmospheric organic aerosols. At other times, the “exposure” lens offers diverging insights from an atmosphere-oriented perspective. It is worthwhile to reflect on these similarities and differences.

The results of my simplified model broadly reproduce commonly observed gradients in organic aerosol concentration and composition, resulting in similar conceptual conclusions as those commonly made in the literature. In summary, for urban semivolatile emissions, dilution and evaporation result in a substantially lower particle-phase intake fraction for organic emissions than would be expected for nonreactive pollutants. However, the large reduction in volatility achieved after many hours of photochemical aging of evaporated vapors allows for downwind particle exposures to account for a much larger fraction of the total iF$^{OA}$ than would be the case for a conserved pollutant. Whereas attributable concentrations of primary, nonreactive pollutants from a given source drop sharply with downwind distance, continuous conversion of material from the vapor to particle phase creates a much shallower downwind concentration gradient for OA attributable to an urban source (Robinson et al., 2007; Shrivastava et al., 2008; Wagstrom and Pandis, 2011a). Accordingly, when tens of millions of people live downwind, this widespread OPOA “plume” can create rather large downwind exposures. There is also an important receptor-oriented dimension to this phenomenon that complements the source-oriented iF perspective that I employ in this analysis. Since exposed populations are also sources of emissions themselves, it should be unsurprising that regional transport from elsewhere typically accounts for a large fraction of the ambient OA burden in any given urban area. In the present model, 57% (78%) of the ambient OA (OPOA) loading in the urban compartment is attributable to sources beyond the urban compartment (see Figure 4-7). Another modeling investigation reported similar findings for secondary organic aerosol in Pittsburgh, PA, where 63% of the local urban-ambient OA mass was attributed to transport from upwind regions ~100 – 600 km away (Wagstrom and Pandis, 2011b).

The exposure focus that I employ in this analysis contrasts sharply with “mass-in-atmosphere” perspective that is frequently employed by atmospheric scientists (eg., Jathar et al., 2011; Robinson et al., 2007). Metrics that consider the atmosphere as the unit of analysis, such as
the atmospheric OA burden, inherently tend to discount the experience of exposed individuals, because the earth’s population has highly uneven spatial distribution and yet many important pollution sources, such as motor vehicles, are spatially correlated with population. For example, >50% of the world’s population lives in cities that account for <0.5% of total land area (Schneider et al., 2009). Exposure metrics such as population intake and \( iF \) emphasize the conditions that prevail in cities and other human settlements. Whereas mass-in-atmosphere metrics are useful for understanding regional-scale and global phenomena (e.g., aerosol effects on climate; visibility impairment), exposure-oriented metrics are more relevant for understanding the human health impacts of air pollution.

It is worthwhile to contrast these two perspectives using the model simulation results of the present analysis. For base-case conditions, considering the atmospheric OA burden attributable to semivolatile urban emissions, only ~1.3% of the total OA mass is contained within the urban compartment, while 80% of the total mass is contained within the regional compartment. In contrast, ~43% of the domain-wide inhalation intake of organic aerosol mass of urban origin takes place solely within the urban compartment. Likewise, only 6% of the total urban-attributable OA burden in the entire model domain is POA, but 31% of the mass-based \( I^{OA} \) is primary. For lower-volatility emissions, the difference between these two perspectives is even starker. Roughly 60% of the domain-wide population OA intake of urban SVOC emissions takes place in the urban compartment, but only ~2.5% of the domain-wide atmospheric OA burden of SVOC emissions is contained within the urban compartment. In sum, domain-wide POA and intraurban OA concentrations account for only a small fraction of the total atmospheric OA burden, but play an important role in determining the population intake of organic aerosol attributable to urban emissions.

4.3.5 Sensitivity analyses

Table 4-6 summarizes \( iF \) results for sensitivity analyses. In this section, I evaluate sensitivity scenarios with respect to several key metrics that describe the distribution of intake fraction between vapor and particle phase, between urban and beyond-urban exposures, and between primary (POA) and aged (OPOA) material.

Emissions: magnitude and volatility

In Chapter 3, I argue that for primary, conserved pollutants, the intake fraction is independent of the bulk (time-averaged) emissions rate, since the numerator of the \( iF \) expression (the attributable population intake rate) changes in linear proportion to the denominator of the \( iF \) expression (the emissions rate). Strictly speaking, this property does not hold for semivolatile emissions, since phase partitioning and subsequent atmospheric aging is a function of ambient concentrations, which in turn depend on the emissions rate. As a consequence of partitioning, a higher per-capita emissions rate results in a higher \( iF^{OA} \) and lower \( iF^{vap} \). However, the overall sensitivity is not large, even for substantial changes in emissions. For example, increasing (decreasing) the per-capita emissions rate by \( 3 \times \) increases (decreases) \( iF^{OA} \) by 15% (14%) and decreases (increases) \( iF^{vap} \) by 5% (4%). For a tripling in emissions, the overall fraction of population OA intake that is attributable to POA rises modestly to 44%, from 38% in the base-case scenario. This result represents an interesting consequence of partitioning: higher emissions
lead to higher $C_{OA}$ levels, which in turn prevent the vaporization of material which could be subsequently oxidized into OPOA.

An additional sensitivity scenario was considered in which the bulk emissions rate was held constant, but assumed to be temporally invariant. For a flat diurnal emissions profile, the overall $iF$ increases by ~25% compared to the base-case, owing to increased emissions during overnight periods with low mixing height. However, a shift to a time-invariant emissions rate does not substantially alter the phase partitioning or POA-OPOA balance of population intake.

Shifts in the volatility distribution that reweight emissions towards more volatile or less volatile species can have a more substantial effect on the volatility-weighted $iF^{OA}$ and $iF^{vap}$ values. As an example, I re-ran the base-case scenario using an alternative volatility distribution (Table 4-7) reported for diesel generator emissions (Grieshop et al., 2009). In that volatility distribution, SVOC emissions are skewed towards higher volatility levels, such that ~3× less material is emitted into the lowest three volatility bins ($0.01 \mu g m^{-3} \leq C^* \leq 1 \mu g m^{-3}$), with that reduction in emitted mass reassigned to higher-volatility SVOC bins ($10 \mu g m^{-3} \leq C^* \leq 1000 \mu g m^{-3}$). In this sensitivity case, the POA fraction of OA intake ($f^{POA} = iF^{POA} / iF^{OA}$) is substantially reduced (from 38% to 26%) and $iF^{OA}$ is slightly reduced (from 3.1 ppm to 2.8 ppm). Opposite conclusions are reached for alternative emissions volatility distributions that reduce the contribution of IVOC emissions. For example, I considered modified version of the default emissions volatility distribution which halves the emissions rate for three most volatile emissions bins (IVOCs; $10^4 \mu g m^{-3} \leq C^* \leq 10^6 \mu g m^{-3}$). The net effect of de-emphasizing IVOC emissions is to increase $iF^{OA}$ (by 20% for this scenario), since IVOC emissions tend to have substantially lower $iF^{OA}$ than lower-volatility emissions (e.g., Figure 4-8). Moreover, particle-phase exposures attributable to urban IVOC emissions are almost exclusively in the form of OPOA. Consequently, reducing IVOC emissions somewhat increases the contribution of urban and POA exposures to domain-wide intake. Overall, these results suggest that a refined treatment of the emitted volatility distribution may alter the overall conclusions of this analysis, and more importantly that conclusions given here may or may not apply to specific emissions sources (whose volatility distribution may vary).

**Meteorology and dispersion**

As described in §4.3.1, the multi-compartment model realistically reproduces urban and regional patterns in OA concentrations and composition. However, the simplified treatment of dispersion is a key limitation of the present modeling approach. Accordingly, model results are sensitive to alternative assumptions about wind speed, mixing height, and the geometry of the multi-compartment system. In base-case simulations, mixing heights in the regional and periurban compartments are assumed to be twice as high as in the urban compartment. I considered an alternative sensitivity case in which the lower urban mixing height was applied to all three model compartments. This scenario resulted in a substantial increase in the domain-wide $iF$ for urban emissions of nonreactive, conserved species (24 ppm, +39%), as well as for $iF^{OA}$ (4.3 ppm, +40%) and $iF^{vap}$ (16 ppm, +25%). For this scenario, much of the increase in $iF$ occurs in the periurban and regional compartments. As a consequence, OPOA exposures make a larger overall contribution to population intake of urban emissions. Sensitivity scenarios that apply a global “floor” (120 m or 200 m) to the regionally varying mixing heights tend to reduce the
overall \( iF \) without substantially altering the ratio of intraurban to beyond-urban intakes or the ratio of vapor to particle-phase intakes.

**Dry deposition**

To test the sensitivity of results to the base-case dry deposition rate (\( v_{dep} = 2.5 \text{ mm \ s}^{-1} \)), I evaluated two alternative scenarios that amplify or eliminate dry deposition (respectively 7.5 mm \s^{-1}, 0 \text{ mm s}^{-1} \). For the case with no dry deposition, \( iF_{\text{inertPM}}^{\text{conserved}} \) is 31% higher than base case, and is equivalent to the result for \( iF_{\text{conserved}} \) (domain-wide \( iF_{\text{conserved}} \) for urban emissions is 17.0 ppm). Because deposition has the largest effect on concentrations in the regional compartment (longer residence time), eliminating dry deposition substantially increases exposures to OPOA in the regional compartment, thereby increasing the domain-wide \( iF_{\text{OA}} \) for urban emissions (48% higher than base-case). In contrast, increasing \( v_{dep} \) by a factor of three (to 7.5 mm \s^{-1} \) reduces the domain-wide \( iF_{\text{inertPM}} \) and \( iF_{\text{OA}} \) for urban emissions by respectively 25% and 31%. Higher rates of dry deposition have a larger effect on regional and OPOA intakes than on urban and POA intakes.

**Compartment parameterization: population and land area**

I consider sensitivity scenarios that increase the residence time of air in the model domain by either reducing the wind speed or increasing the overall size of the regional compartment. Halving the global wind speed slightly raises \( X_p \) (higher attributable concentrations shift partitioning toward the particle phase), but this change does not substantially alter the spatial distribution of exposure. In contrast, expanding the overall domain size by increasing the length scale of the regional compartment strongly influences \( iF \), \( X_p \), and the urban-regional balance of exposures. I considered two bounding-case sensitivity scenarios in which the outermost regional compartment is expanded in length-scale from 400 km to 800 km, corresponding to a mean air residence time of \( \sim 48 \text{ h} \). In the first scenario, the regional box is expanded while holding its total population (12 million) constant. Since the effective population density is dramatically reduced, I term this scenario “sprawl,” following the typology of Marshall et al. (2005a). In the second scenario, termed “constant density”, the regional box is expanded at constant average population density, thereby increasing that compartment’s population to 60 million. In the sprawl case, the \( iF \) for urban-attributable exposures in the regional compartment decreases substantially (Table 4-6), since the regional population is spread more thinly and concentrations of urban origin are more thoroughly diluted. The domain-wide \( iF \) is reduced modestly for \( iF_{\text{conserved}} \) and \( iF_{\text{vap}} \) (respectively -11% and -5%), and substantially reduced for \( iF_{\text{OA}} \) (-27%). The large reduction in \( iF_{\text{OA}} \) reflects the high \( iF \) contribution of regional-scale OPOA exposures to urban emissions in the base-case scenario. In sum, a larger regional compartment substantially increases the conversion of primary vapors into OPOA, but this increase in aging is more than offset by increased dilution and a lower population density.

The constant-density growth scenario results in very different outcome. Here, the population in the regional compartment increases substantially (by \( 5 \times \)). As a result, regional-scale OPOA exposures contribute a very large portion of the domain-wide \( iF_{\text{OA}} \) for urban emissions. Compared to the base-case, domain-wide \( iF_{\text{conserved}} \) increases by 20%, \( iF_{\text{OA}} \) increases by 33%, while \( iF_{\text{vap}} \) increases by only \( \sim 2\% \). Here, the relatively large increase in OA intake is nearly entirely attributable to additional regional-scale exposures to OPOA of urban origin.
Accordingly, the intraurban fraction of total OA intake is lower than in the base-case (36% vs. 48%), and the fractional contribution of POA to overall OA intake is lower than in the base case (32%, down from 38%). However, the increase in OPOA intakes means that particle phase intakes constitute a larger fraction of total exposure to urban semivolatile emissions ($X_p \sim 24\%$, compared to 20% in the base case).

Model results are also sensitive to the parameterization of the urban compartment. I considered two sensitivity scenarios that reduce the overall spatial extent of the urban compartment from its default size (25 km length scale). The first scenario is broadly representative of conditions for a typical Asian non-megacity (length 10 km, population 1.8 million), resulting in an urban linear population density 3× higher than under the base case. In this scenario, domain-wide $iF_{\text{conserved}}$ for urban emissions increases by 2.4× (41 ppm), and domain-wide $iF_{\text{OA}}$ increases by 2.1× (6.4 ppm). Intraurban and POA exposures to urban emissions are strongly emphasized in this scenario: 73% of the domain-wide $iF_{\text{OA}}$ of urban origin occurs in the urban compartment, and 61% of that material is as POA. In contrast, conditions more typical of a small, low-density US city reduce the importance of intraurban and POA exposures. A second sensitivity scenario idealizes conditions indicative of US cities with less than 600,000 inhabitants ($LPD \sim 25 \, \text{m}^{-1}$, population ~310,000, length ~12.5 km). For this scenario, intraurban intakes account for only 24% of the $iF_{\text{OA}}$ for urban emissions, and POA accounts for only 28% of $iF_{\text{OA}}$.

To summarize, this model’s results are quite sensitive to changes in the way the individual model compartments are parameterized. Moreover, this sensitivity is directly relevant to this study’s core questions about the relative importance of primary, intraurban exposures vs. secondary, regional exposures to urban emissions. In future work, side-by-side comparison of this model’s results with more detailed chemical transport modeling is warranted.

**Photochemistry**

A final group of sensitivity runs considers parameters that govern the model’s treatment of photochemistry. A simplified treatment of OH radical concentrations, in which $C_{\text{OH}}$ does not vary among the three model compartments, resulted in only a small reduction in model-wide $iF$. Likewise, substantially reducing urban core OH levels (e.g., to account for titration of OH by primary NOx emissions) reduces domain-wide $iF_{\text{OA}}$ by less than 10%. These results are line with expectations. Since the residence time of air is relatively short in the urban and periurban compartments, lowering $C_{\text{OH}}$ in these boxes does not lead to a large overall change in domain-wide OPOA production, which is dominated by the regional compartment. On the other hand, turning off all photochemistry (by setting $C_{\text{OH}} = 0$ or $k_{\text{OH}} = 0$) leads to a very large (69%) reduction in $iF_{\text{OA}}$ and a moderate (26%) increase in $iF_{\text{vap}}$. Smaller perturbations in the regional level of OH radical on the scale of ± 30% alter domain-wide $iF_{\text{OA}}$ on the scale of ± 15%, primarily by changing the production of OPOA. Regional scale photochemical aging of vapor-phase material into OPOA is clearly a very important contributor to the overall population intake of OA of urban origin.

Base-case model runs assume that oxidation chemistry contributes additional non-carbon mass to OA with each reaction step: OA mass is assumed to increase by 7.5% for each order-of-magnitude reduction in $C'$. Sensitivity runs demonstrate that $iF_{\text{OA}}$ is only weakly dependent on
the assumed amount of added mass. Doubling the amount of added non-carbon mass to a 15% OA mass increase per VBS bin reduction increases the domain-wide $iF^{OA}$ by ~6%, and does not alter the spatial distribution of exposure. For a scenario in which no additional OA mass is contributed oxidation, $iF^{OA}$ is reduced by 6% compared to base-case conditions. This weak dependence on the additional mass contribution of aging is to be expected, since $iF^{OA}$ is computed solely on the basis of organic carbon atoms, which are conserved in the functionalization reactions that are represented here. The slight shifts observed in $iF^{OA}$ are attributable to partitioning behavior.

The principal emphasis of this analysis is on summertime conditions, which favor photochemical conversion of vapors into OPOA. Sensitivity runs consider conditions that may be more representative of winter. First, I examine the effect of lowering $C_{OH}$ by a factor of 3 in all compartments, such that the time-averaged $C_{OH}$ is reduced in the regional compartment from $1.5 \times 10^6$ molecules cm$^{-3}$ to $0.5 \times 10^6$ molecules cm$^{-3}$. As I found above, reducing $C_{OH}$ results in less regional production of OPOA, thereby lowering the domain-wide $iF^{OA}$ for urban emissions (here, 1.8 ppm, vs 3.1 ppm in base case). Likewise, $X_p$ is reduced, but intraurban and POA intakes account for a larger fraction of the reduced $iF$. Of course, ambient temperatures are also lower in winter, which shifts partitioning into the particle phase. In two additional scenarios, I consider a 20 ºC and 40 ºC reduction in the default temperature profile, wherein temperatures range from respectively -3 ºC and -23 ºC (overnight minimum) to respectively 12 ºC and -8 ºC (afternoon peak). These reduced temperature scenarios shift partitioning of primary emissions towards the particle phase, thereby also altering the spatial distribution of exposure. For the milder winter scenario (20 ºC cooler), domain-wide $iF^{OA}$ increases by 18%, while POA and urban exposures each account for ~60% of the domain-wide $iF^{OA}$, substantially higher than under base-case assumptions. For the more extreme winter scenario, spatial patterns of exposure are similar, but partitioning shifts much more substantially to the particle phase ($iF^{OA}$ is ~2× the base case at 6.1 ppm, and $X_p$ ~37%). These results are qualitatively consistent with the findings of Shrivastava et al. (2008), which suggest that lower temperatures and slower photochemistry increase the relative contributions of POA to regional OA concentrations during the winter. In summary, under cold and low OH-radical conditions, intraurban exposures to POA account for an especially large fraction of total OA intake of urban origin.

4.3.6 Limitations and future research

The simplified modeling framework that I employ in this analysis has a variety of additional limitations and uncertainties that are more difficult to explore quantitatively. Most prominently, the stylized treatment of photochemical aging of organic aerosol precursors is a major simplification. This investigation emphasizes a single aging pathway (functionalization) that produces OA from vapor-phase precursor material. The results of this analysis demonstrate that such reactions alone may produce population exposures to semivolatile organic material that are substantially different in character from those of primary, nonreactive emissions. However, the effects on population exposure of other OA aging pathways (e.g., fragmentation; heterogeneous- and condensed-phase oxidation processes) are not well characterized here. Future analyses might build on this work by incorporating a more detailed treatment of these processes, for example, by using a 2-D volatility basis set framework that explicitly accounts for transformations in both volatility and chemical composition (Jimenez et al., 2009; Donahue et al., 2011).
Model results generated in this analysis appear to reasonably agree with prior estimates and observations of inert pollutant intake fraction and organic aerosol concentration gradients. However, the simplified and archetypal treatment of atmospheric processes represents a substantial simplification relative to the state of the art in organic aerosol chemical transport modeling. Key areas for future refinement include the treatment of vertical pollutant mixing (e.g., the coupling between concentrations at ground level and in aloft layers), and in the modeling of radical concentrations (e.g., OH) that are responsible for initiating the oxidation of primary semivolatile emissions. Model results and sensitivity analyses also demonstrate that \( iF^{\text{OA}} \) is substantially dependent on the assumed volatility distribution of primary semivolatile emissions. Future analyses could usefully incorporate recent additions to the state of knowledge about SVOC and IVOC emissions from motor vehicle fleets (May et al., 2013a; May et al., 2013b). A further refinement would be to explicitly account for the contribution of biogenic emissions to regional OA concentrations.

An additional set of limitations relates to the exclusion of microenvironmental variation in exposure concentrations, especially within the urban compartment. Ambient conditions are an imperfect proxy for attributable exposure concentrations. Indoor exposures represent an especially large limitation in the current model treatment. The US population averages > 85% of the day indoors (Klepeis et al., 2001). Indoor airborne concentrations will almost certainly differ from outdoor ambient concentrations. Particles and semivolatile vapors penetrate buildings with < 100% efficiency, and sorptive interactions with surfaces, films, and settled dust make semivolatile dynamics indoors substantially more complex (Riley et al., 2002; Weschler and Nazaroff, 2008; Weschler and Nazaroff, 2010). Especially within the urban compartment, neglecting on-road and near-road exposures is another simplification in the current treatment. A substantial fraction of the urban population lives in near-road environments where OA concentrations are likely elevated above the urban background (e.g., see Chapter 2). Partitioning between the vapor and particle phase may be substantially different in near-source microenvironments compared to urban-ambient conditions.

4.4 Conclusions

The investigation contained in this chapter substantively updates the conceptual understanding of the intake fraction of urban vehicle emissions by considering semivolatile organic species. Similarly, this analysis extends previous research on organic aerosol dynamics by explicitly considering human exposure. The archetypal model used here indicates that the intake fraction of organic emissions differs from that of primary, conserved pollutants in several key regards. Inhalation intakes of semivolatile material have a strong dependence on the volatility distribution of emissions. As a consequence of equilibrium partitioning, and considering the base-case emissions evaluated here (majority high-volatility species), the partial intake fraction for particle-phase inhalation exposures \((iF^{\text{OA}})\) is substantially lower than the partial intake fraction for gas-phase material \((iF^{\text{vap}})\). This finding is important: depending on how volatility is treated when determining emission factors, models that treat vehicular PM\(_{2.5}\) emissions as nonreactive may overstate the intake fraction for organic species. In contrast, model results indicate that population inhalation intakes of semivolatile organic vapors may substantially exceed the inhalation rates of condensed-phase material. The health effects of these vapor-phase exposures are not well studied, but merit further attention.
The spatial distribution of inhalation intake for semivolatile organic aerosol differs considerably from that of a primary, conserved species. Considering the base-case volatility distribution and a 400-km model domain, beyond-urban exposures account for more than half of the total OA inhalation intake that is attributable to urban emissions of semivolatile material. Photochemical oxidation makes an important contribution to the total population intake of urban-attributable OA, accounting for nearly 70% of total inhalation intake within the model domain. Intraurban OA intake is predominantly attributable to primary organic aerosol emissions, whereas beyond-urban OA inhalation intakes are dominated by photochemically aged material. In contrast to the more regionally dispersed OA exposures, intraurban intakes account for the dominant fraction of population exposure to organic vapors.

By focusing on an exposure-oriented set of metrics (intake fraction and inhalation intake rate), this analysis reaches conclusions that diverge somewhat from key findings in the atmospheric science literature, in which researchers tend to emphasize atmospheric burdens as opposed to population exposure. The results of this analysis reinforce previous findings that the atmospheric loading of organic aerosol is overwhelmingly made up of oxidized or “secondary” material. However, from the perspective of exposure, intraurban exposures to primary compounds comprise a substantial fraction of the inhalation intake attributable to urban emissions of semivolatile material. A proper accounting of the inhalation intake consequences of urban vehicle emissions therefore requires exposure assessment technique with sufficiently fine-scale spatial resolution to accurately represent intraurban exposures.
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Table 4-1. Volatility basis set and assumed parameters for emitted material

<table>
<thead>
<tr>
<th>Lumped Species C* (µg m(^{-3}))</th>
<th>Percent of emissions (%)</th>
<th>Enthalpy of vaporization (\Delta H_v) (kJ mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10^{-2})</td>
<td>1.2</td>
<td>112</td>
</tr>
<tr>
<td>(10^{-1})</td>
<td>2.4</td>
<td>106</td>
</tr>
<tr>
<td>(10^{0})</td>
<td>3.6</td>
<td>100</td>
</tr>
<tr>
<td>(10^{1})</td>
<td>5.6</td>
<td>94</td>
</tr>
<tr>
<td>(10^{2})</td>
<td>7.2</td>
<td>88</td>
</tr>
<tr>
<td>(10^{3})</td>
<td>12</td>
<td>82</td>
</tr>
<tr>
<td>(10^{4})</td>
<td>16</td>
<td>76</td>
</tr>
<tr>
<td>(10^{5})</td>
<td>20</td>
<td>70</td>
</tr>
<tr>
<td>(10^{6})</td>
<td>32</td>
<td>64</td>
</tr>
</tbody>
</table>

\(^a\) Data from Shrivastava et al. (2008).

Table 4-2. Demographic parameters and sizing for base-case and megacity scenarios.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Compartment</th>
<th>Length (km)</th>
<th>Population (million)</th>
<th>Density (pop km(^{-2}))</th>
<th>Cumulative values (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>Urban</td>
<td>25</td>
<td>1.5</td>
<td>2,400</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>Periurban</td>
<td>100</td>
<td>2.5</td>
<td>250</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Regional</td>
<td>400</td>
<td>12</td>
<td>75</td>
<td>16</td>
</tr>
<tr>
<td>Megacity</td>
<td>Urban</td>
<td>40</td>
<td>18</td>
<td>11,250</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Periurban</td>
<td>100</td>
<td>6</td>
<td>600</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>Regional</td>
<td>400</td>
<td>12</td>
<td>75</td>
<td>36</td>
</tr>
</tbody>
</table>

\(^a\) Within-compartment values represent exclusively the population residing within a given compartment
\(^b\) Cumulative values represent the cumulative population residing in a given compartment and all other compartments nested within that compartment. For example, the cumulative values for the regional compartment represent the total population and average population density for the entire model domain.

Table 4-3. Concentrations of semivolatile material by compartment

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Pollutant</th>
<th>Concentrations (µg m(^{-3})) (^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>OA</td>
<td>Urban: 7.4, Periurban: 5.4, Regional: 2.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>% POA (^b): 33%, from urban: 43%, from regional: 35%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\xi_p) (^c): 23%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vapors: 25.1, 8.3, 3.8</td>
</tr>
<tr>
<td>Megacity</td>
<td>OA</td>
<td>Urban: 41.0, Periurban: 18.2, Regional: 6.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>% POA: 53%, from urban: 84%, from regional: 6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\xi_p): 22%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vapors: 144, 32.1, 6.5</td>
</tr>
</tbody>
</table>

\(^a\) Total concentration of semivolatile material contained within a given compartment, expressed on the basis of total organic mass (i.e., including non-carbon constituents).
\(^b\) Ratio of total POA concentration to total OA concentration for a given compartment.
\(^c\) Fractional contribution of OA emitted in urban compartment to total OA mass within compartment.
\(^d\) Fractional contribution of OA emitted in regional compartment to total OA mass within compartment.
\(^e\) \(\xi_p\) – Particle phase partitioning coefficient, i.e., fraction of total semivolatile mass in particle phase.
Table 4-4. Intake fractions for urban emissions in base-case scenario

<table>
<thead>
<tr>
<th>Pollutant</th>
<th>Phase</th>
<th>Partial intake fractions for urban emissions (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Urban(^a)</td>
</tr>
<tr>
<td>Nonreactive (^e)</td>
<td>Conserved</td>
<td>11.5</td>
</tr>
<tr>
<td></td>
<td>Particle</td>
<td>10.0</td>
</tr>
<tr>
<td>All (^f)</td>
<td>OA + vapor</td>
<td>11.2</td>
</tr>
<tr>
<td>semivolatile (^g)</td>
<td>OA only</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>POA</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>OPOA</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>Vapor only</td>
<td>9.8</td>
</tr>
<tr>
<td>SVOC only (^h)</td>
<td>OA + vapor</td>
<td>10.9</td>
</tr>
<tr>
<td></td>
<td>OA only</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td>POA</td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td>OPOA</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>Vapor only</td>
<td>6.9</td>
</tr>
<tr>
<td>IVOC only (^i)</td>
<td>OA + vapor</td>
<td>11.4</td>
</tr>
<tr>
<td></td>
<td>OA only</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>POA</td>
<td>0.0024</td>
</tr>
<tr>
<td></td>
<td>OPOA</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>Vapor only</td>
<td>11.1</td>
</tr>
</tbody>
</table>

\(^a\) Inhale intake fraction for urban emissions inhaled in urban, periurban or regional compartment.

\(^b\) Total iF for inhalation intakes in any compartment of material emitted into urban compartment.

\(^c\) Two distinct nonreactive species are considered. “Conserved” nonreactive pollutants are removed exclusively by advection. The “Particle” case considers a nonreactive primary particle that experiences removal by dry deposition.

\(^d\) Emissions- and volatility-weighted average iF for material emitted into all VBS volatility bins.

\(^e\) Emissions- and volatility-weighted average iF for material emitted into the SVOC volatility bins (C\(^*\) = [-2…3]).

\(^f\) Emissions- and volatility-weighted average iF for material emitted into the IVOC volatility bins (C\(^*\) = [4…6]).
Table 4-5. Intake fractions for urban emissions in megacity scenario

<table>
<thead>
<tr>
<th>Pollutant</th>
<th>Phase</th>
<th>Partial intake fractions for urban emissions (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Urban a</td>
<td>Periurban b</td>
</tr>
<tr>
<td><strong>Nonreactive</strong></td>
<td>Conserved</td>
<td>85.0</td>
</tr>
<tr>
<td></td>
<td>Particle</td>
<td>68.6</td>
</tr>
<tr>
<td>All</td>
<td>Conserved</td>
<td>80.9</td>
</tr>
<tr>
<td>semivolatile</td>
<td>OA only</td>
<td>15.9</td>
</tr>
<tr>
<td></td>
<td>POA</td>
<td>9.8</td>
</tr>
<tr>
<td></td>
<td>OPOA</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>Vapor only</td>
<td>65.0</td>
</tr>
<tr>
<td><strong>SVOC only</strong></td>
<td>OA + vapor</td>
<td>75.9</td>
</tr>
<tr>
<td></td>
<td>OA only</td>
<td>39.9</td>
</tr>
<tr>
<td></td>
<td>POA</td>
<td>30.5</td>
</tr>
<tr>
<td></td>
<td>OPOA</td>
<td>9.4</td>
</tr>
<tr>
<td></td>
<td>Vapor only</td>
<td>36.0</td>
</tr>
<tr>
<td><strong>IVOC only</strong></td>
<td>OA + vapor</td>
<td>83.2</td>
</tr>
<tr>
<td></td>
<td>OA only</td>
<td>4.6</td>
</tr>
<tr>
<td></td>
<td>POA</td>
<td>0.099</td>
</tr>
<tr>
<td></td>
<td>OPOA</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>Vapor only</td>
<td>78.7</td>
</tr>
</tbody>
</table>

\(^a\) Inhalation intake fraction for urban emissions inhaled in urban, periurban or regional compartment. 
\(^b\) Total iF for inhalation intakes in any compartment of material emitted into urban compartment. 
\(^c\) Two distinct nonreactive species are considered. “Conserved” nonreactive pollutants are removed exclusively by advection. The “Particle” case considers a nonreactive primary particle that experiences removal by dry deposition. 
\(^d\) Emissions- and volatility-weighted average iF for material emitted into all VBS volatility bins. 
\(^e\) Emissions- and volatility-weighted average iF for material emitted into the SVOC volatility bins ($C^* = [-2...3]$). 
\(^f\) Emissions- and volatility-weighted average iF for material emitted into the IVOC volatility bins ($C^* = [4...6]$).
Table 4-6. Key results from sensitivity scenarios.

<table>
<thead>
<tr>
<th>Sensitivity case</th>
<th>Notes</th>
<th>Intake fraction (ppm)</th>
<th>$X_p$ (%)</th>
<th>$f_{POA}$ (%)</th>
<th>$f_{urban}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Base case</strong></td>
<td>Unperturbed base-case scenario</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emissions</td>
<td>Emissions decrease by 67%</td>
<td>17.0</td>
<td>12.9</td>
<td>3.1</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>Emissions decrease by 33%</td>
<td>17.0</td>
<td>12.9</td>
<td>3.1</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>Emissions increase by 1.5 ×</td>
<td>17.0</td>
<td>12.9</td>
<td>3.2</td>
<td>12.3</td>
</tr>
<tr>
<td></td>
<td>Emissions increase by 3.0 ×</td>
<td>17.0</td>
<td>12.9</td>
<td>3.6</td>
<td>11.9</td>
</tr>
<tr>
<td>Grieshop et al. (2009) volatility distribution$^g$</td>
<td>17.0</td>
<td>12.9</td>
<td>2.7</td>
<td>12.9</td>
<td>18%</td>
</tr>
<tr>
<td></td>
<td>IVOC emissions reduced by 50% from base</td>
<td>17.0</td>
<td>12.9</td>
<td>3.7</td>
<td>11.7</td>
</tr>
<tr>
<td>Meteorology</td>
<td>Mixing height same for all compartments</td>
<td>23.5</td>
<td>14.7</td>
<td>4.3</td>
<td>15.6</td>
</tr>
<tr>
<td></td>
<td>$H_{min} = 120m$</td>
<td>16.1</td>
<td>12.3</td>
<td>3.1</td>
<td>11.7</td>
</tr>
<tr>
<td></td>
<td>$H_{min} = 200 m$</td>
<td>13.7</td>
<td>10.6</td>
<td>2.8</td>
<td>9.7</td>
</tr>
<tr>
<td></td>
<td>Wind speed halved</td>
<td>29.8</td>
<td>19.7</td>
<td>6.0</td>
<td>19.2</td>
</tr>
<tr>
<td>Dry Deposition</td>
<td>No PM dry deposition</td>
<td>17.0</td>
<td>17.0</td>
<td>4.6</td>
<td>12.4</td>
</tr>
<tr>
<td></td>
<td>PM deposition velocity $v_{dep} = 7.5 \text{ mm s}^{-1}$</td>
<td>17.0</td>
<td>9.7</td>
<td>2.1</td>
<td>12.6</td>
</tr>
<tr>
<td>Domain sizing</td>
<td>Regional 800 km 12 M population (“sprawl”)</td>
<td>15.1</td>
<td>12.0</td>
<td>2.3</td>
<td>11.9</td>
</tr>
<tr>
<td></td>
<td>Reg’. 800 km, 60 M pop (“constant density”)</td>
<td>20.3</td>
<td>13.6</td>
<td>4.1</td>
<td>12.8</td>
</tr>
<tr>
<td></td>
<td>“US small city”: urban 12.5 km, 300,000 pop</td>
<td>10.7</td>
<td>7.8</td>
<td>2.2</td>
<td>7.3</td>
</tr>
<tr>
<td></td>
<td>“Asia non-megacity”: urban 10 km, 1.8M pop</td>
<td>41.2</td>
<td>36.7</td>
<td>6.4</td>
<td>33.3</td>
</tr>
</tbody>
</table>

Table continues on following page

---

$^a$ Domain-wide intake fraction of urban emissions. $iF_{conserved}$ for emissions of primary, nonreactive, conserved pollutants; $iF_{refPM}$ for emissions of nonreactive PM with dry deposition losses; $iF_{PM}$ particle-phase $iF$ for semivolatile organic emissions; $iF_{vap}$ vapor-phase $iF$ for semivolatile organic emissions.

$^b$ $X_p$ – Proportion of domain-wide intake of urban semivolatile organic emissions that is in the particle phase. $X_p = iF_{POA} / (iF_{POA} + iF_{vap})$.

$^c$ $f_{POA}$ – Proportion of domain-wide OA intake attributable to urban semivolatile organic emissions that is POA. $f_{POA} = iF_{POA} / (iF_{POA} + iF_{OPA})$.

$^d$ $f_{urban}$ – Intraurban proportion of domain-wide intake fraction of urban emissions. This metric is evaluated for a conserved species, for OA, and for vapors.

$^e$ “NR” – primary, nonreactive, conserved pollutant (e.g., comparable to $iF_{conserved}$).

$^f$ OH concentrations refer to regional compartment. In base-case model, $C_{OH}$ is 50% higher in periurban compartment.

$^g$ See Table 4-7.
<table>
<thead>
<tr>
<th>Sensitivity case</th>
<th>Notes</th>
<th>Intake fraction (ppm)</th>
<th><strong>X_p</strong> (%)</th>
<th><strong>f</strong>_{POA} (%)</th>
<th><strong>f</strong>_{urban} (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Base case</strong></td>
<td>Unperturbed base-case scenario</td>
<td>17.0</td>
<td>12.9</td>
<td>3.1</td>
<td>12.5</td>
</tr>
<tr>
<td><strong>Photo-chemistry</strong></td>
<td>C\textsubscript{OH} at regional levels in all compartments</td>
<td>17.0</td>
<td>12.9</td>
<td>3.1</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>(k_{\text{OH}} = 0) (no photochemical aging)</td>
<td>17.0</td>
<td>12.9</td>
<td>3.1</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>Daily average (\text{OH} = 1.0 \times 10^5) molec cm(^{-3})</td>
<td>17.0</td>
<td>12.9</td>
<td>3.1</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>Daily average (\text{OH} = 2.0 \times 10^5) molec cm(^{-3})</td>
<td>17.0</td>
<td>12.9</td>
<td>3.1</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>4\times lower \text{OH} concentration in urban box</td>
<td>17.0</td>
<td>12.9</td>
<td>3.1</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>No added OA mass with photochemical aging</td>
<td>17.0</td>
<td>12.9</td>
<td>3.1</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>2\times default added OA mass per aging step</td>
<td>17.0</td>
<td>12.9</td>
<td>3.1</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>Time-invariant \text{OH} concentrations</td>
<td>17.0</td>
<td>12.9</td>
<td>3.1</td>
<td>12.5</td>
</tr>
<tr>
<td><strong>Winter conditions</strong></td>
<td>Daily average (\text{OH} = 250,000) molec cm(^{-3})</td>
<td>17.0</td>
<td>12.9</td>
<td>3.6</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Daily average (\text{OH} = 500,000) molec cm(^{-3})</td>
<td>17.0</td>
<td>12.9</td>
<td>3.6</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>(2\times 4\times) default added OA mass per aging step</td>
<td>17.0</td>
<td>12.9</td>
<td>3.6</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>(T) profile 20ºC cooler</td>
<td>17.0</td>
<td>12.9</td>
<td>3.6</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>(T) profile 40ºC cooler</td>
<td>17.0</td>
<td>12.9</td>
<td>3.6</td>
<td>12.7</td>
</tr>
</tbody>
</table>

\(a\) Domain-wide intake fraction of urban emissions. \(iF_{\text{conserved}}\) – for emissions of primary, nonreactive, conserved pollutants; \(iF_{\text{inertPM}}\) – for emissions of nonreactive PM with dry deposition losses; \(iF_{\text{PM}}\) – particle-phase \(iF\) for semivolatile organic emissions; \(iF_{\text{vap}}\) – vapor-phase \(iF\) for semivolatile organic emissions.

\(b\) \(X_{p}\) – Proportion of domain-wide intake of urban semivolatile organic emissions that is in the particle phase. \(X_{p} = \frac{iF_{\text{OA}}}{iF_{\text{OA}} + iF_{\text{vap}}}\).

\(c\) \(f_{\text{POA}}\) – Proportion of domain-wide OA intake attributable to urban semivolatile organic emissions that is POA. \(f_{\text{POA}} = \frac{iF_{\text{POA}}}{iF_{\text{POA}} + iF_{\text{OPPA}}}\).

\(d\) \(f_{\text{urban}}\) – Intraurban proportion of domain-wide intake fraction of urban emissions. This metric is evaluated for a conserved species, for OA, and for vapors.

\(e\) “NR” – primary, nonreactive, conserved pollutant (e.g., comparable to \(iF_{\text{conserved}}\)).

\(f\) \(\text{OH}\) concentrations refer to regional compartment. In base-case model, \(C_{\text{OH}}\) is 50% higher in periurban compartment.

\(g\) See Table 4-7.
Table 4-7. Emissions volatility distribution for diesel generators

<table>
<thead>
<tr>
<th>Lump Species C* (µg m⁻³)</th>
<th>Percent of emissions (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10⁻²</td>
<td>0.4</td>
</tr>
<tr>
<td>10⁻¹</td>
<td>0.4</td>
</tr>
<tr>
<td>10⁰</td>
<td>1.6</td>
</tr>
<tr>
<td>10¹</td>
<td>8.4</td>
</tr>
<tr>
<td>10²</td>
<td>7.2</td>
</tr>
<tr>
<td>10³</td>
<td>18</td>
</tr>
<tr>
<td>10⁴</td>
<td>12</td>
</tr>
<tr>
<td>10⁵</td>
<td>20</td>
</tr>
<tr>
<td>10⁶</td>
<td>32</td>
</tr>
</tbody>
</table>

*a Data from Grieshop et al. (2009).
Figure 4-1. Model schematic and aging mechanism. Emitted semivolatile material includes vapors and primary organic aerosol (POA). Vapor and particle phases exist in dynamic equilibrium owing to gas-particle portioning processes ("G-P partitioning"). The photochemical aging mechanism (reaction with OH radicals) reduces volatility of vapor-phase material by one volatility bin (C*) per oxidation reaction step. Photochemically aged material that partitions into particle phase is termed oxidized POA (OPOA). Figure adapted from Shrivastava et al., 2008.
Figure 4-2. Geometry of 3 compartment nested model. Properties for base-case model are illustrated here and reproduced in Table 4-2. Geometries and population differ for the “megacity” scenario; see Table 4-2.
Figure 4-3. Diurnal cycle of urban mixing height (left axis) and wind speed (right axis). Base-case scenarios assume that mixing heights in the periurban and regional compartments are twice as high as in the urban compartment.

Figure 4-4. Mean-normalized diurnal cycle of OH radical concentrations.
Figure 4-5. Assumed volatility distribution of emissions for default model runs (Shrivstava et al., 2008). Emissions contribution from SVOCs is estimated on the basis of filter measurements, while IVOC contribution is inferred from top-down constraints. Values here are reproduced in Table 4-1. Note that the modeling approach used here assigns to all SVOCs and IVOCs within a plotted bar the saturation concentration at the center of the log scale (i.e., discrete values with integer powers of 10).

Figure 4-6. Diurnal variation in particle-phase partitioning coefficient ($\xi_p$, solid blue line) and primary fraction of total OA mass ($C_{POA} / C_{OA}$, dashed black line) in base-case scenario.
Figure 4-7. Source contributions to organic aerosol concentrations within the innermost urban compartment. Plots disaggregate POA and OPOA contributions to total urban OA concentrations from sources in the urban, periurban and regional compartments. Here and elsewhere, OA mass concentrations are presented on the basis of total organic mass, including non-carbon constituents of the OA. Upper panel A shows base-case scenario; lower panel B shows megacity scenario.
Figure 4-8. (Following pages). Plots of OA intake fraction (ppm, upper panels A,C) and population intake rate (gOA d⁻¹, lower panels B,D) for urban emissions of organic semivolatile precursor material (vapors and particles). Base case scenario is shown in panels A-B; megacity scenario is shown in panels C-D. Inhalation intake of urban emissions is disaggregated by the compartment in which inhalation occurs (i.e., by residents of the urban, periurban, regional compartments) and by whether the inhaled OA is primary (POA) or has experienced gas-phase photochemical aging from higher volatility precursors (OPOA). Separate values are displayed for each individual VBS volatility bin of emitted material (horizontal axis). For material in a given emitted volatility bin, the inhalation intake rate (lower panel) is approximately proportional to the product of intake fraction (upper panel) and the mass emissions rate (not shown). In the scenarios shown here, higher-volatility compounds are emitted in greater abundance than lower volatility compounds (see Figure 4-5). Note that the modeling approached used here assigns to all SVOCs and IVOCs within a plotted bar the saturation concentration at the center of the log scale (i.e., discrete values with integer powers of 10). Finally, note that population intake is plotted here the basis of total organic aerosol mass, while iF is computed on the basis of the organic carbon mass ratio, which neglects added non-carbon mass from photochemical aging.

Figure 4-9. (Following pages). Plots of vapor-phase intake fraction (ppm, upper panels A,C) and population intake rate (g organic vapors d⁻¹, lower panels B,D) for urban emissions of semivolatile organic precursor material (vapors and particles). Base case scenario is shown in panels A-B; megacity scenario is shown in panels C-D. Inhalation intake of urban emissions is disaggregated by the compartment in which inhalation occurs (i.e., by residents of the urban, periurban, regional compartments). Separate values are displayed for each individual VBS volatility bin of emitted material (horizontal axis). For material in a given emitted volatility bin, the inhalation intake rate (lower panel) is approximately proportional to the product of the intake fraction (upper panel) and the mass emissions rate (not shown). In the scenarios shown here, higher-volatility compounds are emitted in greater abundance than lower volatility compounds (see Figure 4-5). Note that the modeling approached used here assigns to all SVOCs and IVOCs within a plotted bar the saturation concentration at the center of the log scale (i.e., discrete values with integer powers of 10). Finally, note that population intake is presented on the basis of total organic mass, while iF is computed on the basis of the organic carbon mass ratio, which neglects added non-carbon mass from photochemical aging.
Figure 4-8. Continues on following page. Organic aerosol $iF^{OA}$ and population intake rate $I^{OA}$. 
Figure 4-8. Organic aerosol $iF^{OA}$ and population intake rate $I^{OA}$. Caption above.
Figure 4-9. Continues on following page. Organic vapor $iF_{vap}$ and population intake rate $I_{vap}$. 

(A) Vapor-phase exposure in...
- Regional
- Periurban
- Urban

(B) Population intake rate $I_{vap}$ for urban emissions disaggregated by location of intake
- Base-case model
Figure 4-9. Organic vapor $iF_{\text{vap}}$ and population intake rate $I_{\text{vap}}$. Caption above.
Chapter 5: Conclusions

In this concluding chapter, I summarize the results of investigations reported in the previous chapters, and discuss the implications of this work for policy and for future research.

5.1 Summary of results

In the individual studies that comprise this dissertation, I have explored several themes: (i) the role of proximity to sources influencing human exposure to primary air pollution; (ii) the effect of dynamic pollutant behavior on human exposure; and (iii) exposure conditions in developing world cities.

In Chapter 1, I provide background, motivation, and context for the dissertation. In Chapter 2, I report on a field investigation of traffic-related particle air pollution in New Delhi, India. Using real-time instruments, I measured fine (PM$_{2.5}$) and black carbon (BC) particle mass concentrations and ultrafine particle number (PN) concentrations inside vehicles traveling along congested roadways. The field study focused on exposure conditions inside unenclosed autorickshaws, a common type of commuter vehicle in many Asian cities. A total of ~160 h of measurement data were acquired in 62 individual 39-km trips sampled over a 3-month period. Contemporaneously with the in-vehicle measurements, I monitored ambient particle concentrations at a rooftop fixed site. In-vehicle particle concentrations substantially exceeded ambient concentrations. PM levels in both settings were very high. Geometric means of trip-averaged concentrations were 190 $\mu$g m$^{-3}$ PM$_{2.5}$, 42 $\mu$g m$^{-3}$ BC and $280 \times 10^6$ particles cm$^{-3}$. At the ambient fixed site, the geometric means of contemporaneously measured concentrations were, respectively, 130 $\mu$g m$^{-3}$ PM$_{2.5}$, 12 $\mu$g m$^{-3}$ BC and $35 \times 10^6$ particles cm$^{-3}$. The in-vehicle measurements rank among the highest levels reported in the literature for routine exposures in a transportation microenvironment. In addition to high time-averaged concentrations, the data from all three sampling devices exhibited prominent short-duration peaks. Typical peak concentrations for a trip exceeded trip-averaged concentrations by a factor of ~1.5–2.5, with more prominent extremes for PN and BC than for PM$_{2.5}$.

The high in-vehicle particle exposures reported here point to a potentially important amplification in health risk that is not well quantified by traditional ambient air quality monitoring systems. In-vehicle levels are elevated above background levels owing to proximity to on-road emissions. The degree of elevation in vehicles varied strongly among the three monitored PM constituents. Whereas in-vehicle PM$_{2.5}$ concentrations were only moderately higher than background levels (1.5×), in-vehicle BC and PN concentrations were much more elevated relative to ambient levels (respectively 3.6× and 8.4×). This pattern of in-vehicle exposure amplification may be explained by differences in both emissions sources and pollutant dynamics. Primary PM$_{2.5}$ is emitted from vehicles but also from many non-traffic sources. In contrast, BC is an exclusively primary pollutant for which vehicles likely constitute the most important urban emissions source. Thus, BC levels are more substantially elevated in proximity to traffic than are PM$_{2.5}$ levels. Similarly, PN concentrations are dominated by ultrafine particles, for which vehicles are a major emissions source. In comparison to the other two metrics (PM$_{2.5}$ and BC), PN concentrations evolve much more rapidly in space and time owing to dynamic loss
mechanisms that strongly affect ultrafine particles, such as deposition, coagulation and possibly evaporation. Ambient PN concentrations in Delhi are markedly lower than for in-vehicle or on-road conditions. This finding reinforces a growing body of evidence that ambient fixed-site measurements are especially ill suited for characterizing population exposures to pollutants such as UFP (e.g., Sioutas et al., 2005) that are strongly influenced by rapid dynamic processes.

In Chapters 3 and 4, I use the intake fraction ($iF$) metric to explore population exposure to urban vehicle emissions. Intake fraction summarizes the emissions-to-exposure relationship for a given source or source category as the fraction of emissions that are ultimately inhaled by an exposed population. In Chapter 3, I model intraurban $iF$ for spatially distributed ground-level emissions of primary pollutants for 3,646 worldwide urban areas. The primary intent is to build an improved understanding of the source-receptor relationships for motor vehicle emissions on a global scale. The dataset includes all cities with a population above 100,000; cumulatively, the study encompasses a combined year-2000 population of 2.0 billion people, roughly 70% of the world’s urban population at that date. The study develops $iF$ estimates for vehicle emissions for many regions of the world, such as Asia and Africa, for which detailed $iF$ data were not previously available. For emissions of conserved pollutants, I estimate a global population-weighted mean intraurban $iF$ of 39 ppm, expressed equivalently as 39 g of pollutants inhaled per tonne emitted. For non-conserved pollutants that follow first-order decay with half-life of 10 h, the mean $iF$ is 7.2% lower.

Global variation in intraurban intake fraction among the cities considered here is substantially larger than the range of $iF$ results reported in earlier studies, with a range (population-weighted IQR) of 0.6 – 260 ppm (14 – 52 ppm). Systematic variation in $iF$ among urban areas is explained by differences in population size, population density, and meteorology. Sorting by size, population-weighted mean $iF$ values are 65 ppm, 35 ppm, and 15 ppm, respectively, for cities with populations larger than 3 million, 0.6 – 3 million, and 0.1 – 0.6 million. Country-average $iF$ values vary by a factor of 3 among the 10 nations with the largest urban populations. Mean intraurban $iF$ values are greatest in Asia and lowest in land-rich high-income regions such as the United States and Australia. For example, population weighted mean intraurban $iF$ values for Chinese and Indian cities (respectively 44 ppm and 51 ppm) are more than twice as large as for United States cities (21 ppm). The 20 megacities considered here have especially high intake fraction values owing to very large linear population density, with an overall population-weighted mean $iF$ of 83 ppm.

Chapter 4 considers the inhalation intake of semivolatile organic emissions from urban vehicles and other distributed ground-level sources. Population exposure to organic vehicle emissions is strongly affected by photochemical oxidation (“aging”), dilution, and other processes that alter gas-particle partitioning. In Chapter 4, I develop and apply a mechanistic exposure model to explicitly account for the dynamic evolution of semivolatile material between its emission from urban vehicles and resulting population inhalation intakes that occur at multiple spatial scales. Using an idealization of typical US urban population distribution patterns, I consider intraurban and beyond-urban exposures to urban emissions in a 400-km model domain.

The emissions-exposure relationship for semivolatile organic emissions differs from that of primary, conserved pollutants in several key aspects. The relative balance between particle- and
vapor-phase exposures to semivolatile emissions is a strong function of the volatility of emissions as well as the degree of dilution and photochemical aging that occurs. Since a large portion of the emitted material partitions into the vapor phase under ambient conditions, the overall particle-phase intake fraction for semivolatile organic emissions is substantially lower than for primary, conserved pollutants. In general, the phase partitioning of population intake is a strong function of the volatility of emissions. Less volatile emissions (i.e., compounds with saturation concentration $C^* < 1 \, \text{µg m}^{-3}$) result in population intakes that are predominantly in the form of primary particles. In contrast, more volatile emissions (e.g., $C^* \geq 1000 \, \text{µg m}^{-3}$) produce inhalation intakes that are predominantly in the vapor-phase. Semivolatile compounds with volatilities between these two extremes result in population intakes that are a combination of primary particles, aged (quasi-secondary) particles produced by gas-phase oxidation, and vapor-phase material. In the default volatility distributions considered in this analysis, emissions are weighted towards the most volatile material. Accordingly, the dominant fraction of the overall population intake of semivolatile emissions takes place in the vapor phase. Considering the lower-volatility portion of the default emissions distribution ($C^* < 1000 \, \text{µg m}^{-3}$; 40% of total emitted mass), roughly 60% of total emitted organic carbon is inhaled in the vapor phase, ~25% is inhaled as primary particles, and ~15% is inhaled as quasi-secondary (oxidized) particles. Scenarios with alternative emissions volatility distributions result in a different apportionment of population intake among these three groupings. However, the overall $iF$ (particle + vapor phase) for semivolatile organic emissions is not highly dependent on the volatility distribution of emissions.

The scenarios modeled in Chapter 4 consider population exposures attributable to a given city’s emissions that occur within the same city (intraurban) and also in the population living outside the source city (beyond-urban). Intraurban and beyond-urban exposures differ substantially in character. In comparison to intraurban exposures, beyond-urban exposures typically affect a much larger population at more dilute concentrations. Intraurban organic aerosol exposures are predominantly primary, since the relatively short residence time of air precludes substantial photochemical aging. In contrast, beyond-urban exposures to organic aerosol of urban origin consist almost exclusively of photochemically aged material. In the base-case scenario, ~70% of the domain-wide exposure to organic aerosol of urban origin is photochemically aged. The remaining ~30% of total organic aerosol exposure is primary, and takes place nearly exclusively in the intraurban compartment. For urban emissions of organic vapors and for primary, conserved pollutants, more than two thirds of domain-wide exposure is intraurban. These results point to the important contribution to total population intake of intraurban exposures. Such exposures are likely to be substantially underrepresented in medium-scale (~30 km grid) and coarse-scale (>100 km grid) chemical transport models that are commonly used for modeling atmospheric pollution and that are sometimes employed for exposure analysis.

5.2 Implications for policy and future research

In this section, I briefly explore the implications of this dissertation for future research and policy. The discussion of future research is approached from two distinct perspectives. On one hand, I aim to illuminate opportunities to extend the analyses contained herein to explore related topics and/or address uncertainties. On the other, I seek to illustrate fundamental questions on the research frontier whose resolution may allow additional insights to be derived from the present
investigations. This discussion focuses on three particular policy-relevant issues on the research frontier: (i) assessment of near-source exposures; (ii) health effects of vehicle emissions; and (iii) implications for the development and deployment of more environmentally sustainable transportation systems.

5.2.1 Near-source exposures

Human exposure to vehicle emissions occurs at multiple spatiotemporal scales. For example, in this dissertation, I consider exposures in the near-source region (Chapter 2), for urban ambient conditions (Chapters 2–4), and at the regional or “beyond-urban” scale (Chapter 4). Human populations and vehicle emissions correlate in space and time. Accordingly, high-resolution investigations often reveal important contributions to exposure attributable to close proximity that are not evident at a coarser scale of analysis (e.g., Gouge et al., 2010; Greco et al., 2007; Marshall and Behrentz, 2005; Zhou and Levy, 2008). This conclusion may itself apply at multiple spatial scales. For example, Chapter 2 demonstrates that in-vehicle exposures in New Delhi are substantially amplified above urban background levels. In turn, Chapter 4 demonstrates that elevated urban background levels of organic aerosol make a substantial contribution to population exposure to urban emissions of semivolatile organic compounds that would be sharply discounted if evaluated at the scale of a regional model. In each of these examples, the importance of proximity is especially large for dynamic primary pollutants with short atmospheric lifetimes.

Considering the broader context of the state of knowledge, near-source exposures to health-relevant pollutants are not yet well characterized, especially relative to the current understanding of ambient pollution. Future research that aims to evaluate the relationship between emissions and human exposure at high spatiotemporal resolution could provide important new insights. One fundamental issue relates to better understanding the spatial and temporal association of human occupancy, emissions, and concentrations in source-impacted environments (e.g., near roadways). The advent of ubiquitous GPS-enabled devices (e.g., smartphones) means that very large datasets (e.g., so-called “big data”) are now available for analysis of time-activity patterns. It may be possible to use these data to inform multi-scale mechanistic assessments of the emissions-to-exposure relationship for major sources such as vehicles. In turn, the refinement of this understanding can aid prioritization efforts and policy design and can indicate new avenues for exposure control. Moreover, a more complete understanding of the relationship between personal exposures and ambient concentrations may help resolve issues at the research frontier of air quality epidemiology, such as those that relate to the public health consequences of ultrafine particle exposures. Of course, one should also anticipate diminishing returns associated with any effort to completely characterize population exposure to air pollution. Future research could usefully explore the question of “how fine-scale is fine enough?” In other words, to what degree will refinements in spatiotemporal resolution uncover further exposures that are not evident at coarser analysis scales? It is likely that the answer to this question is highly contextual, depending on the spatial and temporal distributions of emissions and exposed populations, the pollutant under consideration, and the required level of precision and accuracy.

At a more focused scale, a key opportunity to extend the present research relates to better understanding the roles played by buildings and other enclosed environments (e.g., automobile passenger cabins) in modifying population exposure to vehicle emissions. For example,
particulate matter of outdoor origin penetrates the envelope of buildings and automobiles and persists with substantially lower than 100% efficiency (e.g., Riley et al., 2002; Hudda et al., 2012; Hodas et al., 2012; Chen and Zhao, 2011). Because parameters that govern particle penetration and persistence vary regionally, the results for Chapter 3 could be refined specifically for the case of particulate matter with a more regionally explicit treatment of these parameters. In the case of semivolatile emissions (Chapter 4), another potential refinement relates to indoor environmental effects on gas-particle partitioning. Several variables may alter indoor SVOC exposures to material of outdoor origin, including shifts in temperature and humidity and sorptive interactions with building materials and indoor SVOC “reservoirs” such as surface films and settled dust (Weschler and Nazaroff, 2008; Weschler and Nazaroff, 2010). Future work might build on the findings in Chapter 4 by explicitly considering indoor exposures in the mechanistic treatment of the emissions-to-exposure relationship for semivolatile emissions.

5.2.2 Health effects of vehicle emissions

This dissertation adds new texture to existing understanding of the relationship between vehicle emissions and human exposure. A key motivation for undertaking this research relates to the need to better characterize the linkage between emissions sources (e.g., vehicles) and adverse human health impacts. Epidemiological studies provide much of the basis for our understanding of the relationship between air pollution exposures and adverse health outcomes (e.g., excess morbidity and premature mortality). Most epidemiological studies utilize ambient concentration measurements as an explanatory variable, rather than intake or personal exposures, which are the key metrics of interest in this dissertation. In this section, I comment on refinements in the state of knowledge that might be necessary to more fully grasp the relationship between vehicle emissions and health effects.

Decision makers and analysts concerned with environmental health seek information about the connection between emissions (or changes in emissions) and health effects (or changes in health effects). By connecting emissions to population intake, intake data provide a useful link in this conceptual chain (intake per unit emission). However, additional data are required to explicitly interpret population intakes in terms of health effects. In the following discussion, I focus on particulate matter, owing to the outsized health effects associated with this pollutant class. Additional data required to link PM exposures to health effects include information on baseline disease incidence rates and on exposure-response relationships. The exposure-response relationship deserves special attention. Two major refinements may be necessary to develop a reliable estimate of an “intake-based toxicity” parameter (units: health effect per unit population intake). First, the choice of exposure metric used in exposure-response functions requires careful attention. Most studies of fine particle health effects employ ambient concentrations as a proxy exposure metric, thereby producing a concentration-response function (CRF) that is linked to ambient levels. To the extent that ambient concentrations provide a biased estimate of exposure concentrations, these data must be interpreted with caution to extract useful information about the health risk associated with a unit of inhalation intake. Studies that specifically identify the exposure-response relationship for non-ambient exposures to material of ambient origin may help fill this important data gap. A related issue is the usage of intake, rather than personal exposure concentrations, as the independent exposure variable of interest in epidemiological studies. In general, concentration-based exposure metrics enjoy wide currency in the air quality epidemiology community, whereas intake-based metrics do not. In principle, however, if
sufficient data were available to measure or model the relationship between personal exposure concentrations and personal intake rates for study subjects, future epidemiological studies may be able to develop intake-response functions to complement concentration-response functions. Such data would allow for health impact assessors to treat the linkage between emissions, intake-based metrics (e.g., $iF$) and resulting health effects with greater conceptual rigor.

A second major issue relates to the shape of ambient CRFs. For $PM_{2.5}$, emerging evidence suggests that the shape of the CRF may be nonlinear, starting with a steep slope at low concentrations and flattening to a shallower slope at higher levels (Crouse et al., 2012; Pope et al., 2011; Smith and Peel, 2010). Much remains to be learned about the shape of the CRF for $PM_{2.5}$, especially at higher ambient and indoor concentrations for which few epidemiological data currently exist. Thus, it is not yet possible to provide a rigorous evaluation of, for example, the prospective health benefits of a given level of emissions reduction in a polluted city compared to the same level of reduction in a clean city. Further research could usefully investigate the shape of the concentration-response curve for $PM_{2.5}$ at concentrations above 30 $\mu g m^{-3}$, for example, by including conditions more representative of polluted cities and polluted indoor conditions.

Chapter 2 demonstrates that time-averaged in-vehicle particle exposures may substantially exceed ambient concentrations in some circumstances. Short-duration peaks in exposure owing to transient encounters with exhaust plumes can account for a substantial fraction of on-road exposure. Prior studies have demonstrated associations of subclinical effects (e.g., markers of oxidative stress) and acute outcomes (e.g., myocardial infarction, asthma attacks) with exposure to traffic (Peters et al., 2004; Riediker et al., 2004; McConnell et al., 2010), although the relative contributions of air pollution and other traffic-related stressors (e.g., noise) is not completely understood. Overall, relatively little is known about the potential long-term health effects of short-duration exposures to high levels of pollution. Future studies may help elucidate the health consequences of in-traffic exposures at different time scales. One issue relates to the relative toxicity of ambient vs. near-roadway air pollution: fresh combustion aerosols might have higher or lower health effects per unit inhaled mass than more aged ambient air pollution. A second unresolved issue relates to the health effects of transient (i.e., shorter than 1 minute) exposures to high particle concentrations, which may pose different risks than lower, less-variable exposures at the same time-averaged concentration.

5.2.3 Sustainable transportation for an urbanizing world

Transportation has important environmental consequences that extend beyond the human health impacts of urban and regional-scale air pollution exposures. Chief among these concerns ranks the emission of climate-active pollutants such as $CO_2$, $CH_4$ and BC. An environmentally sustainable trajectory of development over the coming century will require a dramatic departure from current trends of increasing emissions of climate- and health-relevant pollutants (Sager et al., 2011; Scown et al., 2013). A portfolio approach can help achieve the order-of-magnitude scale reduction in transportation’s climate footprint that is especially necessary in highly motorized countries, and the similar scale of reduction in transportation-related air pollution exposures that is especially needed in many low-income cities. In this section, I briefly explore how intake fraction and other concepts from this dissertation can play a role in envisioning,
planning, and analyzing options for achieving a more environmentally sustainable future for urban transportation.

Strategies for reducing transportation’s environmental impact may be classified into three broad groupings: avoiding demand (vehicle kilometers traveled, VKT), reducing emissions per unit activity, and mitigating the environmental impact per unit emissions (Table 5-1). Progress in reducing environmental impact has and will likely continue to entail a suite of measures drawn from engineering, urban planning, and policy. Many potential mitigation measures may produce simultaneous benefits (“co-benefits”) for climate and health (Haines et al., 2007; Smith and Haigler, 2008). For example, engineering strategies to reduce vehicle fuel consumption can reduce CO$_2$ and health-relevant pollutant emissions simultaneously. Likewise, compact, mixed-use urban planning can substantially reduce the need for private motor vehicle use. Vehicle electrification has the potential to reduce both CO$_2$ emissions (electric motors are more efficient than internal combustion engines) and urban exposures (rural tall-stack emissions have lower intake fractions than urban tailpipe emissions).

Important tradeoffs between climate and health also exist in the effort to design a sustainable transportation sector. For example, vehicle electrification may not decrease climate and health impacts if the electricity generation system remains highly dependent on coal with incomplete emission controls (Williams et al., 2012; Ji et al., 2012). Likewise, increasing urban density without reducing emissions could increase population intakes (Marshall et al., 2005). Some emissions control treatments may trade one benefit for another (e.g., fuel economy vs. emissions; particle mass vs. particle number). The intake fraction of urban emissions can be reduced via active air filtration in indoor environments, but doing so may increase building energy consumption.

It is probable that specific strategies for reducing the environmental impact of transportation will be appropriate to different degrees in different world regions. For example, efforts to mitigate vehicle emissions may provide greater health benefits in regions with high intake fraction than in more sparsely populated regions. Bold shifts in urban form are likely to be more feasible in locales with strong, centralized control of urban planning than in areas with more diffuse decision-making. Although an appropriate set of strategies might differ among regions, a common set of metrics (e.g., Table 5-1) coupled with tools for addressing transportation sustainability could have broad applicability for analysts and policy makers.

Energy analysts have long employed scenario analysis as a means to explore the technical, economic, and policy considerations associated with the evolution of the energy system towards some envisioned future state (e.g., Lovins, 1976; Williams et al., 2012). An emerging body of literature uses similar techniques to explore the potential climate and health co-benefits of various proposed policy inventions (e.g., Woodcock et al., 2009; Shindell et al., 2011; Shindell et al., 2012). Interdisciplinary exposure analysts have important contributions to make to this new conversation. For example, co-benefit analyses frequently employ simplified emissions-to-impact models for health effects that overlook large differences in intake fraction among major source categories. Reduced-form health impact models that more accurately account for key differences in the emissions-to-impact relationship among various mitigation options could enable refined and more accurate analyses in the future. Such models and datasets can play an important role in screening analyses to identify actions that would lead to especially high climate
and health benefits per unit effort. The models and data that I report on in this dissertation make a contribution towards developing this set of analytical tools.
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Table 5-1. Potential routes for reducing health and climate impacts from transportation

<table>
<thead>
<tr>
<th>Sample metrics a</th>
<th>Example measures</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reduce vehicle usage</strong></td>
<td></td>
</tr>
<tr>
<td>Shorten trips</td>
<td>VKT $y^{-1}$</td>
</tr>
<tr>
<td>Higher vehicle occupancy</td>
<td>PKT $y^{-1}$</td>
</tr>
<tr>
<td>Mixed use planning, telecommuting</td>
<td></td>
</tr>
<tr>
<td><strong>Reduce emissions intensity</strong></td>
<td></td>
</tr>
<tr>
<td>Reduce energy consumption</td>
<td>gCO$<em>2$ VKT$^{-1}$; gPM$</em>{2.5}$ VKT$^{-1}$</td>
</tr>
<tr>
<td>Decrease emission factor</td>
<td>g CO$<em>2$ MJ$^{-1}$ fuel, g PM$</em>{2.5}$ MJ$^{-1}$ fuel</td>
</tr>
<tr>
<td>Vehicle mass, drivetrains, electrification</td>
<td></td>
</tr>
<tr>
<td>Emissions aftertreatment, fuel switching</td>
<td></td>
</tr>
<tr>
<td><strong>Reduce impact of emissions</strong></td>
<td></td>
</tr>
<tr>
<td>Lower population intake per unit emissions</td>
<td>iF</td>
</tr>
<tr>
<td>Electrification, reduce population proximity, active remediation of indoor air</td>
<td></td>
</tr>
<tr>
<td>Reduce health risk per unit population intake</td>
<td>DALY per g-inhaled</td>
</tr>
<tr>
<td>Address other risk factors for cardiovascular disease</td>
<td></td>
</tr>
<tr>
<td>Reduce climate impact of GHG emissions</td>
<td>various</td>
</tr>
<tr>
<td>Air capture of CO$_2$, geoengineering to increase albedo</td>
<td></td>
</tr>
</tbody>
</table>

a Abbreviations:
PKT, passenger kilometers traveled
VKT, vehicle kilometers traveled
DALY, disability-adjusted life year
Appendix A: Post-processing of aethalometer black carbon measurements

During initial field sampling for Chapter 2, it became apparent that the early production Magee Scientific AE-51 “microAethalometer” instruments had strong sensitivity to mechanical shock and vibration that yielded spurious “spikes” in measured BC concentrations (Figure A-1). Controlled testing of the instrument under clean-air conditions revealed that sudden, forceful movement of the instrument caused a characteristic “spike” of $\pm 200 – 2000 \, \mu g \, m^{-3}$ that was typically short-lived (1-3 s). The pattern of spikes typically involved a very large positive and negative excursion in reported BC in close succession, within 1-3 s of each other. However, I found that the net contribution of a set of positive and negative BC concentration spikes typically did not average to zero over the duration of each mechanical shock event. As this spurious signal likely introduced bias into the sample, I developed a post-processing algorithm to identify the characteristic signature of affected data points and exclude them from analysis. The algorithm identifies affected points by searching for instances of high relative deviation between an individual observation and surrounding data points, as follows:

1. Establish a moving baseline range of instrumental noise in the 1 Hz BC signal.
   
   a. For each 1-s observation compute the difference between each individual 1-s measurement of BC and the 30-s moving average of BC around that point. This time series is termed the “local deviation,” or $LD$. For each time point $i$, the local deviation $LD_i$ is computed as:

   \[
   LD_i = BC_{raw}^i - \frac{1}{30} \sum_{j=i-15}^{i+14} BC_{raw}^j \quad \text{[A.1]}
   \]

   Here, $BC_{raw}^i$ is the raw reported BC signal from the microAeth at time point $i$.

   b. For every 1-s observation, compute the 5-min moving-window 25th and 75th percentile of the local deviation time series generated by equation [A.1]:

   \[
   LD_{i, min, 25} = P^{25} \left( LD_{i-150}, \ldots, LD_{i+149} \right) \quad \text{[A.2a]} \\
   LD_{i, min, 75} = P^{75} \left( LD_{i-150}, \ldots, LD_{i+149} \right) \quad \text{[A.2b]}
   \]

   Notation: the operator $P^n$ computes the $n^{th}$ percentile of a series. For example, $LD_{i, min, 75}$ is the 75th percentile of the local deviation time series $LD$, evaluated over a 5-minute period of the $LD$ time series centered on time point $i$, and extending over the 5 minutes (300 seconds) from point $(i – 150)$ to point $(i + 149)$.

2. Identify individual 1-s observations as “candidate extreme values” for exclusion if the local deviation (step 1a) of that observation is more than 5 times larger (smaller) than the 75th (25th) percentile of the 5-min moving-window instrumental noise, as calculated in step 1b:
CEV\_i = \begin{cases} 
\text{IF} \left( LD_i > \left( 5 \times LD_{\text{min.p.75}} \right) \right), \text{ then } TRUE \\
\text{OR} \left( LD_i < \left( 5 \times LD_{\text{min.p.25}} \right) \right), \text{ then } TRUE \\
\text{... else FALSE} 
\end{cases} \tag{A.3}

Here, CEV\_i represents whether an individual time point is determined to be a candidate extreme value (CEV\_i = TRUE) or not (CEV\_i = FALSE).

3. Search for negative BC concentrations within 2 s of each candidate extreme value identified in the previous step. Candidate extreme values that are negative or that have a negative BC measurement within ± 2 s are classified as spurious observations (SO). Each individual data point is evaluated for being a spurious observation with the following expression:

SO\_i = \begin{cases} 
\text{IF} \left( \left( \text{CEV}\_i = \text{TRUE} \right) \right), \text{ then } TRUE \\
\text{AND} \left( \sum_{r=2}^{t+2} (BC_{\text{raw}} < 0) > 0 \right), \text{ then } TRUE \\
\text{... else FALSE} 
\end{cases} \tag{A.4}

Here, SO\_i represents whether an individual time point is determined to be a spurious observation (SO\_i = TRUE) or not (SO\_i = FALSE). In the summation notation employed here, the number instances for which \(BC_{\text{raw}} < 0\) are summed. Thus, the “AND” condition tests to see whether any negative values are contained in the immediate proximity of a candidate extreme value.

4. Remove each spurious BC observation and the other four BC observations within ± 2 s of the spurious value from analysis.

After applying this algorithm, I computed cleaned BC time series using the “sensor” and “reference” raw optical signals from the instrument, which measure the intensity of light (\(\lambda = 880\) nm) transmitted through, respectively, the BC-laden filter spot and an area of filter unexposed to sample air. To remove inherent 1-s instrumental noise, I applied a 10-s moving average smoothing function to the sensor and reference optical signals, resulting in the variables \(I_S\) and \(I_R\), respectively. Next, I computed BC concentrations for each observation at time \(t = i\) using the following relations (Hansen et al., 1984):

\[ I_{S,i}^* = I_{S,i} \left( I_{R_{i-1}} / I_{R_{i}} \right) \] \tag{A.5}

\[ d\text{ATN}_{i}^* = -100 \ln \left( I_{S,i}^* / I_{S(i-1)}^* \right) \] \tag{A.6}
In equation [A.5], $I_{SI}^*$ represents the smoothed sensor beam signal at $t = i$, normalized for any change in the smoothed reference beam signal $I_R$ between $t = 1$ and $t = i$. In equation [A.6], the instantaneous change in filter light attenuation $dATN$ is computed using a Beer-Lambert type relation based on the change in the change in instantaneous filter transmission. Equation [A.7] computes the instantaneous BC (units: g m$^{-3}$) concentration at $t = i$. Here, $A$ represents the area of the filter spot ($7.1 \times 10^{-6}$ m$^2$), $V_i$ represents the air volume swept through the filter between $t = i-1$ and $t = i$ (for 150 mL min$^{-1}$ flow rate and 1 Hz data logging, $V = 2.5 \times 10^{-6}$ m$^3$), and $\sigma$ is the attenuation coefficient, which for the manufacturer’s default calibration is 12.5 m$^2$ g$^{-1}$. The effect of the cleaning algorithm is visible when comparing Figures A-1a-c.

I further corrected BC measurements to account for the decreased instrumental sensitivity to BC with increased filter loading based on the empirical calibration of Kirchstetter and Novakov (2007):

$$BC = BC_o \left( 0.88 Tr + 0.12 \right)^{-1}$$

Kirchstetter and Novakov attribute this effect to the true attenuation coefficient ($\sigma$, equation [A.7]) diminishing as filter transmission decreases ($Tr$), which corresponds with increased filter loading (Kirchstetter and Novakov, 2007). In contrast, the default manufacturer’s calibration of the instrument implies that $\sigma$ is not affected by changes in filter loading. The coefficient values of 0.88 and 0.12 in equation [2.4] were empirically derived from laboratory experiments based on comparison of time-resolved aethalometer measurements with alternative non-filter based time-resolved methods and thermo-optical analysis of time-integrated filter samples (Kirchstetter and Novakov, 2007). As a large set of colocated BC measurements was collected with two separate microAethalometers during the fieldwork for Chapter 2, I was able to validate the choice of these particular coefficient values. The study protocol included regular cross-comparison measurements between the two aethalometers (in-vehicle and at CRP) immediately before in-vehicle sampling, when filters in both instruments were clean. I repeated the same cross-comparison BC measurements immediately following in-vehicle sampling, when the instrument filters had differential BC mass loading.

For each pre- and post-trip comparison session, I computed the difference between the mean ambient BC concentrations measured by each instrument over the duration of the session. The median difference in concentration reported by the two instruments was close to zero for the pre-trip comparison sessions (Figure A-2). The effect of applying the correction equation [2-4] of Kirchstetter and Novakov (2007) was small for the pre-trip BC measurements, as both instruments started the session with fresh filters and therefore both had near-zero filter loading. In contrast, for post-trip measurements, filter loading was typically higher for the in-vehicle instrument than for the ambient fixed-site instrument, owing to higher on-roadway BC levels. As a result, the uncorrected post-trip ambient concentrations measured by the in-vehicle instrument were typically lower than the same concentrations measured simultaneously by the ambient site instrument (median difference: -2.7 µg m$^{-3}$ BC, Figure A-2b). However, after correcting BC
measurements for loading (equation [2-4]), the median bias between the two instruments was reduced to nearly zero (median difference: -0.3 µg m\(^{-3}\) BC over ~43 comparison sessions). I therefore conclude that equation [2-4] appropriately corrects for aethalometer loading effects under the conditions encountered in Chapter 2.
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Figure A-1. Effect of post-processing algorithm on aethalometer black carbon (BC) data. Raw data from aethalometer is shown in (A), with extreme short-duration (1-3 s) excursions in measured BC evident. These spurious measurements are detected by the post-processing algorithm and are identified in red color in (B). The post-processed and smoothed time series is shown in (C).
Figure A-2. Effect of filter loading correction (equation [2-4]) on colocated BC measurements collected in the field study described in Chapter 2. Horizontal axis is the difference in measured concentration at the ambient fixed site between two instruments operating simultaneously: the instrument typically used for in-vehicle measurements, and the instrument typically used for rooftop ambient measurements. The vertical axis displays the cumulative probability of the distribution of differences. Note that the effect of correction is small for fresh filters (A), while the effect of the correction is more pronounced for BC-laden filters (B). For loaded filters, the median difference between colocated measurements after correction approaches zero (B).
Appendix B: Development of diurnal profiles for population breathing rates

The diurnal profile of population mean breathing rate (units: m$^3$ d$^{-1}$ person$^{-1}$) is attributable to temporal profile of activity intensity within a population. For example, population mean breathing rate is lower at night, when much of the population is sleeping. The US Environmental Protection Agency (US EPA) provides activity-specific estimates of mean instantaneous breathing rate for discrete age groups (US EPA, 2009a). Activities are clustered into five intensity levels: “sleep/nap,” “sedentary,” “light,” “moderate,” and “heavy.” I used US Census Bureau population age structure data for 2009 (http://www.census.gov/popest/national/asrh/NC-EST2009-sa.html) to eliminate the age-dependence of the US EPA breathing rate dataset, resulting in population mean breathing rates for each of the five activity levels. Mean breathing rates were only slightly sensitive to the age distribution employed. For example, compared to the default age distribution (US, mean age: 37 y), mean activity-specific breathing rates for the Japanese and Indian population-age distributions (mean ages: 44, 28 y) differed by ±1-4%. Table B-1 provides estimates of mean breathing rate and hours spent at each activity level for the US population.

I used data from the US National Human Activity Pattern Survey (NHAPS) (Klepeis et al., 2001) to convert activity-specific inhalation rates into an estimate of the diurnal profile of population breathing rate. For each hour of the day, NHAPS reports the distribution of the US population by microenvironment. I categorized microenvironments into four groups: indoor-residence, vehicles, other indoor, and outdoors (Figure B-1). For each microenvironment and hour of the day, I made best-judgment estimates of the fraction of population-time spent at each activity level. I then used the data in Table B-1 as a constraint on the total person-time that could be spent at each activity level over the course of a day. The results of this apportionment are summarized in Table B-2 and Figure B-2. Finally, activity-specific breathing rates in Table B-1 were applied to the diurnal activity profile (Figure B-2), resulting in the diurnal breathing rate profile depicted in Figure B-3. The time-weighted average breathing rate for this constructed diurnal profile is 15.4 m$^3$ person$^{-1}$ d$^{-1}$. To match the long-term population mean breathing rate recommended by the US EPA Exposure Factors Handbook (14.5 m$^3$ person$^{-1}$ d$^{-1}$) (US EPA, 2009b), I then applied a constant scaling factor of 0.94 to the population breathing rate at each hour of the day.

To test the sensitivity of results to the breathing rate profile, I considered four alternate temporal patterns of population breathing rate (Figure 3-1): (a) time-invariant (“flat”); (b) a sinusoidal daily cycle (“sine wave”) with amplitude set at ±25% of the mean, minimum (maximum) at 0600 h (1800 h) (Stephenson et al., 2000); and two profiles developed by Marshall et al. for the population of the South Coast Air Basin (in the Los Angeles, USA region) based (c) on author assumptions (“SoCAB-1”) (Marshall et al., 2003) and (d) a local time-activity survey (“SoCAB-2”) (Marshall et al., 2006). Compared with the base case, all sensitivity cases except SoCAB-1 assume relatively more population inhalation during night hours (2100 h – 0300h) and less inhalation during daytime hours (0900 h – 1500 h).
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Table B-1. Activity-specific breathing rates for the US population a

<table>
<thead>
<tr>
<th>Activity Mode</th>
<th>Breathing rate (m$^3$ person$^{-1}$ d$^{-1}$)</th>
<th>Time spent (h d$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep / Nap</td>
<td>6.9</td>
<td>8.8</td>
</tr>
<tr>
<td>Sedentary</td>
<td>6.8</td>
<td>4.5</td>
</tr>
<tr>
<td>Light</td>
<td>17</td>
<td>6.3</td>
</tr>
<tr>
<td>Moderate</td>
<td>37</td>
<td>4.1</td>
</tr>
<tr>
<td>Heavy</td>
<td>69</td>
<td>0.3</td>
</tr>
</tbody>
</table>

a Adapted from US EPA data (US EPA, 2009)

Table B-2. Apportionment of average person time (h d$^{-1}$) by microenvironment and breathing rate for US population in NHAPS

<table>
<thead>
<tr>
<th>Activity Mode</th>
<th>Sleep</th>
<th>Sedentary</th>
<th>Light</th>
<th>Moderate</th>
<th>High</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residence</td>
<td>8.7</td>
<td>2.5</td>
<td>3.4</td>
<td>1.8</td>
<td>0.15</td>
<td>16</td>
</tr>
<tr>
<td>Other Indoor</td>
<td>0.13</td>
<td>1.2</td>
<td>2.0</td>
<td>1.0</td>
<td>0.04</td>
<td>4.4</td>
</tr>
<tr>
<td>In-Vehicle</td>
<td>-</td>
<td>0.53</td>
<td>0.53</td>
<td>0.26</td>
<td>-</td>
<td>1.3</td>
</tr>
<tr>
<td>Outdoor</td>
<td>-</td>
<td>0.22</td>
<td>0.45</td>
<td>1.0</td>
<td>0.11</td>
<td>1.8</td>
</tr>
<tr>
<td>Total</td>
<td>8.8</td>
<td>4.5</td>
<td>6.3</td>
<td>4.1</td>
<td>0.30</td>
<td>24</td>
</tr>
</tbody>
</table>
Figure B-1. Fraction of total person time in NHAPS for each of four microenvironment groupings.

Figure B-2. Estimated fraction of US population-time in each of five breathing rate modes by hour of day.
Figure B-3. Diurnal breathing rate profile for the US population estimated using US EPA and NHAPS data.