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In this work, voltage control of magnetism in nanoscale artificial multiferroic structures was demonstrated through numerical simulation and measurement. The multiferroic nanostructures studied in this dissertation were modeled using two methods. The first approach relies solely on the Landau-Lifshitz-Gilbert (LLG) equation and incorporates the effects of strain through an effective magnetic field term that only accounts for spatially-uniform strain distributions. The second-modeling technique couples the LLG equation with the elastodynamics and piezoelectric constitutive equations by using an innovative weak-formulation. In contrast to the purely micromagnetic model, the coupled solution can account for nonuniform distributions of strain and magnetization within nanostructures. Here, these simulation tools were used to understand the effects of strain on magnetoelastic nanodots and to investigate new coupling phenomena. Regarding strain effects, the innovative magnetic measurement technique of Scanning Electron Microscopy with Polarization Analysis (SEMPA) was used to observe strain-induced changes from vortex to antiparallel bidomain states in submicron Ni disks. This data was then used to validate the modeling methods of this dissertation. Consequently, the SEMPA study represents an advancement in terms of magnetic characterization and experimental model validation. Following this work, a design that leverages shape anisotropy, magnetic dipole coupling, and strain effects to achieve transitions between artificial antiferromagnetic and artificial ferromagnetic ordering is presented. Specifically, the micromagnetic models demonstrate voltage-induced transitions between these artificial magnetic states, but there are discrepancies with the measured data. To account for this, geometric defects are added to the models, thus dramatically
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1 Introduction

1.1 Background

In 2013 IBM stated that 2.5 exabytes (10\textsuperscript{18} bytes) of data were produced every day and that 90\% of the world’s data at that time had been created within the previous two years [1, 2]. Projections by leading data analysts suggest that 1.7 MB of new information will be generated every second for every person on the planet by 2020 resulting in an astounding global data accumulation of 44 zettabytes (10\textsuperscript{21} bytes) [3]. Successfully addressing the data storage and data analysis challenges posed by this immense amount of information requires significant increases in data storage capacity and computing power. To meet these growing needs, one avenue manufacturers have pursued is increasing microprocessor power density (i.e., device density) by reducing the size of contemporary CMOS elements. Although this scaling of CMOS transistors has been successful, a growing consensus is that physical limitations will soon be reached when the smallest feature sizes are in the range of 14 nm to 22 nm [4]. At these length scales the power density is nearly 1000 W/cm\textsuperscript{2} which is equal to that of a rocket nozzle [5]. Since this scaling paradigm leads to intractable heating problems, alternatives to CMOS have been sought.

Specifically, for next-generation memory and logic devices, the following characteristics are desired: 1) scalability, 2) high-speed, 3) non-volatility, 4) low-power, and 5) random-accessibility [6]. Scalability refers to the capability of reducing device dimensions (i.e., increasing device density) while maintaining acceptable performance. High-speed is desired in terms of read and write operations. Non-volatility signifies the property of a device to store information even when power is removed. The designation of low-power is regarding devices requiring low read and write energies. Random-access is the ability to access an arbitrary element of a sequence in equal time. Magnetic memory/logic devices, which rely on the spin angular momentum of the electron to encode information, are one of the most promising pathways to realize hardware
that possess the five desired properties already discussed.

In this space, one of the most prominent architectures is Magnetoresistive Random-Access Memory (MRAM). The main elements of MRAM are magnetic tunnel junctions (MTJ’s) which advantageously offer the possibility to build non-volatile storage elements that can also complete logic operations and integrate with contemporary CMOS circuits [7]. For simplicity, here we will first consider the cornerstone of any MTJ. Namely, the basic trilayer structure shown in Figure 1.1. The simplified device consists of an insulating oxide layer sandwiched between two ferromagnetic layers. The oxide serves as a tunneling barrier and we assume that the bottom magnetic layer is fixed by some intrinsic magnetic anisotropy. Note, that in practice, the magnetization of the fixed (or reference) layer is pinned in a certain direction by exchange coupling to a synthetic antiferromagnetic layer. The resistance state is determined by the magnetic orientation of the free layer. Specifically, a low resistance state is observed when the MTJ is in the parallel configuration of Figure 1.1 and a high resistance state occurs for an antiparallel configuration. This can be understood by recalling the following arguments: 1) the tunneling current is proportional to the product of the electron density of states (DOS) at the Fermi level; 2) the ground-state energy bands, of ferromagnets, near the Fermi level are shifted in energy and yield separate majority and minority bands for electrons with opposite spins; and 3) assuming spin conservation for tunneling electrons, there are two parallel currents of opposite spin (i.e., spin-left or spin-right in this case) [8]. In addition to being non-volatile, MTJ’s are scalable, can be read/written at high-speed, are randomly-accessible, and can be read/written at energies lower than typical CMOS devices.

The main technological challenge impeding widespread adoption of MTJ’s is the writing method. Regarding this issue, researchers have focused considerable effort on leveraging spin transfer torque (STT) to control (i.e., write) the orientation of the free layer magnetization in an MTJ [9]. This can be accomplished by passing a current through an MTJ that has ferromagnetic layers with unequal thicknesses. When electrons pass through the thick fixed layer, their spins align with the layer’s magnetization (i.e., become spin polarized). These electrons then pass
through the thin magnetic layer becoming repolarized within a small transition region. As this occurs, the electrons exert a torque on the magnetization of the thin layer and if the torque is large enough, switching occurs. Otherwise, if the torque is lower than the critical value, the layer magnetization begins to precess around the applied bias magnetic field [7].

Since STT was first introduced, independently, by Slonczewski [10] and Berger [11], the method has been used to successfully switch magnetization in nanodevices [12, 13]. For example, STT switching in magnetic nanopillars was first experimentally observed in 2000 [14]. Another key milestone was reached, when the first demonstration of STT switching in an Al₂O₃ MTJ was achieved in 2004 [15, 16]. Then other major contributions were made when STT was used to switch the magnetization in MgO based tunnel junctions with TMR > 150% [17–19]. Although STT has been widely studied and shown to be a viable writing mechanism for MRAM, its proliferation has been limited by the large current densities needed to achieve switching [13]. Furthermore, the write energies associated with STT-MRAM are much larger when compared to other write mechanisms such as strain-mediated methods [20].

The strain-mediated approach to control magnetism involves multiferroic composites which
couple piezoelectric and magnetoelastic phases. Discovered in 1880 by Pierre and Jacque Curie, piezoelectricity is a property of some materials to develop charge on their surface in response to applied stresses. Alternatively, if an electric field is applied to the piezoelectric material, then mechanical deformation occurs. The electrical response to mechanical stimuli is denoted as the piezoelectric effect while the mechanical response to electrical input is the converse piezoelectric effect. Analogously, there are magnetic materials, known as magnetoelastic materials, which exhibit changes in magnetization when stress is applied, or which mechanically deform in the presence of magnetic fields. Similarly, the magnetic response to mechanical stimuli is denoted as the magnetoelastic effect while the mechanical response to magnetic input is the converse magnetoelastic response. The benefit of multiferroic composites is that voltages can be used to control the magnetic properties of the system in comparison to traditional techniques which require electrical current. The advantage is clarified when considering the previous discussion regarding the insurmountable heating problems caused by scaling CMOS devices below 20 nm. This intrinsic low energy capability suggests multiferroic composites as a solution for next-generation memory devices that overcome the limitations of CMOS.

Pioneering experimental work by Ryu et al. [21] showing strong coupling between the magnetic and electrical properties of Terfenol-D/PZT/Terfenol-D laminate multiferroic composites represented a critical milestone that initiated a resurgence of interest in multiferroics. In their study, a direct magnetoelectric (DME) coupling coefficient of 1500 mV/cm-Oe was found demonstrating orders of magnitude larger transduction of magnetic energy to electrically energy than previously observed [21, 22]. Following this work, numerous studies investigated magnetoelectric coupling in various geometries and combinations of piezoelectric and magnetoelastic materials [23–27]. For example, Li et al. [28] demonstrated alternatives to laminate geometries by measuring a 1900 mV/cm-Oe DME coefficient in a CFO/PZT disk-ring composite. In addition to these studies, significant focus was placed on understanding the converse magnetoelectric (CME) coupling of multiferroic composites [29–33]. Jia et al. [34] was one of the first to study the CME effect in a PMN-PT/Terfenol-D/PMN-PT laminate composite and reported a coupling coefficient of 450 mG/V. A major advancement followed when Hockel et
al. [35] measured a 4700 mG/V CME coefficient in a PZT/Terfenol-D/PZT laminate composite. Building on these fundamental studies, work began on understanding the application of multiferroics to sensor, transformer, and microwave-frequency technologies began [23, 24, 36–41]. Together, these fundamental studies and bulk applications set a precedent for the potential of using multiferroic composites to control magnetism in the context of nanoscale devices.

Some of the first work to explore the potential for multiferroics in nanoscale devices, focused on studying strain-mediated effects in ferromagnetic thin films [42, 43]. For example, seminal work by Weiler et al. [44] demonstrated 90° magnetization rotation in Ni thin films deposited on piezoelectric actuators. Following this, Brintlinger et al. [45] provided experimental and numerical predictions, using OOMMF and assuming constant strain within the structure, to show reversible switching in FeGa/BTO thin films. This constant strain assumption was shown to work well in several studies that measured and modeled the coupling in thin film piezoelectric/magnetoelastic heterostructures [46–48]. However, a significant breakthrough was provided by Bur et al. [49] when modeling results incorporating nonuniform strain distributions provided better predictions of strain-induced coercive field changes in nanopatterned Ni bars. Along with this work, several other studies provided further evidence for the need of modeling techniques that accounted for nonuniformities in strain [50–53].

In an effort to overcome the shortcomings of previous modeling techniques, researchers began exploring methods to couple the governing mechanical and micromagnetic equations [54–57]. The two leading methods for accomplishing this goal involved either phase-field techniques or weak formulations to solve the governing system of equations [58–60]. In this space, a major contribution by Zhang and Chen [58] leveraged a Gauss-Seidel approach to solve the coupled micromagnetics and phase-field microelasticity equations. In contrast to the phase-field theory, Liang et al. [60–63] introduced a breakthrough modeling technique through a series of seminal papers that use an innovative weak-formulation to couple the governing micromagnetics, elastodynamics, and piezoelectric constitutive equations. In their work, the fully-coupled model was used to investigate strain-induced magnetization rotation in nanoscale magnetoe-
lastic structures such as ellipses and rings. In addition to this modeling effort, a considerable amount of experimental work was conducted [25, 64–66]. For example, Cui et al. [67–69] introduced the concept of using patterned electrodes to apply localized strain and demonstrated magnetization rotation in micron sized magnetoelastic disks and rings. Another example refers to a study in which Sohn et al. [70] were able to experimentally verify, with MFM, the fully-coupled model predictions of multistep strain-mediated magnetization rotation in Ni disks. These foundational studies have provided important insights for understanding how nanoscale magnetism can be controlled using multiferroic composites. However, there is still a need for more experimental validation and improvement in magnetic measurement techniques because the field is continuing to grow rapidly.

Along these lines, numerous studies investigating coupling phenomena and strain-mediated effects in multi-dot arrays have been conducted. Motivation for much of this work stems from the potential application of multiferroics to MRAM. In this setting, dipole coupling between adjacent magnetoelastic nanodots is leveraged to store or transmit information. Roy et al. has shown analytically that $180^\circ$ magnetization switching in elliptical elements can be achieved using strain with energy dissipation on the order of tens of attojoules [51, 71–73]. Later work successfully illustrated the concept of integrating Bennett clocking with strain-mediated designs to propagate information and perform logic operations along 1D chains of nanodots [74–76]. In these studies, arrays consisting of chains of magnetoelastic nanodots are patterned on piezoelectric substrates where control of the nanomagnets’ magnetization is accomplished by leveraging shape anisotropy, dipole coupling, and strain-mediated effects. Despite the substantial work conducted investigating the application of dipole-coupled nanomagnets for memory applications, there is still ample space to explore new architectures by leveraging modern simulation tools and MEMS fabrication capabilities.

To summarize, the advent of big data will push modern data storage and computing capabilities to their limits. Consequently, this has prompted efforts to develop next-generation memory and logic devices that would overcome the scaling issues of contemporary CMOS circuits.
MRAM has been investigated as a potential solution, but its widespread use has been hindered because the STT write mechanism extensively used in devices has comparatively low energy efficiency. As a result, significant research interest has focused on controlling magnetism in nanoscale structures using strain-mediated multiferroic composites. Although sophisticated modeling tools and experimental capabilities have been developed for studying the multiferroic structures, there is a need for more experimental validation and improved measurement techniques. Moreover, even though many device architectures such as ring structures or arrays of dipole coupled nanomagnets have been studied, there are still many new combinations of materials and geometries that deserve investigation. In this regard, sophisticated modeling tools and MEMS fabrication capabilities can be leveraged to discover novel device functionality and magnetic-coupling phenomena. The work in this dissertation provides advancements which improve magnetic measurement capabilities that add to the experimental validation of current simulation tools. Additional contributions regard novel device functionality and coupling phenomena. Specifically, an innovative characterization technique will be introduced, and magnetization measurements of submicron Ni disks will be used to validate models of multiferroic devices. Additionally, the combined effects of magnetic shape anisotropy, magnetic dipole coupling, and strain will be studied in the context of artificial antiferromagnetic ordering, deterministic magnetization switching, and control of magnetic monopoles.

1.2 Dissertation Overview

In this dissertation, the ability of strain to control the magnetic state of nanoscale structures patterned on ferroelectric substrates is investigated both numerically and experimentally. First, the two modeling techniques used in this work are presented in Chapter 2. Specifically, the micromagnetics theory is provided along with the relevant physical assumptions and procedure for incorporating strain into the model. Subsequently, a weak formulation that couples the governing micromagnetics, elastodynamics, and piezoelectric constitutive equations is outlined for implementation in an iterative finite element code. In Chapter 3, Scanning Electron Microscopy
with Polarization Analysis (SEMPA) is used to measure the effects of strain on the magnetic states of submicron Ni disks. Data collected from this innovative measurement technique was then used to validate the two simulation methods of this dissertation. In Chapter 4, dipole coupling between magnetoelastic nanodots is leveraged to achieve voltage-induced transitions between artificial antiferromagnetic and artificial ferromagnetic ordering. This functionality is demonstrated through micromagnetic simulations of three nanodot arrays. Additionally, magnetization measurements of the fabricated device are shown and a secondary model incorporating geometric defects is developed to account for discrepancies between simulation and experiment. In Chapter 5, a design to achieve $360^\circ$ deterministic magnetization switching consisting of three dipole-coupled ellipses is introduced. The device functionality is modeled using the techniques of Chapter 2 and a discussion of the advantages of the fully-coupled model over the purely micromagnetics formulation is given. In Chapter 6, a novel design integrating multiferroics with artificial spin ices (ASI) is used to locally control magnetic monopoles. This control method is numerically demonstrated in a Kagome lattice ASI consisting of elliptical magnetoelastic elements. The device performance and energy requirements are also studied. Lastly, a summary of the work presented in this dissertation is given in Chapter 7.
1.3 Chapter References


2 Modeling Magnetic Nanostructures

2.1 Introduction

Improvements in micro- and nano-fabrication techniques have offered unprecedented capabilities in the manipulation of material structures and properties [1]. These advances offer new opportunities for engineering novel magnetic materials and devices where an immediate impact can be made in the development of ultra-high-density-magnetic storage [2]. As interest in these magnetic devices has increased, the need for sophisticated modeling tools has grown as well. Although magnetization originates from the spin and angular momentum of electrons in a material, the modeling techniques widely used assume a continuum approximation of magnetization even for nanoscale devices. The micromagnetic theory used for these simulations was first developed in a seminal paper of Landau and Lifshitz followed by several prominent papers from Brown [3–7]. Subsequently a detailed treatment of micromagnetic theory was given by Brown in [8]. In the micromagnetic theory a continuous magnetization vector is used to describe the details of the transition region between magnetic domains instead of accounting for the contribution of individual atomic magnetic moments. Using this assumption, magnetic domain structures and nucleation states can be determined from standard energy minimization techniques. However, this approach does not accurately predict magnetization reversal and so is only useful for static problems. To address dynamic systems, modeling efforts have focused on the Landau-Lifshitz-Gilbert (LLG) equation which describes the precessional motion of the magnetic moment. Since only a handful of analytical solutions are possible, modern simulation tools have used either finite difference or finite element methods to solve the LLG equation.

In this chapter, two techniques used for modeling the magnetoelastic nanostructures studied in the remainder of this work are presented. The first method involves solving only the governing micromagnetics equation known as the Landau-Lifshitz-Gilbert (LLG) equation. The second method then couples the LLG equation with the elastodynamics and piezoelectric constitutive
equations. Here we begin by providing the LLG equation and associated effective magnetic field terms that account for external stimuli such as applied strains. Next, the fully-coupled model is developed by introducing the relevant energy terms and associated effective magnetic fields. Lastly, a weak formulation coupling the LLG and elastodynamics equations is derived for implementation in a finite element numerical code.

### 2.2 Micromagnetics

The magnetization dynamics of magnetoelastic nanostructures, in a continuum approximation, can be determined from a Landau-Lifshitz-Gilbert (LLG) micromagnetics formulation [9, 10]

\[
\frac{\partial \mathbf{m}}{\partial t} = -\mu_0 \gamma (\mathbf{m} \times \mathbf{H}_{\text{eff}}) + \alpha (\mathbf{m} \times \frac{\partial \mathbf{m}}{\partial t})
\]  

(2.1)

where \( \mathbf{m} \) is the normalized magnetization vector, \( \mu_0 \) is the permeability of free space, \( \gamma \) is the gyromagnetic ratio, and \( \alpha \) is the Gilbert damping constant. Here, thermal fluctuations are neglected, but room temperature material properties are used. Hence, in EQ 2.1, the effective magnetic field (\( \mathbf{H}_{\text{eff}} \)) of the system is the sum of the externally applied field (\( \mathbf{H}_{\text{ext}} \)), exchange field (\( \mathbf{H}_{\text{ex}} \)), demagnetization field (\( \mathbf{H}_{d} \)), magnetoelastic field (\( \mathbf{H}_{\text{me}} \)), and magnetocrystalline anisotropy (MCA) field (\( \mathbf{H}_{\text{anis}} \)). Specifically, the effective field is given by

\[
\mathbf{H}_{\text{eff}} = \mathbf{H}_{\text{ext}} + \mathbf{H}_{\text{ex}} + \mathbf{H}_{\text{anis}} + \mathbf{H}_{d} + \mathbf{H}_{\text{me}}
\]  

(2.2)

Additionally, the model assumes small elastic deformations as well as uniform strains within the magnetoelastic elements [11, 12]. Consequently, the magnetoelastic field is defined by

\[
\mathbf{H}_{\text{me}} = \frac{3\lambda_s Y (\varepsilon_x - \varepsilon_y)}{\mu_0 M_s}
\]  

(2.3)

where \( \lambda_s \) is the saturation magnetostriction, \( Y \) is the Young’s modulus, \( M_s \) is the saturation magnetization, and \( (\varepsilon_x, \varepsilon_y) \) are strains in the \( x \) and \( y \) directions, respectively. In particular,
these values represent voltage-induced strains where the biaxial strain difference of EQ 2.3 is produced by applying an electric field to patterned electrodes on a piezoelectric layer. The $H_{me}$ term is represented in EQ 2.3 by a uniform uniaxial anisotropy defined as [13, 14]

$$K_e = \frac{1}{2} \mu_0 M_s H_{me}$$  \hspace{1cm} (2.4)

For this work, a cubic crystal structure is typically used. Thus, the effective field due to MCA is given by

$$H_{anis}^i = -\frac{2}{\mu_0 M_s} \left[ K_{c1} (m_j^2 + m_k^2) + K_{c2} (m_j^2 m_k^2) \right]$$  \hspace{1cm} (2.5)

where $m_i$ is the magnetization component in the $i$th direction and the $K_{ci}$ are first and second order cubic anisotropy constants, respectively [14–16]. This LLG formulation is solved within MuMax3 using a Dormand-Prince finite difference method [17, 18].

### 2.3 Fully-coupled Model

A deeper understanding of the effects of mechanical strain on the magnetoelastic response of nanostructures can be obtained by extending the micromagnetics formulation of Section 2.2 to include coupling between the magnetic, mechanical, and piezoelectric governing equations. This was done by Liang et al. [19–22] and is achieved by coupling the LLG equation with the elastodynamics and piezoelectric constitutive equations. For brevity, this section provides only the coupling of the micromagnetics and mechanical governing equations through a weak formulation suited for implementation in a finite element framework [23]. This is sufficient to describe the fully-coupled model developed by Liang et al. [19] since it is straightforward to couple the linear piezoelectric equations to the weak formulation developed in this section. We begin by presenting the relevant energy terms of a magnetic system. Then the corresponding effective magnetic fields are determined. Lastly, a weak formulation of the LLG equation is derived for implementation in the finite element software COMSOL.
2.3.1 Energy Terms

The total energy of the system has contributions from the externally applied magnetic field ($E_{\text{ext}}$), the exchange interaction ($E_{\text{ex}}$), crystal anisotropy ($E_{\text{anis}}$), demagnetization ($E_{\text{d}}$), and the magnetoelastic interaction ($E_{\text{me}}$). It is worth noting that each magnetic energy term boils down to some form of the dot product of the magnetization ($m$) and the corresponding field (e.g., $H_{\text{ext}}$). Here, it will be assumed that the crystal structure is cubic. The energy terms are then given by the following equations:

$$E_{\text{tot}} = E_{\text{ext}} + E_{\text{ex}} + E_{\text{anis}} + E_{\text{d}} + E_{\text{me}}$$  \hspace{1cm} (2.6)

$$E_{\text{ext}} = -\mu_0 M_s (m \cdot H_{\text{ext}})$$  \hspace{1cm} (2.7)

$$E_{\text{ex}} = A_{\text{ex}} (\nabla m)^2$$  \hspace{1cm} (2.8)

$$E_{\text{anis}}^{\text{cubic}} = K_1 (m_1^2m_2^2 + m_1^2m_3^2 + m_2^2m_3^2) + K_2 (m_1^2m_2^2m_3^2)$$  \hspace{1cm} (2.9)

$$E_{\text{d}} = -\frac{\mu_0 M_s}{2} (m \cdot H_{\text{d}})$$  \hspace{1cm} (2.10)

$$E_{\text{me}} = \frac{1}{2} \varepsilon^{el} : C : \varepsilon^{el}$$  \hspace{1cm} (2.11)

where $M_s$ is the saturation magnetization of the material, $A_{\text{ex}}$ is the exchange stiffness of the material, the $K_i$ are anisotropy constants determined from experiment, $\varepsilon^{el}$ is the elastic strain tensor, and $C$ is the elastic stiffness tensor of the material. In a magnetoelastic material, the magnetic moments and displacements of the material are coupled such that the total strain ($\varepsilon$) is a summation of magnetic ($\varepsilon^{m}$) and mechanical/elastic ($\varepsilon^{el}$) components. In component form, the strain associated with a cubic crystal is

$$\varepsilon^{m}_{ij} = \begin{cases} \frac{3}{2} \lambda_{100} (m_im_j - \frac{1}{3}) , & \text{for } i = j \\ 3n + 1 , & \text{for } i \neq j \end{cases}$$  \hspace{1cm} (2.12)
2.3.2 Effective Fields

To better understand the effects each energy term plays in determining the state of a magnetic system, it is useful instead to study the influence of corresponding effective magnetic fields. These fields can be obtained by taking derivatives of the corresponding energy terms with respect to the magnetization vector. That is,

\[ H_{\text{eff}} = -\frac{1}{\mu_o M_s} \frac{\partial E_{\text{tot}}}{\partial m} \]  

(2.13)

Clearly, the effective field due to the externally applied bias field \( H_{\text{ext}} \) is itself the bias field, i.e.,

\[ H_{\text{ext}} = H_{\text{app}} \]  

(2.14)

The effective field due to the anisotropy for a cubic crystal structure \( H_{\text{anis}} \) is given in component form as

\[ H_{\text{anis}} = -\frac{2m_i}{\mu_o M_s} \left[ K_1 (m_j^2 + m_k^2) + K_2 (m_j^2 m_k^2) \right] \]  

(2.15)

Similarly, the effective field from the magnetoelastic interaction is found as

\[ H_{\text{me}} = -\frac{1}{\mu_o M_s} \frac{\partial}{\partial m} \left( \frac{1}{2} C (e_i^e)^2 \right) \]  

(2.16)

\[ = -\frac{1}{\mu_o M_s} \frac{\partial}{\partial m} \left( \frac{1}{2} C (e - e_m)^2 \right) \]  

(2.17)

\[ = -\frac{1}{\mu_o M_s} C (e - e_m) \cdot \frac{\partial e_m}{\partial m} \]  

(2.18)

The effective field due to demag is evidently the demag field. However, it is advantageous to write the demag field in terms of a potential. From Ampere’s Law \((\nabla \times H_d = 0)\), Gauss’ Law \((\nabla \cdot B = 0)\), and the relationship between the magnetic induction and magnetization \(B = H_d + M_s m\), one can write the demag field in terms of a magnetic potential \(\phi\):

\[ H_d = -\nabla \phi \]  

(2.19)
Before deriving the effective exchange field, we will perform some preliminary calculations starting with expanding $\nabla m$:

$$\nabla m = \left( \hat{e}_x \frac{\partial}{\partial x} + \hat{e}_y \frac{\partial}{\partial y} + \hat{e}_z \frac{\partial}{\partial z} \right) (m_1 \hat{e}_x + m_2 \hat{e}_y + m_3 \hat{e}_z)$$

$$= m_{1,x} \hat{e}_x \hat{e}_x + m_{1,y} \hat{e}_y \hat{e}_x + m_{1,z} \hat{e}_z \hat{e}_x$$

$$+ m_{2,x} \hat{e}_x \hat{e}_y + m_{2,y} \hat{e}_y \hat{e}_y + m_{2,z} \hat{e}_z \hat{e}_y$$

$$+ m_{3,x} \hat{e}_x \hat{e}_z + m_{3,y} \hat{e}_y \hat{e}_z + m_{3,z} \hat{e}_z \hat{e}_z$$

$$⇔ \begin{pmatrix} m_{1,x} & m_{1,y} & m_{1,z} \\ m_{2,x} & m_{2,y} & m_{2,z} \\ m_{3,x} & m_{3,y} & m_{3,z} \end{pmatrix}$$

noting that $(\nabla m)^2 = (\nabla m) : (\nabla m)$ is the double dot product (i.e., dot product for matrices), we find

$$(\nabla m)^2 = (\nabla m) : (\nabla m)$$

$$= \begin{pmatrix} m_{1,x} & m_{1,y} & m_{1,z} \\ m_{2,x} & m_{2,y} & m_{2,z} \\ m_{3,x} & m_{3,y} & m_{3,z} \end{pmatrix} : \begin{pmatrix} m_{1,x} & m_{1,y} & m_{1,z} \\ m_{2,x} & m_{2,y} & m_{2,z} \\ m_{3,x} & m_{3,y} & m_{3,z} \end{pmatrix}$$

$$= m_{1,x}^2 + m_{1,y}^2 + m_{1,z}^2 + m_{2,x}^2 + m_{2,y}^2 + m_{2,z}^2 + m_{3,x}^2 + m_{3,y}^2 + m_{3,z}^2$$

Recall, in order to find the effective field, a derivative of the energy taken with respect to the magnetization vector must be computed. Specifically, for the exchange energy, the first variation is taken such that

$$\int [\delta E_{ex}] dV = \int [A_{ex} \delta (\nabla m)^2] dV = A_{ex} \int [H_{eff} \cdot \delta m] dV \quad (2.20)$$
The first variation is

\[
\int A_{\text{ex}} \delta (\nabla m)^2 dV = A_{\text{ex}} \int \delta (m^2_{1,x} + m^2_{1,y} + m^2_{1,z} + m^2_{2,x} + m^2_{2,y} + m^2_{2,z} + m^2_{3,x} + m^2_{3,y} + m^2_{3,z}) dV
\]

⇔ \[
A_{\text{ex}} \int \delta (m_{i,j} m_{i,j}) dV
\]

= \[
A_{\text{ex}} \int 2 m_{i,j} \delta m_{i,j} dV
\]

Integrating by parts diagramatically

\[\begin{array}{c}
m_{i,j} \\
m_{i,jj}
\end{array}\] + \[\begin{array}{c}
\delta m_{i,j} \\
\delta m_{i}
\end{array}\]

The integrand becomes

\[
A_{\text{ex}} \int 2 m_{i,j} \delta m_{i,j} dV = 2 A_{\text{ex}} \int [-m_{i,jj} \delta m_{i}] dV + 2 A_{\text{ex}} \int [m_{i,j} \delta m_{i}] dS
\]

From the boundary conditions we have \(m_{i,j} \delta m_{i} \rightarrow 0\). Now consider the following calculation,

\[
\nabla^2 m \equiv \nabla (\nabla \cdot m) - \nabla \times (\nabla \times m)
\]

⇔ \[
\partial_k \hat{e}_k (\partial_m \hat{e}_m \cdot m_n \hat{e}_n) - \partial_j \hat{e}_j \times (\epsilon_{inl} m_{n,i} \hat{e}_l)
\]

= \[
\partial_k \hat{e}_k (m_{n,m} \delta_{mn}) - (m_{n,j} \epsilon_{inl} \epsilon_{rji} \hat{e}_r)
\]

= \[
m_{n,k} \hat{e}_k - [m_{n,i} (\delta_{i} \delta_{aj} - \delta_{ij} \delta_{nr}) \hat{e}_r]
\]

= \[
m_{n,k} \hat{e}_k - m_{n,nr} \hat{e}_r + m_{r,ij} \hat{e}_r
\]

= \[
m_{k,jj} \hat{e}_k
\]

Therefore,

\[
\int A_{\text{ex}} \delta (\nabla m)^2 dV = 2 A_{\text{ex}} \int [\nabla^2 m \cdot \delta m] dV
\] (2.21)
From EQ 2.20 the effective exchange field is then given by

\[ H_{ex} = \frac{2A_{ex}}{\mu_0 M_s} \nabla^2 m \]  

(2.22)

2.3.3 Weak formulation of LLG

In order to implement LLG in a multiphysics software such as COMSOL, it is necessary to express the LLG equation in a weak form. The weak form requires an order reduction of the governing differential equation. Additionally, weakening the governing equation involves rewriting it in the form of a volume integral multiplied by a test function \( \psi \) as done in EQ 2.23 for the LLG equation:

\[
\int \left( \left[ \frac{\partial m}{\partial t} - \alpha \left( m \times \frac{\partial m}{\partial t} \right) \right] \cdot \psi + \mu_0 \gamma (m \times H_{eff}) \cdot \psi \right) dV = 0 \tag{2.23}
\]

From the definition of the effective field (EQ 2.2), the third term becomes:

\[
\int \mu_0 \gamma (m \times H_{eff}) \cdot \psi dV = \int \mu_0 \gamma \left( m \times [H_{ext} + H_{ex} + H_{anis} + H_d + H_{me}] \right) \cdot \psi dV \tag{2.24}
\]

Since the effective field due to the exchange interaction involves second order derivatives (see EQ 2.22), it must be weakened through integration by parts. Noting that the cross product is distributive, we have

\[
\int \mu_0 \gamma (m \times H_{ex}) \cdot \psi dV = \frac{2A_{ex} \gamma}{M_s} \int (m \times \nabla^2 m) \cdot \psi dV \\
\equiv \frac{2A_{ex} \gamma}{M_s} \int [m \hat{e}_n \times (m_{i,j} \hat{e}_i)] \cdot (\psi_s \hat{e}_s) dV \\
= \frac{2A_{ex} \gamma}{M_s} \int (m_n m_{i,j} \epsilon_{lni} \hat{e}_l) \cdot (\psi_s \hat{e}_s) dV \\
= \frac{2A_{ex} \gamma}{M_s} \int \epsilon_{sni} \psi_s m_n m_{i,j} dV
\]
In order to weaken the equation, it is necessary to “share” derivatives from the \( m_{i,j} \) term with the remaining terms. This is accomplished through integration by parts:

\[
\frac{2A_{ex}}{M_s} \int \varepsilon_{sni} \psi_s m_n m_{i,j} dV = \frac{2A_{ex}}{M_s} \left( \int (\psi_s m_n)_{,j} m_{i,j} \varepsilon_{sni} dV + \int (\psi_s m_n m_{i,j}) n_{j_sni} dS \right)
\]

From the boundary conditions we have \( \psi_s m_{i,j} m_n \to 0 \). Then EQ 2.3.3 becomes,

\[
\frac{2A_{ex}}{M_s} \int \varepsilon_{sni} \psi_s m_n m_{i,j} dV = -\frac{2A_{ex}}{M_s} \int (\psi_s m_n + \psi_s m_{n,j}) m_{i,j} \varepsilon_{sni} dV
\]

Noting that \( \psi_s m_{i,j} m_n \varepsilon_{sni} = 0 \), the exchange term reduces to

\[
-\frac{2A_{ex}}{M_s} \int (\psi_s m_n + \psi_s m_{n,j}) m_{i,j} \varepsilon_{sni} dV = -\frac{2A_{ex}}{M_s} \int m_{i,j} \psi_s m_n \varepsilon_{sni} dV
\]

Observe that \( m_{i,j} \psi_s m_n \varepsilon_{sni} = \varepsilon_{sni} m_n m_{i,j} \psi_s, j \), which is simply a cross product between the magnetization vector and its spatial derivatives dotted with the spatial derivative of the test function, i.e.,

\[
-\frac{2A_{ex}}{M_s} \int m_{i,j} \psi_s m_n \varepsilon_{sni} dV \to -\frac{2A_{ex}}{M_s} \int \sum_s \left[ \left( \frac{\partial m}{\partial x_s} \right) \cdot \frac{\partial \psi_s}{\partial x_s} \right] dV
\]

From EQ’s 2.23, 2.24, and 2.25 the weak formulation of the LLG equation is given by

\[
\int \left( \left[ \frac{\partial m}{\partial t} - \alpha \left( m \times \frac{\partial m}{\partial t} \right) \right] \right) \cdot \psi dV = \int \mu_s \gamma (m \times [H_{ext} + H_{antis} + H_d + H_{me}]) \cdot \psi dV
+ \frac{2A_{ex}}{M_s} \sum_s \int \left[ \left( \frac{\partial m}{\partial x_s} \right) \cdot \frac{\partial \psi_s}{\partial x_s} \right] dV
\]

Observe from the previous derivations that all the terms except the demag term are explicitly dependent on the magnetization vector \( (m) \). To account for the scalar potential (i.e., demag) in COMSOL, a separate PDE module for which there is a single dependent variable \( (\phi) \) must be used. The remaining terms in EQ 2.26 are then modeled in the second PDE module.
2.4 Conclusion

In this section, we presented two techniques used for modeling the magnetoelastic nanostructures studied in the remainder of this work. The first method involves solving only the Landau-Lifshitz-Gilbert micromagnetics equation using a finite difference method in which mechanical strains are represented as effective magnetic fields. The second method couples the LLG equation with the elastodynamics and piezoelectric constitutive equations and solves the system of PDE’s using an iterative finite element approach that captures the interdependence of nonuniform distributions of strain and magnetization. Lastly, building on this framework, a weak formulation of the LLG and elastodynamics equations was derived for implementation in a finite element numerical code.
2.5 Chapter References


3 Magnetic Microscopy and Simulation of Strain-mediated Magnetization Control in Ni Disks

3.1 Background

One of the primary goals of the field of spintronics is to electrically control magnetization in a reliable and efficient manner [1–4]. Many methods for manipulating magnetization electrically have been explored experimentally. For example, the coupling between ferroelectric and magnetic order parameters in single-phase multiferroic systems such as BiFeO$_3$ [5, 6] is one avenue by which electrical control of magnetism may be achieved [7–9]. Another example is the use of spin transfer torque (STT) for information encoding in magnetic memory devices such as magnetic tunnel junctions and domain wall motion devices [10–12]. An additional method for electrically controlling magnetism involves generating a spin-orbit torque through the spin hall effect for switching the magnetization in bilayers consisting of ferromagnets and heavy metals [13–15]. Lastly, electrical control of magnetism can be achieved by leveraging the magnetoelastic coupling in a piezoelectric/ferromagnet heterostructure, a method which has gained significant interest because of its ultra-low energy strain-mediated switching mechanism [16–19]. For this control scheme, an applied electric field generates a strain in the piezoelectric layer, and this strain then causes a change in the direction of the ferromagnetic layer’s easy axis through magnetostriction. Simulations suggest this strain-mediated approach can be used to switch the magnetic moment of a nanomagnet while dissipating less than 1.5 aJ, making this approach the most promising in terms of energy efficiency [20, 21].

Here we use scanning electron microscopy with polarization analysis (SEMPA) [22, 23] to study the strain-induced magnetization changes in Ni films and submicron disks patterned on a
ferroelectric \([\text{Pb(Mg}_{1/3}\text{Nb}_{2/3})\text{O}_3]_{0.68}[\text{PbTiO}_3]_{0.32}\) (PMN-PT) substrate. Strain is generated by applying an electric field to the underlying ferroelectric layer and SEMPA images taken before and after application of the electric field allow precise determination of changes to the three-dimensional vector magnetization with a resolution in the tens of nanometers. The magneto-electric coupling strongly affects the vortex magnetization patterns in the Ni disks. Specifically, the strain can either compresses a vortex state into two antiparallel domains that point along the strain defined easy axis, or it can remove the vortex core resulting in a single-domain state. The SEMPA images are used to quantitatively evaluate the accuracy of two types of micromagnetic simulations: one which treats the strain with a simple uniform uniaxial anisotropy, and another that fully couples elastodynamic equations with the Landau-Lifshitz-Gilbert (LLG) equation to capture the effects of the local structure of the strain on the magnetization. While both models produce satisfactory results, the fully-coupled elastodynamic and micromagnetic simulation produces more accurate results, demonstrating a deficiency in the standard micromagnetics formalism that uses a spatially uniform uniaxial anisotropy to model magnetoelastic effects. The improved accuracy of the fully coupled solution would be crucial in accurately predicting device designs/responses near instabilities or studies relying on highly magnetoelastic materials such as Terfenol-D (\(\text{Tb}_{0.3}\text{Dy}_{0.7}\text{Fe}_{1.92}\)).

### 3.2 Device Fabrication

The sample geometry considered here is illustrated in Figure 3.1. Submicron Ni disks were patterned on a 10 mm \(\times\) 10 mm \(\times\) 0.5 mm single crystal PMN-PT (011) substrate. The [100] in-plane crystallographic axis of the PMN-PT substrate is aligned with the sample’s y-direction while the [011] in-plane crystallographic axis is aligned with the x-direction. Planar electrodes are evaporated on the PMN-PT’s top (30 nm Pt) and bottom (30 nm Ta) surfaces. The disks have diameters ranging from 100 nm to 1000 nm and are patterned by electron beam lithography on the top (Pt) surface using a double layer of PMMA/MMA e-beam resist followed by electron beam evaporation of Ti(5 nm)/Ni(12 nm) and liftoff. The PMN-PT substrate was poled with a
0.8 MV/m electric field before the Ti/Ni film was deposited. Applying a post-poling electric field of 0.8 MV/m produces anisotropic in-plane strain. The differences in strain between $E = 0$ MV/m and $E = 0.8$ MV/m are $\varepsilon_{yy} = 1200 \mu$m/m and $\varepsilon_{xx} = -3200 \mu$m/m, as shown in Figure 1b for a similar substrate. The large strain jump at 0.6 MV/m is due to an electric field-induced phase transformation from the rhombohedral phase to the orthorhombic phase that is strongly dependent upon the PMN-PT composition. Optical and scanning electron micrographs illustrating the sample geometry are presented in Figure 3.1(c) and 3.1(d).

Figure 3.1: (a) Diagram of the sample geometry used in this work. Pt and Ta electrodes on either side of a 500 µm thick PMN-PT substrate are used to apply an electric field in the z direction. (b) Plot of strain in a similar PMN-PT substrate as a function of applied electric field. Uncertainties are derived from uncertainty of the instrument and are less than 5%. (c) Optical micrograph of the sample. The rectangular patterns are used for alignment and sample orientation during electron beam writing. The square patterns are the Ni nanostructure arrays. (d) Scanning electron micrograph showing Ni disks ranging from 100 nm to 1 µm in diameter. [24]
3.3 Modeling Overview

The magnetization data obtained by SEMPA are used to validate the modeling methods discussed in Sections 2.2 and 2.3. Specifically, two nickel disks of 400 nm and 600 nm diameter are modeled using the fully-coupled and purely micromagnetics formulations previously discussed in Ch 2. For each model, temperature fluctuations are neglected, but room temperature material properties are assumed. Additionally, each model assumes small elastic deformations and linear elasticity. Magnetocrystalline anisotropy is also neglected because the evaporated Ni film grain size (3 nm) is smaller than the exchange length. The ground state of each disk was determined by starting the system in a randomly oriented magnetic state and allowing it to settle into a stable configuration. The disks are modeled for the unstrained and strained conditions of the experiment. The strained model corresponds to a strain state with -3200 µm/m (compressive strain) along the x-axis and 1200 µm/m (tensile strain) along the y-axis. For the fully-coupled model, the geometry was discretized using tetrahedral elements with a size on the order of the exchange length of Ni (8.5 nm). The material properties used for the nickel disks were $M_s = 4.8 \times 10^5$ A/m, $A_{ex} = 1.05 \times 10^{-11}$ J/m, $\alpha = 0.08$, $\lambda_{100} = -46 \times 10^{-6}$, $\lambda_{111} = -24 \times 10^{-6}$, $c_{11} = 2.5 \times 10^{11}$ N/m$^2$, $c_{12} = 1.6 \times 10^{11}$ N/m$^2$, $c_{44} = 1.18 \times 10^{11}$ N/m$^2$. For the purely micromagnetics simulation, cubic elements (1 nm$^3$) were used to mesh the disks.

3.4 Results

Nanoscale imaging of the magnetization of the patterned structures was performed at room temperature using scanning electron microscopy with polarization analysis (SEMPA). SEMPA is a scanning electron microscopy technique in which the spin polarization of the secondary electrons is measured, allowing a map of the sample’s magnetization to be constructed [22, 23]. The initial magnetization configuration was set by applying a 120 mT magnetic field in the $+x$
direction. The surface was cleaned in situ with Ar+ ion beam etching to remove contaminants and native oxide. The etch process was monitored with Auger electron spectroscopy. Following cleaning, a few monolayers of Fe were evaporated onto the sample, a standard technique used to increase the spin polarization measured by SEMPA without altering the structure of the underlying magnetization [25]. We first studied the effect of an applied electric field on the magnetization of large Ni rectangles. Figure 3.2 shows SEMPA images of a corner of one of these rectangles. On the Ni portion of the sample, the magnetization of the Fe layer follows that of the underlying Ni, whereas on the surrounding substrate, the Fe magnetization forms its own domain structure. Note that the exchange coupling between the Fe layer and the Ni structures is much stronger than magnetostriction, so while the Fe deposited directly on the PMN-PT responds according to the Fe magnetostriction alone, the Fe deposited on the Ni is locked to the Ni magnetization, which has opposite magnetostriction. Figure 3.2(b) shows that without an applied electric field, the Ni is mostly magnetized in the $\pm y$ direction (determined by the rectangle’s shape anisotropy), while the Fe on the surrounding substrate is mostly magnetized in the $\pm x$ direction. The differences in orientation may be due to residual strain in the substrate that sets the initial Fe magnetization configuration during growth. As seen in Figure 3.2(c), when an electric field of 0.8 MV/m is applied, the substrate is strained, and the Ni magnetization rotates to point in the $\pm x$ direction while the Fe rotates to point in the $\pm y$ direction. In Figures 3.2(e) and 3.2(f), polar plots show the distribution of magnetization directions extracted from Figures 3.2(b) and 3.2(c), respectively. The opposite preferred magnetization axes of the Fe and Ni regions of the sample are due to the opposite signs of the magnetostriction coefficients for these two materials, i.e. Fe has a positive magnetostriction coefficient while Ni has a negative magnetostriction coefficient. The electric-field-induced anisotropic strain from the PMN-PT substrate produces an easy axis in the Fe along the $\pm y$ direction and an easy axis in the Ni along the $\pm x$ direction.

Figures 3.3(a)-3.3(d) show SEMPA images for the patterned nickel disks. The large disks exhibit a vortex magnetization pattern, while the small disks exhibit uniform magnetization. The diameter at which the crossover from vortex to single domain occurs (approximately 500
Figure 3.2: (a) Scanning electron micrograph showing the corner of a large Ni rectangle on a PMN-PT substrate. The entire area (substrate and Ni) is covered with a few monolayers of Fe to improve magnetic contrast in SEMPA. (b) SEMPA image showing the magnetization of the Ni rectangle as well as the thin layer of Fe on the PMN-PT substrate without an applied electric field. (c) Image of same area after straining the sample by applying a 0.8 MV/m electric field to the substrate. The magnetization directions in (b) and (c) are given by the color wheel in (d). This color scale is also used for all subsequent magnetization images in this work. (e) and (f): Polar plots showing the distribution of magnetization directions present in images (b) and (c), respectively. The blue portions represent the Fe magnetization, and the red portions represent the Ni magnetization. The strain produced by the applied electric field rotates the magnetization 90° and also slightly reduces the spread of the distribution of magnetization angles. [24]
nm) is not completely consistent due to the metastability of each state and the edge roughness in the individual disks. Using SEMPA, however, we can directly image the magnetization of each individual disk in its initial configuration and in the presence of an applied electric field, so the exact magnetization changes due to the magnetoelastic coupling with the substrate can be resolved on the nanoscale.

We focus on Ni disks initially magnetized in a vortex configuration, which allows us to probe the effect of strain on magnetization in all in-plane directions. In Figure 3.3(a)-3.3(d), we present SEMPA images of 400 and 600 nm Ni disks before and during the application of a 0.8 MV/m electric field. The 400 nm disk initially contains an off-center vortex (a), but the strain-induced anisotropy removes the vortex and rotates the disk’s magnetization to point in the +x direction (b). The 600 nm disk initially contains a vortex located in the disk’s center (c). Upon the application of the electric field, the regions of the magnetization parallel to the x-axis grow, while the regions of magnetization parallel to the y-axis shrink (d), as one would expect given the negative magnetostriction of Ni. The vortex core is not removed, but the strain in the piezoelectric substrate effectively compresses the vortex into two antiparallel domains. Note that because the strain is uniaxial rather than unidirectional, the disk does not enter a uniformly magnetized configuration.

The results of the fully-coupled simulations are presented in Figure 3.3(e)-3.3(h). Unlike the 400 nm disk in Figure 3.3(a), the 400 nm disk modeled here has a largely uniformly-magnetized ground state, though the magnetization does rotate at the disk’s edge. The overall magnetization rotates by 90° upon the application of strain. Again, we note that the edge roughness of the experimental disks and the metastability of the vortex state prevent the completely consistent experimental generation of a uniformly-magnetized ground state. The magnetization of the 600 nm Ni disk, initially in a circular vortex configuration, is compressed somewhat by the application of strain, qualitatively consistent with the SEMPA images.

The results of the purely micromagnetics model are presented in Figure 3.3(i)-3.3(l). The 400
nm and a 600 nm diameter Ni disks are first modeled without a uniaxial anisotropy to capture the no strain condition followed by application of a uniaxial anisotropy equivalent to a 150 mT effective field. The effective field is related to the strain by $3\lambda_s c_{44} (\varepsilon_x - \varepsilon_y)/M_s$. When the uniaxial anisotropy is imposed, the magnetization rotates to the $+x$ direction, consistent with Figure 3.3(b). The 600 nm disk shows a vortex ground state in the micromagnetic simulation and, consistent with the SEMPA data shown in Figure 3.3(d), the vortex in the 600 nm disk is compressed by the strain. In order to more quantitatively compare the SEMPA images and

Figure 3.3: The effect of strain on 400 nm and 600 nm diameter Ni disks. (a) and (b) show SEMPA images of the magnetization of a 400 nm Ni disk before and during application of a 0.8 MV/m electric field to the substrate. The off-center vortex is removed and the magnetization is mostly uniform in this case. (c) and (d) show SEMPA images for a 600 nm Ni disk. The vortex is compressed into two antiparallel domains. (e) and (f) show simulation results of the fully-coupled model for the magnetization of a 400 nm Ni disk without (e) and with (f) strain. The strain rotates the magnetization by 90°. Analogous results for the 600 nm disk are presented in (g) and (h). The initial vortex magnetization configuration is compressed into two antiparallel domains. (i)-(l) show simulation results of the purely micromagnetics model for the same systems as (e)-(h). The color scale used here is the same as that in Figure 3.2(d). [24]
the results of the two simulations, we extracted several line cuts of the magnetization angle $\phi$, as defined in the inset of Figure 3.4(a), taken in circles about the center of the 600 nm disk. Representative line cuts with a 225 nm radius are displayed in Figure 4 as a function of angular position $\theta$ on the disk. The most important item to note from these plots is that all three cuts (experiment, uniaxial anisotropy, and coupled solution) show the same functional form for both the unstrained and strained configuration. For the unstrained state seen in Figure 3.4(a), the disk’s magnetization is a circularly-symmetric vortex, and the magnetization angle varies linearly with angular position on the disk. In the strained case, as a consequence of the negative magnetoelastic response of the disk to the applied strain, magnetization in the $x$-direction (compressive direction) is favored at the expense of magnetization in the $y$-direction (tensile direction), causing the two step-like features seen in Figure 3.4(b). The plot shows that the magnetization in both the top ($0^\circ$-$180^\circ$) and bottom halves ($180^\circ$-$360^\circ$) of the disk is more uniform than in the unstrained state, i.e., the slope of the $\phi$ vs $\theta$ curve is shallower on the steps in Figure 3.4(b) relative to Figure 3.4(a). To be provide a better understanding of the differences between the experiment and analytical solutions we provide the following discussion. First, for the unstrained case shown in Figure 3.4(a) both the uniaxial anisotropy and coupled solutions accurately represent the Ni magnetization direction. This shows that both solutions reasonably predict the ground state of this material and selected geometry. This is reasonable because the fully-coupled system of equations should reduce to the LLG equation when no strain is applied. However, for the strained case there are distinct differences between the experiment, the uniaxial anisotropy, and the coupled solution. Specifically, there is significant disagreement for the top half of the disk (i.e., $0^\circ$-$180^\circ$). As shown in Figure 3.3(d), there are geometric imperfections that result in magnetic pinning effects not accounted for by either numerical model. Despite this, the coupled solution more accurately reflects the slope of the $\phi$ vs. $\theta$ curve of the experimental data in Figure 3.4(b). More importantly, for the lower half of the disk (i.e., $180^\circ$-$360^\circ$) the coupled solution is again more accurate since it nearly matches both the measured slope of the $\phi$ vs. $\theta$ curve and the measured magnetization direction $\phi$. The coupled elastodynamics-LLG simulation is more accurate because the strain and magnetization are coupled, such that an applied strain modifies the magnetization which in turns modifies the strain state. This is
in sharp contrast to the uniaxial anisotropy solution which only models the effect of strain on the magnetization state and neglects magnetization induced changes to the strain state. In addition to this lack of coupling, the elastodynamics-LLG solution can represent strain gradients through the volume of the disk. Inspection of Figure 3.4(b) also shows discrepancies between the experiment and both numerical solutions at 0°, 180°, and 360°. At these locations there are nearly antiparallel domain states resulting from the applied strain and this formation requires abrupt changes in magnetization direction along the diameter. These regions are unlikely to be resolved by SEMPA because of their small size and the lack of topographic contrast between areas near the edge of the disk. While the above data has shown the coupled solution is more accurate than the uniaxial anisotropy model, larger disparity with the uniaxial model is expected if a stronger magnetoelastic material such as Terfenol-D (Tb$_{0.3}$Dy$_{0.7}$Fe$_{1.92}$) were used in the study. Furthermore, greater disagreement (i.e., less accuracy of uniaxial model) between the models is also expected for geometric configurations that produce large strain gradients or are near magnetic instabilities.

To be provide a better understanding of the differences between the experiment and analytical solutions we provide the following discussion. First, for the unstrained case shown in Figure 3.4(a) both the uniaxial anisotropy and coupled solutions accurately represent the Ni magnetization direction. This shows that both solutions reasonably predict the ground state of this material and selected geometry. This is reasonable because the fully-coupled system of equations should reduce to the LLG equation when no strain is applied. However, for the strained case there are distinct differences between the experiment, the uniaxial anisotropy, and the coupled solution. Specifically, there is significant disagreement for the top half of the disk (i.e., 0°-180°). As shown in Figure 3.3(d), there are geometric imperfections that result in magnetic pinning effects not accounted for by either numerical model. Despite this, the coupled solution more accurately reflects the slope of the $\phi$ vs. $\theta$ curve of the experimental data in Figure 3.4(b). More importantly, for the lower half of the disk (i.e., 180°-360°) the coupled solution is again more accurate since it nearly matches both the measured slope of the $\phi$ vs. $\theta$ curve and the measured magnetization direction $\phi$. The coupled elastodynamics-LLG simulation is more
accurate because the strain and magnetization are coupled, such that an applied strain modifies the magnetization which in turns modifies the strain state. This is in sharp contrast to the uniaxial anisotropy solution which only models the effect of strain on the magnetization state and neglects magnetization induced changes to the strain state. In addition to this lack of coupling, the elastodynamics-LLG solution can represent strain gradients through the volume of the disk. Inspection of Figure 3.4(b) also shows discrepancies between the experiment and both numerical solutions at 0°, 180°, and 360°. At these locations there are nearly antiparallel domain states resulting from the applied strain and this formation requires abrupt changes in magnetization direction along the diameter. These regions are unlikely to be resolved by SEMPA because of their small size and the lack of topographic contrast between areas near the edge of the disk. While the above data has shown the coupled solution is more accurate than the uniaxial anisotropy model, larger disparity with the uniaxial model is expected if a stronger magnetoelastic material such as Terfenol-D were used in the study. Furthermore, greater disagreement (i.e., less accuracy of uniaxial model) between the models is also expected for geometric configurations that produce large strain gradients or are near magnetic instabilities.

Figure 3.4: Magnetization direction as a function of angular position on the disk for the unstrained (a) and strained (b) 600 nm disks. The inset in (a) defines the angles θ and φ. The circular line cuts are taken at \( r = 225 \) nm. The black line in (a) is a 4th order polynomial fit to the SEMPA data, and the black line in (b) is a piecewise linear fit to the SEMPA data. The constant offset between the SEMPA data and the elastodynamic-LLG simulation is due to pinning at irregularities at the disk edge, as noted in the text.[24]
3.5 Conclusion

In this section, we used SEMPA to directly image the vector magnetization of Ni structures before and after straining the underlying ferroelectric substrate and show that the magnetoelectric coupling allows the magnetization patterns to be manipulated. In particular, we demonstrate that the strain produces a uniaxial easy axis for the magnetization. For a disk initially magnetized in a vortex, the magnetization configuration is either eliminated from the disk or compressed into two antiparallel domains. These results can be successfully modeled both with basic micromagnetic simulations incorporating a spatially-uniform uniaxial anisotropy to model the strain as well as by fully-coupled micromagnetic elastodynamic simulations. However, the coupled solution more accurately captures the local effects of strain and for stronger magnetoeelastic materials or operation near instabilities a fully coupled solution should be used rather than simply adding a spatially-uniform magnetic anisotropy. We anticipate that the techniques described here will be useful in the design of devices utilizing strain to control magnetization [16–19].
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4 Voltage Induced Artificial Ferromagnetic-Antiferromagnetic Ordering in Synthetic Multiferroics

4.1 Background

Significant research interest has focused on controlling magnetism at the nanoscale [1, 2]. The motivation for many of these studies stems from non-volatile random-access memories (NVRAM) based on nanomagnetic elements. In this application space, researchers have exploited phenomena such as the spin hall effect and spin transfer torque for spintronic devices to manipulate the magnetic state of nanopatterned bits and logic elements [3–8]. Although these previous techniques offer methods for controlling nanoscale magnetism, alternatives have been sought due to the comparatively large energy dissipation associated with these mechanisms[5].

Specifically, heterogeneous multiferroic structures combining piezoelectric and magnetoelastic elements have dramatically reduced write energy dissipation by orders of magnitude in comparison to previous spintronic devices [9–11]. These multiferroic structures rely on strain transfer between the piezoelectric substrate and the magnetoelastic elements to produce magnetic state changes [12–22]. For example, the magnetization of a chain of single domain nanomagnets patterned on top of a piezoelectric substrate can be manipulated to propagate information [23–28]. This control is accomplished by combining shape anisotropy with dipole coupling between neighboring elements. In addition to controlling the magnetic state of multiferroic nanomagnets, strain has been used for altering ferromagnetic and antiferromagnetic phases in EuTiO$_3$ and the magnetic FeRh [29, 30] material. For example, researchers have been able to modify the relative proportions of antiferromagnetic and ferromagnetic phases in FeRh via voltage in-
duced strains [30, 31]. While both strain mediated magnetic manipulation of dipole coupled elements as well as changes in state have been studied, there is a relative lack of studies focused on using dipole coupled elements to transition between macroscopically antiferromagnetic and ferromagnetic states.

Here we demonstrate the voltage induced strain control of magnetism in a nanoscale array of single domain dipole-dipole coupled nanomagnets. The analytical and experimental data show a voltage induced transition between a high magnetic remanence state to a low magnetic remanence state. Discrepancies between analytical and experimental results are explained in terms of geometric defects present in the fabricated samples.

4.2 Modeling and Experimental Setup

The three geometries (C1, C2, and C3) considered along with the corresponding x–y coordinate system are illustrated in Figure 4.1(a) and consist of elliptical and circular nanodots separated by an edge to edge distance of 50 nm. The circular features are 100 nm in diameter and the major and minor axes of the ellipses are 135 nm and 75 nm, respectively. To evaluate the influence of fabrication defects on magnetic hysteresis, a geometric defect is added into configuration C1 as shown in Figure 4.1(b). The defect is modeled as a semicircular region located at $\theta = 30^\circ$ with a 10 nm radius and having a constant magnetic anisotropy (e.g., $K_d = 90 \text{ kJ/m}^3$) along the [110] direction that represents magnetic pinning effects caused by imperfections in fabricated samples [19]. When an electric field of 0.8 MV/m is applied, there is a strain gradient across the elements. Since the model assumes a uniform strain distribution, the effects of strain and geometric defects are taken into account as a ratio ($\beta = K_d/K_\varepsilon$). This represents the ratio of defect anisotropy to the magnetoelastic anisotropy induced by the mechanical strain. Anisotropy ratios were studied between 2.2 and 10.2. Similar defect studies are conducted for C2 and C3 with defects included in all circular nanodots of each configuration.
Figure 4.1: (a) Schematic of simulated magnetoelastic nanodot configuration with dimensions. (b) Illustrative example of 10 nm defect located at $\theta = 30^\circ$ from the chain axis for configuration 1 pinning effect hysteresis model with anisotropy directed along [110]. [32]

The numerical hysteresis curves are obtained by first applying a bias field of 600 Oe along the positive $x$-axis and allowing the magnetization to stabilize for 1 ns. The applied fields are then varied in 50 Oe increments for $|600 \text{ Oe}| > H_{app} > |250 \text{ Oe}|$ and varied in 10 Oe increments for $H_{app} \leq |250 \text{ Oe}|$. The applied field is held constant for 0.3 ns and then volume-averaged magnetization values for the configuration are recorded. The selected time steps were chosen based on convergence simulations. The nanodots are discretized in 1 nm$^3$ elements and the material properties used for nickel are $M_s = 4.6 \times 10^5$ A/m, $A_{ex} = 1.05 \times 10^{-11}$ J/m, $\alpha = 0.08$, $\lambda_s = -34 \times 10^{-6}$, and $Y = 200$ GPa. The modulus of the PMN-PT substrate is $Y_p = 140$ GPa.

Figure 4.2(a) shows the C1-C3 device profile with corresponding layer thicknesses. Fabrication consists of depositing (Au, Pt) planar electrodes on a 10mm x 10mm x 0.5mm (011) single crystal [Pb(Mg$_{1/3}$Nb$_{2/3}$)O$_3]_{0.68}[\text{PbTiO}_3]_{0.32}$ (PMN-PT) substrate. This composition is chosen because it is near the morphotrophic phase boundary where the piezoelectric response is largest. Following poling, the single domain Ni nanostructures are fabricated on the top surface using e-beam lithography as described in Refs. [25] & [33]. The [100] and [011] crystallographic axes of the ferroelectric substrate are aligned with the $x$-axis and $y$-axis, respectively. Figures 4.2(b)-4.2(d) show SEM micrographs of all three fabricated configurations (C1-C3). Each
configuration is fabricated in arrays covering a 1 mm² area and spaced 1 mm apart. In an array, each configuration has a spacing of 270 nm in the x-direction and 500 nm spacing in the y-direction. These arrays provide sufficient magnetic signal for measuring in an experimental setup. Hysteresis measurements are made for all three nanodot array configurations using longitudinal MOKE. The magnetic field ranges between ±600 Oe along the x-axis in 25 Oe increments. Measurements are recorded at either 0 MV/m or 0.8 MV/m electric fields for each magnetic field value and averaged over 50 iterations. The 0.8 MV/m electric field produces in-plane anisotropic strains of $\varepsilon_x = 1200 \mu m/m$ and $\varepsilon_y = -3200 \mu m/m$ [33]. The magnetization data is recorded using a standard lock-in technique and the measured data represents an average magnetic response of the nanodot array 9.
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Figure 4.2: (a) Schematic of fabricated device illustrating sample materials and thicknesses. (b-d) SEM micrographs of configurations 1-3, respectively. [32]
4.3 Results

Numerically and experimentally generated hysteresis curves, with bias fields applied along the x-axis, are presented for C1-C3 at $E = 0$ MV/m and $E = 0.8$ MV/m. Simulated curves are presented first followed by magnetization curves measured with MOKE magnetometry. Lastly, numerically generated hysteresis curves accounting for fabrication defects are given to explain differences between modeled and measured values.

Figures 4.3(a)-4.3(c) provide modeled hysteresis curves along the x-axis of C1-C3 for $E = 0$ MV/m (unstrained) and $E = 0.8$ MV/m (strained) cases. Without electric field the magnetic remanence and coercive field values are ($Mr = 0.48$, $Hc = 50$ Oe) for C1, ($Mr = 0.75$, $Hc = 100$ Oe) for C2, and ($Mr = 1.00$, $Hc = 350$ Oe) for C3. Applying an electric field of 0.8 MV/m reduces the remanence and coercive field values to zero for all three configurations. The increasing trend of Mr and Hc values for C1-C3 when $E = 0$ MV/m, are explained by shape anisotropy and dipole coupling between the nanodots. At saturation, dipole coupling between the nanodots favors magnetization alignment along the x-axis for all configurations. However, when the field is withdrawn, C1, C2 and C3 behave differently. Figure 4.3(c) shows that dipole coupling between the nanodots maintains parallel magnetization alignment (i.e., artificial ferromagnetic ordering) along the x-axis when $H_{app} = 0$ Oe. The magnetization of C2 does not completely align along the x-axis when $H_{app} = 0$ Oe because the shape anisotropy of
the ellipse causes its magnetization to lie along the $y$-axis for this field. Consequently, dipole coupling causes the magnetization of its nearest circular nanodot to rotate towards the $y$-axis. However, dipole coupling between the remaining circular nanodots limits this rotation resulting in the semi-artificial ferromagnetic state of Figure 4.3(b). Similarly, the magnetization of the ellipse in C1 lies along the $y$-axis for $H_{app} = 0$ Oe and, through dipole coupling, causes rotation of the circular dot’s magnetization. As shown in Figure 4.3(a), the rotation angle is greater in C1 compared to C2 because there is only one circular feature. That is, the additional dipole coupling of the extra circular nanodots in C2 is not present in C1, hence the ellipse exerts greater influence on the nanodot of C1. The remanence values for C1-C3 indicate that the $x$-axis is magnetically hardest for C1 and easiest for C3, thus explaining the increase in $H_c$ from C1-C3 when no electric field is applied. The models thus show that nanostructures can be used to achieve artificial ferromagnetic behavior that is tunable by the choice of geometry.

Magnetoelastic effects explain the reduction of $M_r$ and $H_c$ to zero for all configurations when $E = 0.8$ MV/m (i.e., strain is applied). The application of an electric field generates a compressive piezoelectric strain along the $y$-axis. The voltage induced magnetoelastic anisotropy of the Ni nanodots in all configurations favors magnetization alignment along the compressive axis (i.e., $y$-axis) because Ni is negatively magnetostrictive. In C3 magnetoelastic effects combine with dipole coupling to cause antiparallel alignment of the nanodot magnetizations as shown in the insets of Figure 4.3 (i.e., artificial antiferromagnetic ordering). For C2 and C1, the shape anisotropy of the ellipses, in addition to the magnetoelastic response of the nanodots, combine with dipole coupling to cause the observed complete antiparallel magnetization alignment. In contrast to the unstrained ($E = 0$ MV/m) configurations, C1-C3 do not saturate at an applied field of 600 Oe for $E = 0.8$ MV/m because the bias field is insufficient to overcome the combination of magnetoelastic, shape, and dipole effects. This indicates that the added magnetoelastic anisotropy causes the $x$-axis to become magnetically very hard resulting in zero coercive field and zero remanence values for all configurations. Compared with the unstrained case, these results show a voltage induced transition from artificial ferromagnetic ordering (parallel alignment) to artificial antiferromagnetic ordering (antiparallel alignment) using patterned
Figures 4.4(a)-4.4(c) present hysteresis curves, measured by longitudinal MOKE magnetometry, for the C1-C3 device at applied electric fields of 0 MV/m and 0.8 MV/m. The applied magnetic bias fields are applied along the $x$-axis and vary between ±600 Oe. Without mechanical strains (i.e., $E = 0$ MV/m) the remanence and coercive field values are ($M_r = 0.43$, $H_c = 36$ Oe) for C1, ($M_r = 0.73$, $H_c = 40$ Oe) for C2, and ($M_r = 0.87$, $H_c = 45$ Oe) for C3. Figures 4.4(a)-4.4(c), show that when and electric field of 0.8 MV/m is applied, the measured magnetic remanence and coercive field values are (0.16, 34 Oe) for C1, (0.22, 38 Oe) for C2, and (0.24, 45 Oe) for C3. The overall trends in remanence and coercive field values of the experimental data for $E = 0$ MV/m are similar to the simulations, but there are some differences. Specifically, the remanence and coercive field values increase from C1-C3 in accordance with the micromagnetics model. However, the measured $M_r$ and $H_c$ values are different from the numerical solutions. Also, in contrast to theory, the measured data indicates that the $x$-axis is magnetically harder in C3 than C2. This can be explained with two assumptions about the magnetization of the nanodots. First, assume that the magnetization of the ellipse in C2 completely aligns along the $y$-axis at $H_{app} = 0$ Oe. Secondly, assume that each of the four nanodots in C2 and C3 account for one fourth of the total magnetization in each configuration. Consequently, without a bias field only the circular nanodots of C2 and C3 contribute to $M_r$ so that that maximum possible remanence values of these configurations are 0.75 and 1.0, respectively.
Based on these assertions, the measured data suggest that $0.74/0.75=99\%$ of the nanodots in C2 remain pointed along the $x$-axis at $H_{app} = 0$ while $0.87/1.0=87\%$ of the circular nanodots of C3 point in this direction for the same field. These results suggest the presence of geometric defects since they pin the magnetization of the nanodots.

Applying a 0.8 MV/m electric field to the sample reduces the remanence and coercive field values for all configurations, but these reductions are lower than simulation predictions. In particular, the simulations suggest that $M_r$ of each configuration should reduce to a similar value (i.e., $M_r = 0$). The measurements show this $M_r$ decrease, however the remanence values are much higher ($M_r \approx 0.20$). Additionally, the simulations show that $H_c$ should reduce to 0 Oe for C1-C3, but the measured values only slightly decrease from the unstrained state (i.e., $E = 0$ MV/m). Imperfections arising during fabrication of nanostructures have been shown to limit the rotation of device magnetization\textsuperscript{14}. Hence, the measured data suggests that similar pinning sites are present in the sample and are responsible for the device response in both the presence and absence of electric fields. Although the measured data does not show switching from artificial antiferromagnetic to artificial ferromagnetic ordering, it does show a reduction in $M_r$ from the unstrained state ($E = 0$ MV/m) to the strained state ($E = 0.8$ MV/m), as predicted by the model.

Figures 4.5(a)-4.5(c) present numerically generated hysteresis curves of C1-C3 which contain semicircular defects and aid in the explanation of discrepancies between the measured and simulated data. For the case of $E = 0.8$ MV/m, the non-uniform strain distribution and effect of geometrical defects are taken into account as a ratio ($\beta = K_d/K_e$) of the defect anisotropy to the equivalent anisotropy of applied mechanical strain for $2.2 \leq \beta \leq 10.2$. The defects are located on the periphery of all circular nanodots at $\theta = 30^\circ$ for C1-C3. The remanence and coercive field values from the defect models for $E = 0$ MV/m are in close agreement with experiment and produce $M_r = [0.44, 0.74, 0.82]$ and $H_c = [39, 47, 50]$Oe for C1, C2, and C3, respectively. For the strained cases (i.e., $\beta$ cases), closest agreement, with $M_r$ and $H_c$, to experiment was obtained with $\beta = 10.2$. The corresponding remanence and coercivity values were
$Mr = [0.06, 0.12, 0.11]$ and $H_c = [25, 25, 40]$ Oe for C1-C3. The accuracy in determining $Mr$ and $H_c$ by simulation of strain-based nanostructure devices is improved by accounting for fabrication defects in the model using localized regions of constant magnetic anisotropy directed along a fixed axis. When defects are included in the $E = 0$ MV/m models, the simulation error in $Mr$ is reduced from 11%, 2.7%, 14% to 2.2%, 1.3%, 6% for C1, C2, C3. Additionally, the simulation error in $H_c$ is reduced from 28%, 60%, 87% to 7.7%, 15%, 10% for C1, C2, C3. This improvement is achieved because the defect produces, through the exchange interaction, local regions favoring inclination away from the $x$-axis. For C3 this causes a portion of the volume in each nanodot to misalign with the $x$-axis thereby decreasing the magnetic remanence of C3 relative to the simulations without defects. Furthermore, since these local regions make the $x$-axis less energetically favorable, the nanodots can be demagnetized with lower applied fields resulting in a reduction of coercive field for C3. Similar effects are seen in C2 and C1 resulting in better prediction of Mr and Hc values. The strong agreement between the measured values and defect simulations for $E = 0$ MV/m suggest that pinning sites are present in the sample. Furthermore, the presence of defects would lead to significant strain gradients making the assumption of uniform strain distributions highly inaccurate and thus responsible for the severe disagreement between simulation and measured values for $E = 0.8$ MV/m. Although the defect studies for an applied strain are not as well matched as the unstrained studies, they provide further evidence for geometric defects causing discrepancies between measured and modeled hysteresis loops.
4.4 Conclusion

In this section, three configurations of patterned multiferroic nanostructures were proposed for producing transitions between artificially produced antiferromagnetic and ferromagnetic states. This functionality has been demonstrated numerically, but not experimentally validated, and there is quantitative disagreement between model and experiment. The quantitative differences are related to geometric defects present in the fabricated samples and when these artifacts are accounted for, there is relatively good quantitative agreement, in $M_r$ and $H_c$, between simulations and experiment but these pinning sites prevent complete transitions between artificial antiferromagnetic and artificial ferromagnetic magnetic arrangement. This demonstration and understanding of the role that defects play in strain mediated electrical nanoscale devices can lead to more effective control of magnetism with potential application for nanoscale motors or nanomanipulation.
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5 Deterministic Switching of Dipole Coupled Nanoellipses

5.1 Background

Magnetoelectric heterostructures with deterministic magnetization reorientation offer a new approach to nanoscale devices such as memory and nanomotors [1–3]. Deterministic control refers to controlling the direction of magnetization rotation in a repeatable manner. This requires the breaking of symmetry in the magnetic energy profile together with a mechanism to control the magnetization energy landscape. There are multiple mechanisms that can be used to drive magnetization reorientation in magnetic heterostructures. These include application of an external magnetic field, injection of spin current, changing the magnetic dipole interactions with neighboring structures, and using strain to change the magnetoelastic energy [4, 5]. Among these the latter, in the form of strain-coupled magnetoelectric heterostructures, has been shown to be the most energy efficient [6]. Strain-coupled magnetoelectric heterostructures are composite structures with thin magnetoelastic materials on top of piezoelectric substrates. When voltage is applied to the piezoelectric substrate, an in-plane strain is generated. This strain couples to the magnetoelastic material, driving magnetization reorientation.

The design of magnetoelectric heterostructures with deterministic switching behavior requires control of the various contributions to the magnetic energy anisotropy. These include the magnetocrystalline anisotropy, external magnetic field (Zeeman), magnetization gradient (exchange), magnetoelastic, and shape (magnetostatic) anisotropy [7]. The magnetocrystalline anisotropy energy is associated with the crystal structure, with some materials displaying an easy axis and a hard axis of magnetization associated with various crystallographic directions. The Zeeman Energy is associated with the energy produced from an external magnetic field of any origin. The exchange energy is associated with the interaction energy between two mag-
netic moments within a material. Exchange energy is a quantum effect that acts over short distances (equivalent to the exchange length of the material) between neighboring magnetic spins. The magnetoelastic energy is associated with magnetostriction where strain modifies the magnetic energy profile, inducing easy and hard directions of magnetization. The shape anisotropy (demagnetization energy) is the energy associated with the internal magnetic field opposing the direction of magnetization within the magnetic element. Shape anisotropy can also induce easy and hard directions. The effective magnetic field at a point is found by taking the partial derivative of the magnetic energy with respect to magnetization. This effective field produces a torque on the local magnetic moments, driving them to rotate toward the direction that minimizes their energy in the effective field.

The symmetric shape anisotropy of an ellipse, with an easy direction along the major axis and hard direction along the minor axis, can be changed with applications of anisotropic energies of different origins. The application of in-plane strain to a magnetoelastic ellipse can rotate the easy direction away from the major axis. If the magnetoelastic constant of a material, $\lambda_s$, is positive, the direction of a uniaxial tensile stress component becomes easier to magnetize. Similarly, if $\lambda_s$ is negative, the direction of a uniaxial compressive stress component becomes easier to magnetize [7]. This effect is enhanced when the stress state is biaxial with orthogonal tensile and compressive stress components. In a magnetoelectric heterostructure, this stress is induced by coupling to the strain produced by an electric field in a piezoelectric. When the principal strain components align with the major and minor axes of the ellipse, and are of sufficient magnitude and have the correct sign to make the minor axis become the easy axis, the magnetization will rotate a full 90° in either a clockwise or counter-clockwise direction [8]. To achieve deterministic switching, the symmetry of the magnetic energy must be broken. Several methods have been proposed to accomplish this in strain-mediated multiferroic heterostructures, generally leading to complex nanomagnet geometries and electrode configurations. Among these are a four-fold-symmetry nanomagnet1 and a “cat-eye” geometry [9]. Fabrication of these structures with complicated geometries and patterned electrodes with multiple leads can be more difficult than fabrication of the proposed three nanoellipse structure and
requires a complex control strategy to drive the magnetization reorientation.

Several methods have been developed to obtain deterministic control of magnetization rotation. Patterned electrodes can be used to sequentially rotate the strain for deterministic control. This requires a complicated control mechanism since each pair of electrode must be actuated in sequence [1, 9, 10]. A simpler control mechanism was proposed by Li et al. for 180° out-of-plane magnetization switching [11]. This method, known as strain-mediated ballistic switching, takes advantage of magnetization dynamics. Magnetization has angular momentum, and thus undergoes damped precession about the direction of an effective magnetic field when the field undergoes a sudden change. Ballistic switching was extended by Peng et al. [12] to in-plane 180° magnetization switching using two electrodes and a single short voltage pulse. A finite element simulation was used to demonstrate strain-mediated ballistic switching in a single CoFeB ellipse on a PZT thin film. The magnetization in the ellipse was initially aligned with the positive x-axis \( m_x = 1 \) parallel to the major axis of the ellipse with the y-axis aligned with the minor axis. Two electrodes perpendicular to the x-axis were actuated and produced approximately 1100 ppm in-plane tensile strain along the ellipse y-axis. The y-axis, with tensile strain large enough to overcome the demagnetization energy, became the new easy axis of magnetization for the CoFeB element. The tensile strain drove the magnetization to precess about the y-axis. The voltage induced strain was released when \( m_x \) was between the 0 and -1. With the strain removed, damped precession began with the magnetization moving about the negative x-direction and damped to 180° from its original configuration. This simpler control mechanism requiring only a single voltage pulse is implemented in the three-ellipse geometry discussed below.

Design of the geometry to enable control of the magnetization dynamics of the three ellipse configuration was performed in two steps. First, simulations were performed using a conventional micromagnetics finite difference code without strain coupling. The conventional micromagnetics simulation was used to create the initial geometry of the three ellipse structure. The uncoupled micromagnetics model assumes uniform strain, therefore neglecting the strain
variations present in the magnetoelastic material [13]. Next, simulations were performed using a finite element code with coupled micromagnetics, elastodynamics, and linear piezoelectric constitutive behavior to assess the magnetization dynamics associated with the geometry and effects of strain gradients across the structure.

5.2 Micromagnetics Model and Parametric Sweeps

Previous simulations of a magnetic tunnel junction described in the literature indicated that properly positioning side magnetic elements can help reduce the energy needed to produce magnetization reorientation in the central element; however, no size ranges were provided [14]. Here, initial values of geometric parameters for a three-ellipse design were obtained using the conventional micromagnetics code of Section 2.2. The three-ellipse geometry is defined in Figure 5.1a. The major and minor axes of the three ellipses, $a_0$, $b_0$, $a_1$ and $b_1$ and the angle $\phi$ were varied with $\theta$ fixed at 45° to obtain geometries in which the magnetization of the outer ellipses would drive magnetization rotation in the inner ellipse. Figure 5.1 displays results from one of these simulations in which the magnetization of the outer ellipses was able to drive reorientation of the magnetization of the inner ellipse. The magnetization in the inner ellipse was initialized in the positive $y$-direction and the magnetizations in the outer ellipses were initialized along their major axes at 45°. The micromagnetics code was then run to obtain the stable magnetization state. The equilibrium magnetization state of this system is shown in Figure (1b). The magnetization in the outer ellipses was then reinitialized and held fixed at $-45^\circ$ (5.1c) and the micromagnetics code was run again to obtain the stable equilibrium state. The desired result was the 180° magnetization rotation in the central ellipse shown (5.1d).

The geometry in Figure (5.1a) gives a potential design, but it is challenging to achieve with current fabrication capabilities since the three ellipses are in contact. To obtain a refined three ellipse design, feature sizes were varied within the range of available fabrication techniques. Electron beam lithography processes that can be used for fabrication of such a device can produce patterns on the order of 30 nm with a tolerance of $\pm 5$ nm. Resolutions as low as 10
nm with a tolerance of ±2 nm can be achieved with further processing steps, these include processing at low temperatures (∼ 2°C) [16, 17]. A minimum ellipse dimension of 50 nm was chosen with a separation distance of 15 nm between any two ellipses to account for fabrication tolerances. The final dimensions of the inner and outer ellipses were $a_0 = 95$ nm, $b_0 = 125$ nm, $a_1 = 75$ nm, and $b_1 = 50$ nm. Each ellipse was 4 nm thick. $\theta$ and $\phi$ were chosen to be 45° and 70° respectively.

Next, strain-mediated ballistic switching was simulated using the conventional micromagnetics code that does not directly include magnetoelastic energy terms. The effects of mechanical strains were modeled indirectly by applying time varying uniaxial anisotropies within each ellipse. Strains were converted to magnetic anisotropies using $K_u = 1.5\lambda_s E (\varepsilon_x - \varepsilon_y)$ for implementation in the micromagnetics software [7]. $K_u$ is the uniaxial anisotropy constant, $E$ is the Young’s Modulus of the material, and $(\varepsilon_x - \varepsilon_y)$ represents the average in-plane strain of each ellipse. In previous models of Ni/PZT multiferroic heterostructures with perpendicular magnetization reversal, large and unrealistic biaxial strains of up 13,000 ppm in the 100 nm PZT substrate were used to drive magnetization reorientation [18]. In this study, we applied strains as high as 5000 ppm along the minor axis of each outer ellipse to induce ballistic switching in these ellipses. This will need to be further reduced if PZT is used as the piezoelectric layer, but this strain level can be achieved with single crystal PMN-PT [19]. This preliminary geometry was next assessed using the fully coupled finite element model.


5.3 Fully-coupled Model

The fully-coupled model of section 2.3 was used to assess the effects of strain and magnetization gradients on the magnetization dynamics of the three-ellipse design chosen from the parametric sweeps presented in Section 5.2. Specifically, the fully-coupled simulations were performed with a geometry that included the piezoelectric substrate and conductive electrodes. In this geometry, the three CoFeB ellipses were positioned on a 700 nm x 700 nm x 500 nm PZT-5H substrate. The Gilbert damping constant, magnetic saturation, exchange constant, elastic constants, and magnetostrictive coefficient of CoFeB used in the model were [20–24] $\alpha = 0.0120-22$, $M_s = 1 \times 10^6$ [A/m] $A_{ex} = 1.5 \times 10^{-11}$ [J/m] $c_{11} = 2.8 \times 10^{11}$ [N/m$^2$] $c_{12} = 1.4 \times 10^{11}$ [N/m$^2$] $c_{44} = 0.7 \times 10^{11}$ [N/m$^2$] $\lambda_s = 110 \times 10^{-6}$ 23-24. A pair of electrodes was placed on either side of each smaller ellipse, with 250 nm separation between each electrode. These electrodes were shaped as trapezoids with the dimensions $l_1 = 75$ nm, $l_2 = 150$ nm, and $h = 50$ nm. Figure (5.2b) is a top view of the geometry used in the fully-coupled finite element model. Low reflecting boundary conditions were applied to the four edges of the PZT substrate to simulate infinite width. This boundary condition eliminated wave reflections within the substrate. The top of the substrate was free to displace in the $z$-

Figure 5.2: (a) Isometric view (b) Top view of three ellipse configuration and electrodes used in fully-coupled finite element simulations. [15]
direction. The displacements at the bottom surface were fixed such that $u_1 = u_2 = u_3 = 0$. The bottom surface of the substrate was the ground plane. Voltage was applied to the trapezoidal electrodes on the top surface. A tetrahedral mesh was used for the PZT substrate. The magnetic elements used a swept triangular mesh. The largest mesh size in the magnetic domain was set according to the exchange length of CoFeB which is 4.9 nm. The exchange length is given by $l_{ex} = \sqrt{\frac{2A_{an}}{\gamma_0 M_s^2}}$ [25]. Thus, the maximum mesh size used in the model was 5 nm to capture the exchange effects.

The magnetization in each ellipse was initially aligned in the positive y-direction and allowed to relax to steady state for 1ns before the pulsed voltage was applied. A series of 7.3V pulses was applied to each electrode. This is well below the breakdown electric field of 25 MV/m for PZT thin films [12]. This pulse was applied for 0.22ns at an interval of 4ns between each pulse to achieve $360^\circ$ rotation. The pulse produced an average tensile strain along the minor axis of 4,400 ppm in the outer ellipses and 1,800 ppm in the inner ellipse. Although previous devices using thin film PZT have been proposed using larger strains values, strains above 1,800 ppm in thin film PZT are not possible to achieve. Other piezoelectric substrates must be considered for fabrication and testing of this device. However, for a proof of concept of a deterministic magnetization rotation, we considered strains as high at 5,000 ppm. Figure 5.3 illustrates the input voltage pulse applied to the electrodes and the corresponding in-plane strain it produced in each ellipse.

## 5.4 Results

The strain-induced magnetic response of the three ellipse heterostructure is discussed below. First, the temporal response predicted by the conventional micromagnetics formulation is given. Second, the results of the fully-coupled model are presented. The differences in the device behavior predicted by the two different modeling approaches is then discussed.
The conventional micromagnetics simulation did not produce 180° ballistic switching of the outer ellipses when they were subjected to a 1 ns duration change in magnetic anisotropy equivalent to that produced by the strain pulse in the fully-coupled model. Consequently, the magnetization of the inner ellipse could not be rotated 360° without reinitializing the magnetization in the outer ellipses. The magnetization of the outer ellipses rotated a maximum of 115° with respect to the horizontal x-axis in response to the anisotropy change while the inner ellipse’s magnetization rotated 50° degrees clockwise. For full 180° degrees switching of the outer ellipses, the magnetization must rotate past 135° degrees with the application of strain. These results indicate that uniaxial strain induced anisotropy changes could not overcome the dipole coupling between the three ellipses that favors parallel alignment of their magnetization.

In the fully-coupled model, 360° magnetization switching of the inner ellipse was achieved by two consecutive 180° ballistic switches of the two outer ellipses as seen in Figures 5.4a and 5.4b. The magnetization of the inner ellipse completed its first 180° switch (1 to -1) in 1.6 ns while the outer ellipses achieved 180° reorientation in 1.3 ns. Given a wave speed of approximately 4000 m/s in PZT-5H, reorientation of the inner ellipse is expected to begin approximately 30ps after the initial voltage is applied. Figure 5.4b indicates that the magnetization of the outer ellipses begin to rotate at $t = 1.03$ ns while the magnetization of the inner ellipse starts rotating at $t = 1.08$ ns. This difference indicates magnetic reorientation.
of the inner ellipse was driven by the effective field (i.e., dipole coupling) produced from the magnetization configuration of the outer ellipses. Hence, when the outer ellipses are switched ballistically, magnetic reorientation of the inner ellipse occurs due to the effective field of the side ellipses. This effective field is a result of the magnetization distribution within each ellipse. The internal magnetization and the effective magnetic field it produces is dependent on the aspect ratio of each ellipse. The effective field of each ellipse element was approximated using the field of a magnetic dipole. By simplifying the three ellipse design to a three dipole system, the torque exerted by the outer ellipses results in counterclockwise rotation of the inner ellipse’s magnetization. The difference in predicted behavior between the two models is due to non-uniform strain distributions that are captured only by the fully coupled model. In the simplified micromagnetics model, the uniaxial anisotropy within the ellipses fails to capture these strain gradients. Consequently $360^\circ$ magnetic switching of the inner ellipse is demonstrated by the fully-coupled model, but not found using the micromagnetics simulation. In the fully coupled model, all three ellipses are subjected to time dependent compressive and tensile strains. The non-uniform strain distribution is the result of the interaction of mechanical waves within the substrate that arise from having two pairs of electrodes actuated simultaneously. The non-uniform distribution creates multiple hard and easy axes of magnetization inside the inner ellipse which makes rotations easier. This variation in strain helps drive magnetization rotation of the inner ellipse after reorientation in the smaller ellipses.

Figure 5.4: (a) $m_y$ of the inner ellipse demonstrating $360^\circ$ ballistic switching in fully-coupled model. (b) $m_y$ of magnetization in one of the outer ellipses. [15]
5.5 Conclusion

In this section, a conventional micromagnetics simulation and a fully-coupled finite element model was used to simulate a three-ellipse heterostructure capable of 360° deterministic magnetization rotation in a new multiferroic heterostructure. The heterostructure was composed of three CoFeB nanoellipses layered on top of a PZT thin film. In the micromagnetics model, the strain in each was simulated as a uniaxial anisotropy along the minor axis of each ellipse. The outer ellipses and larger ellipse were simulated with uniaxial strains of 5000 ppm and 1800 ppm strain respectively. In this simplified simulation, the magnetization within the three ellipses did not rotate 360°. Instead, the magnetization stayed in its original configuration and no rotations were observed in the structure. In the fully-coupled model, the magnetization of the larger ellipse underwent 360° counterclockwise rotation after ballistic switching of the outer ellipses. The magnetization of the outer ellipses was switched using a 7.3 V pulse applied for 0.22 ns to cause 180° rotation. Then an identical second pulse was applied to create full 360° rotation. The voltage pulses produced a tensile strain along the minor axis of each ellipse. The larger and smaller ellipses experienced strains of approximately 1800 ppm and 4400 ppm respectively. This demonstrates the necessity of having a fully-coupled simulation to accurately predict the behavior of multiferroic heterostructures, especially in the dynamic regime. The strain gradients that occur in the physical device are not captured by the simplified approximation of the micromagnetics model. The fully-coupled finite element model better predicts the magnetization dynamics in multiferroic heterostructures.
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6 Voltage Control of Magnetic Monopoles in Artificial Spin Ice

6.1 Background

Spurred by Pauling’s prediction of proton disorder in water ice, spin ices have been widely studied as geometrically frustrated magnetic systems [1–4]. An interesting feature of these materials are quasi-particle magnetic monopoles present in Ho\(_2\)Ti\(_2\)O\(_7\) and Dy\(_2\)Ti\(_2\)O\(_7\) [5–8]. Studies have shown that these monopoles can be manipulated to create magnetic currents analogous to modern electronics which utilize electric charge for storing or propagating information [9–11]. Studying these monopole states is challenging because the relevant phenomena occur at cryogenic temperatures and are sensitive to lattice mismatch between substrate and spin ice crystal [2, 9–11]. To overcome some of these technological challenges, researchers have begun to focus on artificial spin ice (ASI) systems [12–16]. ASI’s are lithographically patterned magnetic single domain structures arranged in lattice geometries that are leveraged to create synthetic magnetic monopoles. Pioneering experiments in square and Kagome lattice ASI’s have established the presence of magnetic monopoles [12, 17–20]. Stochastic monopole nucleation and movement in ASI’s has been achieved by application and subsequent reversal of an externally applied saturating magnetic field [17, 19–22]. Monopole dynamics have been probed through extensive cascade type experiments revealing quenched disorder and freedom from thermal fluctuations [23–25]. Further studies revealed hysteretic memory effects in square lattices following training magnetic field cycles [26]. Although repeatable microstates are achievable, the initial configuration and subsequent limit cycles are stochastically determined. This external field control is problematic since manipulation of magnetic current in ASI’s requires individual control of the single magnetic domain structures. Thus, a new approach to manipulate single domain structures in ASI systems is needed for future technological application. One approach that warrants consideration, to overcome present stochastic ASI
control, is strain-mediated multiferroic heterostructures. These multiferroic composites combine present-day piezoelectric and magnetoelastic materials to efficiently control nanoscale magnetism [27, 28]. Magnetic control is achieved using voltage-induced piezoelectric strain within patterned magnetoelastic elements [28–31]. Nanopatterned structures resembling the magnetic islands in ASI lattices have been studied on arrays of magnetically dipole-coupled elements with Bennett clocking [32, 33]. The Bennett clocking approach utilizes strain-induced magnetoelastic effects, shape anisotropy, and dipole coupling between neighboring elements to propagate logical information across a lattice. Additionally, numerical and experimental studies have demonstrated strain-induced 180° precessional magnetic switching [34–37]. In this paper, numerical modeling demonstrates magnetic monopole control within a Kagome lattice through switching of the central nodal element using magnetoelastic strain.

6.2 Model Setup

Our design for controlling magnetic monopoles in a Kagome lattice-based ASI consists of elliptical magnetoelastic islands on a piezoelectric substrate. This design uses voltage induced strains in the piezoelectric layer to control local magnetization states. The magnetoelastic structures, and the relevant dipolar interactions between them, are numerically studied with the Landau-Lifshitz-Gilbert (LLG) micromagnetics formulation of Section 2.2. The model neglects thermal fluctuations, but room temperature material properties are used, and the model assumes small elastic deformations as well as uniform strains within the magnetoelastic elements [30, 38].

In this paper, a four ring multiferroic Kagome lattice ASI containing a monopole was modeled as shown in Figure 6.1. As seen from the figure, the modeled system is a subset of an infinite Kagome lattice and contains four hexagonal unit cells with a monopole centrally located. Per convention, the dumbbell charge model is used to identify monopoles in an ASI by replacing magnetic dipole moments with two charges ($\pm Q$). Specifically, lattice sites in a Kagome ASI
exhibiting $\pm 3Q$ are defined as monopoles. Equivalently an ASI monopole in a Kagome lattice is denoted as a vertex site with the magnetization of three elliptical elements directed into $(+3Q)$ or out $(-3Q)$ of the vertex. The present study assumes the influence of elements beyond the four unit-cells are negligible, so the modeled magnetization switching of the strained central ellipse element $f_o$, as seen in Figure 6.1, is representative of an infinite lattice. This set of neighboring elements exert the greatest influence on $f_o$ and the resulting dipolar effects on the strain-induced magnetic response can only be captured through simulation of multiple islands. Specifically, it is not possible to know that $f_o$ can switch $180^\circ$ within the lattice from a simulation of a single ellipse because the dipolar interactions are unknown a priori. Along these lines, the details of the magnetization dynamics (e.g., $\theta \sim \tan[m_y/m_x]$) depend on the dipole coupling between neighboring elements for each modeled ASI. The simulated lattice is shown schematically with the hexagonal rings labeled I-IV and the center of each elliptical magnetic island labeled with $f_i$, $r_i$, or $q_i$. The ASI initial magnetization state is chosen with the monopole located at the $f_o$-$r_o$-$q_3$ vertex. Thus, movement of the monopole results from $180^\circ$ switching of $f_o$’s magnetization so that the magnetization of $f_o$, $r_3$, $q_o$ are directed into their common vertex. The ellipse dimensions were chosen based on a parametric sweep in a micromagnetic simulation focusing on geometries likely to give uniform single domain structures. Ellipses with major axes ranging from 120 nm to 60 nm of 0.8 aspect ratios were tested via a parametric sweep of element dimensions. Larger geometries were favored since they will be easier to fabricate in future experiments. The choice of the 0.8 aspect ratio was motivated by Ref [35], in which successful strain-induced precessional motion was demonstrated. Both larger and smaller aspect ratios were also considered, but small aspect ratios (e.g., 0.2) make strain-induced switching very difficult due to large shape-derived energy wells, whereas larger ratios (i.e., 1) create thermally unstable ellipses. Based on these results from the parametric sweep, ellipses with major axes of 100 nm, minor axes of 80 nm, and 3 nm thickness were selected. Per convention, the thermal stability factor at room temperature of modern MRAM devices is set to 40KbT [39, 40]. For the materials and geometry chosen, the shape anisotropy of the CoFeB, Ni, and FeGa ellipses are 61KbT, 47KbT, and 82KbT, respectively. The parametric sweep also informed our choice of the separation distance between adjacent elliptical
lattice elements, d, which was set to be 25nm, as shown in Figure 6.1. All models used in the parametric sweeps and dynamic studies, which will be presented in the results section, used cuboidal finite-difference-time-domain mesh elements with volumes of 1 nm$^3$. This volume was chosen as a result of convergence studies. To study dynamic switching of the monopole location within the ASI, precessional magnetic switching of the single domain elliptical magnetoelastic structures was used. This precessional switching was achieved by applying a highly localized voltage-induced strain pulse to a single central ellipse, $f_o$, in the ASI unit cell, in a direction parallel to the minor axis of the ellipse. To confirm that such strain localization is feasible, a finite element study was done to calculate the voltage-controlled strain distribution across the ASI lattice and piezoelectric substrate. The finite element results indicate that the switching strains can be localized to a single ellipse, and nearest neighbors experience, at most, 6% of the threshold switching strain. These results validate the assumption used in our micromagnetic simulation that strains can be localized to an ASI’s individual elements. To better represent voltage-induced strain in a working device, the localized strain pulse was ramped linearly to its maximum value. Experimental and numerical studies have demonstrated precessional switching with 70 ps rise/release times of piezostrain. Additional theoretical investiga-
tions have suggested that this ramp time can be further reduced by optimizing the electrode geometry, electronics, and piezoelectric film thickness [32, 34–37]. Based on this, the voltage-controlled strain pulses used in this study were programmed to reach a maximum value after 10 ps following a linear ramp function, and they were removed following the same function with a negative slope.

Three magnetoelastic materials were chosen to be included in this modeling study; namely CoFeB, Ni, and FeGa. CoFeB was chosen because of its relatively large saturation magnetization and magnetostriction [37, 42]. Ni was chosen because it is widely studied and is one of the easiest magnetoelastic material to fabricate [27, 28, 38]. FeGa is chosen for its high magnetoelastic properties which reduce the energy requirements to precessationally switch the single domain elements [43]. The CoFeB and Ni systems are assumed to be polycrystalline with grain sizes much smaller than the exchange length, which allows the MCA to be neglected [37]. The FeGa (19% Ga) is assumed to be single crystal, as the large magnetoelastic response of interest is absent in polycrystalline films [43, 44]. The material properties used for simulation are given in Table 6.1 [37, 38, 42–45]. Note, the crystalline anisotropy constants \( K_{c1} \) and \( K_{c2} \) are aligned along the \( <1,0,0> \) and \( <1,1,0> \) directions, respectively. The relevant piezoelectric coefficients of PMN-PT for producing the modeled strain values are found in Ref [46]. A combination of micromagnetic parametric studies and piezoelectric finite element models were used to determine suitable strains, pulse widths, and electric fields for achieving precessional switching of the modeled magnetic elements. The biaxial strain values and pulse widths chosen for CoFeB, Ni, and FeGa were 1600 ppm (0.425 ns), 1600 ppm (0.35 ns), and 2400 ppm (0.27 ns) which correspond to 4.8 MV/m, 4.8 MV/m, and 7.2 MV/m electric fields produced by the electrodes in Figure 6.1, respectively. The duration of the pulse is critical for achieving precessional switching. For the present study, it was found that \( \pm 0.03 \) ns, \( \pm 0.03 \) ns, and \( \pm 0.02 \) ns per pulse width was allowable to achieve precessional switching for CoFeB, Ni, and FeGa respectively.
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Table 6.1: Material Properties for Multiferroic Artificial Spin Ice

<table>
<thead>
<tr>
<th>Material</th>
<th>$M_s$ (A/m)</th>
<th>$A_{ex}$ (J/m)</th>
<th>$\alpha$</th>
<th>$\lambda_s$ (ppm)</th>
<th>$Y$ (GPa)</th>
<th>$K_{c1}$ (J/m$^3$)</th>
<th>$K_{c2}$ (J/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoFeB</td>
<td>$1.2 \times 10^6$</td>
<td>$1.9 \times 10^{-11}$</td>
<td>0.01</td>
<td>50</td>
<td>160</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ni</td>
<td>$4.8 \times 10^5$</td>
<td>$1.05 \times 10^{-11}$</td>
<td>0.045</td>
<td>$-34$</td>
<td>200</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>FeGa</td>
<td>$1.3 \times 10^6$</td>
<td>$1.4 \times 10^{-11}$</td>
<td>0.04</td>
<td>100</td>
<td>140</td>
<td>$1.5 \times 10^4$</td>
<td>$-0.7 \times 10^5$</td>
</tr>
</tbody>
</table>

6.3 Results

Figures 6.2(a)-(c) show strain-induced motion of a monopole defect from the $f_o$-$r_o$-$q_3$ vertex to the $f_o$-$r_3$-$q_o$ vertex in a CoFeB ASI. Figures 6.2(a)-(b) show the initial ($t = 0$ ns) and final ($t = 3.5$ ns) stable magnetic states after strain is applied to $f_o$ at $t = 1$ ns. The final state in 6.2(b) shows that the monopole defect was moved from the $f_o$-$r_o$-$q_3$ vertex to the $f_o$-$r_3$-$q_o$ vertex, as evidenced by the $180^\circ$ rotation of $f_o$ from its initial orientation. The figure also shows that $f_o$’s neighboring lattice elements (both near and far) remain magnetized in their initial direction following strain application. Figure 6.2(c) provides the rotation angle ($\theta$) as a function of time for $f_o$ and its nearest neighbors ($q_o$, $r_3$, $r_o$, and $q_3$) where the magnetization is taken as a volume average over all the magnetic moments of the ellipse. The non-nearest neighbors are excluded because their magnetization angles are perturbed less than $\pm 5^\circ$. In particular, Fig 6.2(c) shows $f_o$’s magnetization begins to rotate clockwise at $t = 1.21$ ns. The rotation rate slows slightly at $t = 1.4$ ns, but continues until the magnetization reaches $-180^\circ$ at $t = 1.52$ ns. After $t = 1.53$ ns, $f_o$ overshoots $-180^\circ$ and reaches a maximum rotation angle of $-222^\circ$ at $t = 1.6$ ns before settling along the $-x$ direction of the ellipse. During the same time, $f_o$’s nearest neighbors remain directed along their initial orientations while experiencing oscillations of less than $\sim 22^\circ$. The largest orientation variation for these elements is exhibited by $r_3$ whose magnetization varies between $71^\circ$ and $50^\circ$ before settling back to its equilibrium orientation at $60^\circ$. When strain is applied to the central element, $f_o$, of the CoFeB ASI, precessional magnetic switching from $0^\circ$ to $-180^\circ$ occurs near the ferromagnetic resonance (FMR) frequency of the ellipse. A Fast Fourier transform of the response produces a FMR value of 3.12 GHz with a switching time of 0.32 ns. This FMR value matches closely to the 3.16 GHz FMR predicted by
Figure 6.2: (a) Magnetic state of CoFeB ASI after relaxing for 1 ns. (b) Final state of CoFeB ASI after application of strain pulse. (c) Time variation of $x$-component of magnetization for central magnetic island and nearest neighbors. [41]

Kittel’s equation:

$$\omega = \gamma \sqrt{(H_{\text{eff}} + \mu_0 (N_x - N_y) M_y) (H_{\text{eff}} + \mu_0 (N_z - N_y) M_y)}$$  \hspace{1cm} (6.1)

where the effective field is the sum of the mechanical and demagnetization fields. The small difference between the calculated and simulated resonances are attributed to the spatial non-uniformity of the dipolar interactions between $f_o$ and its nearest neighbors in the numerical simulation. In comparison to an isolated ellipse, the symmetric placement of $f_o$’s nearest neighbors makes its major axis magnetically easier during the first 90° of rotation due to the combination of neighbor-derived dipolar and internal shape effects. This positioning raises the energy barrier to rotate $f_o$’s magnetization because any rotation is met with a restoring torque (back towards $\theta = 0$) resulting from nearest neighbor dipolar interactions and internal shape effects. Despite this, the magnetoelastic effects in CoFeB under strain are sufficient to overcome this restoring torque, and push $f_o$ towards a strain-induced easy axis at $\theta = -90^\circ$, as shown in Figure 2(c). As $f_o$ moves to this new easy axis via precessional motion, it is underdamped, and overshoots $\theta = -90^\circ$. However, once the magnetization rotates past $-90^\circ$, the restoring magnetoelastic torque slows the continued rotation, but this effect vanishes because the timed strain pulse is ramped to zero at $t = 1.4$ ns. At this moment $f_o$, $q_o$, and $r_3$ all align head on resulting in brief slowing of the rotation at $-120^\circ$. Here, the dipole coupling opposes further magnetic reorientation because of the head-head magnetic alignment of the nano islands. Although this
dipolar interaction slows $f_o$’s rotation, the ellipse’s shape anisotropy overcomes this, resulting in continued motion and $180^\circ$ reorientation.

Figures 6.3(a)-(b) show dynamic reorientation of the Ni and FeGa ASI lattices, respectively. As observed with CoFeB, the magnetization orientation of the non-nearest neighboring elements remains relatively unchanged following strain. The magnetization of $f_o$ initially rotates clockwise at $t = 1.16$ ns for the Ni ASI and counterclockwise at $t = 1.10$ ns for the FeGa ASI. The magnetization rotation slows briefly at $t = 1.35$ ns and 1.29 ns for the Ni and FeGa ASI’s, respectively. As with the CoFeB ASI, ballistic switching occurs and the momentary head-on alignment of $f_o$, $q_o$, and $r_3$ briefly slows rotation at $t = 1.35$ ns and 1.29 ns for the Ni and FeGa ASI’s respectively. However, the rotation continues to $-180^\circ$ at $t = 1.53$ ns in Ni with $18^\circ$ of overshoot while the FeGa magnetization rotates to $180^\circ$ at $t = 1.46$ ns with $9^\circ$ of overshoot.

As observed in the CoFeB lattice, Figures 6.3(a)-(b) show that the magnetization of the nearest neighbor elements remains directed along their initial orientations even after $f_o$ rotates $180^\circ$. For the Ni system, the largest deviations from equilibrium are exhibited by $r_3$ which varies between $66^\circ$ and $54^\circ$ during operation. For the FeGa ASI, $q_3$ experiences the largest shift in magnetic orientation and varies between $110^\circ$ and $134^\circ$ during the movement of the monopole. The magnetization rotation of $f_o$ in both the Ni and FeGa ASI’s is qualitatively similar to the CoFeB behavior. However, $f_o$’s magnetization rotates $180^\circ$ in 0.39 ns at 2.56 GHz for the Ni ASI while it takes 0.35 ns at 2.8 GHz for the FeGa. Similar to the CoFeB system, there is good agreement between the model’s resonance and the 2.58 GHz predicted using Kittel’s equation. However, the analytical prediction for FeGa of 3.9 GHz is 40% larger than the modeled resonance value. This difference is caused by the incoherent rotation present in the FeGa element’s magnetization reorientation, as shown in the panel of Figure 6.3(b). This only occurs in FeGa elements because the demagnetization energy is much larger than either the CoFeB or Ni elements resulting in spatially non-uniform magnetization rotation. In addition to the comparison of ferromagnetic resonance frequencies, there are other subtle differences in the dynamics of the three lattices. For example, the FeGa system rotates counterclockwise which is caused by the non-deterministic switching present in precessional switching. Also, the FeGa magnetic
reorientation slows down at $\sim 95^\circ$ instead of $120^\circ$ like CoFeB and Ni. This difference is attributed to the incoherent rotation of the FeGa system. Another difference is the decrease in overshoot angle and settling times of the Ni and FeGa systems when compared to the CoFeB ASI. This is caused by CoFeB’s relatively smaller Gilbert damping coefficient compared Ni and FeGa.

An important observation of the three ASIs is that the flipping of the strained ellipse’s moment perturbs the magnetization direction of the neighboring elements but does not cause them to reorient $180^\circ$. Consequently, strain-induced motion of the monopoles does not cause avalanche effects but gives the capability to deterministically place the ASI in specific magnetic configurations. This only lengthens or shortens the relevant Dirac string by one unit (i.e., one ellipse length) and does not nucleate new Dirac strings. As a result, such precise control is useful for ASI’s with return point memory because individual limit cycles can be chosen by explicitly defining the initial state. Alternatively, the microwave properties of spin waves in reprogrammable crystals can be tuned using the control scheme. This is achieved by setting specific magnetic configurations of the ASI lattice which alter the spin wave modes of the crystal.
The amount of energy required to reorient the ASI nanodots can be approximated by evaluating the electrical energy delivered to the piezoelectric layer. For a 100 nm PMN-PT layer, 0.48 V, 0.48 V, and 0.72 V represent the voltages required for CoFeB, Ni, and FeGa respectively. The relative dielectric constant of PMN-PT is $\varepsilon = 5880$. Using these values, the amount of electrical energy delivered to the 100 nm x 30 nm electrodes in Figure 6.1 results in 275 aJ, 275 aJ, and 620 aJ to switch CoFeB, Ni and FeGa, respectively. Despite having larger magnetostrictive properties, the FeGa requires the largest energy to rotate the magnetic moment. This occurs because the ASI geometry is optimized for CoFeB rather than FeGa causing larger demagnetization effects in FeGa compared to the other material systems. Also, the FeGa is not isotropic since it contains an additional magnetocrystalline anisotropy (MCA) that is not included in either the CoFeB or Ni models. Additionally, the suboptimal geometry and MCA for FeGa cause incoherent magnetization rotation in contrast to Ni and CoFeB. Thus, these demagnetization and MCA effects represent additional energy barriers to overcome during precessional switching. Lastly, the energy estimates provided in this manuscript neglect substrate clamping effects, which can be substantial with improperly designed systems. However, this issue has been considered by other researchers (e.g., Ref [37]), suggesting values below 275 aJ are feasible if the system is properly designed.

Experimental implementation of the modeled system is possible with modern micro-fabrication techniques and measurement tools. Specifically, the ASI can be defined using electron beam lithography and local strain can be generated by applying voltage to the patterned electrodes of Figure 6.1. Device production, however is non-trivial and considerable attention must be paid to the layout of electrodes, interconnects, and testing interfaces. Simultaneous control of multiple monopoles is necessary for practical device implementation and, although difficult, it is possible with contemporary CMOS control systems/software.
6.4 Conclusion

In this section, a multiferroic artificial spin ice design was proposed for local magnetization control of magnetic monopoles. Strain-mediated monopole movement in a Kagome lattice ASI was demonstrated numerically for CoFeB, Ni, and FeGa systems with motion achieved through precessional magnetization switching near FMR. In contrast to contemporary stochastic control methods, the results demonstrate that ASI monopoles can be efficiently and locally controlled using a strain-mediated multiferroic approach. This demonstration provides a control methodology for future ASI based technologies requiring deterministic manipulation of monopole states.
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7 Conclusion

In this work, voltage control of magnetism in nanoscale artificial multiferroic structures was demonstrated through numerical simulation and measurement. This efficient and precise control method was used to study the effects of strain on the magnetic states of both isolated and dipole-coupled nanostructures. The studies revealed interesting changes in magnetic states as well as unique coupling phenomena that have potential application for next-generation magnetic memory devices, nanomotors, and nanomanipulation.

In Chapter 2, the modeling techniques used for this dissertation were presented. First, the micromagnetic theory was developed by introducing the Landau-Lifshitz-Gilbert (LLG) equation which describes the dynamics of magnetic systems. Strain was included in this formulation using a uniaxial magnetic anisotropy and the LLG equation was solved using finite difference methods. Second, a method which couples the LLG equation with the elastodynamics and piezoelectric constitutive equations was outlined. Specifically, a weak formulation of the elastodynamics and LLG equations was derived forming a basis for a coupled model that solves the system of PDE’s using an iterative finite element method.

In Chapter 3, a novel technique for imaging magnetic nanostructures was introduced and used to validate two numerical models. For this work, colleagues at the National Institute of Standards and Technology (NIST) used Scanning Electron Microscopy with Polarization Analysis (SEMPA) to image strain-induced changes of magnetization in submicron Ni disks. The SEMPA images showed strain-induced changes from vortex to antiparallel bi-domain states in 600 nm Ni disks. Additional measurements on 400 nm Ni disks showed 90° magnetization reorientation with applied strain. The measurements were compared to simulation results from the micromagnetics and fully-coupled formulations of Chapter 2. Both simulation qualitatively capture the response of the magnetization changes produced by the applied strain, with the coupled solution providing more accurate representation. The measurement and modeling techniques of this work are expected to be useful in the future design of strain-mediated
In Chapter 4, several designs for arrays of dipole coupled Ni nanodots were presented as a method to achieve voltage-induced transitions from artificial ferromagnetic to artificial antiferromagnetic states. The designs involved patterning Ni disks and ellipses on a ferroelectric PMN-PT substrate. Simulation results show that the dipole coupling produces artificial ferromagnetic (parallel magnetization alignment in the nanodot arrays) behavior that can be modified to artificial antiferromagnetic behavior with an applied voltage. The experimental data show the trends in remanence and coercivity predicted by the model, but discrepancies arise from geometric defects present in the fabricated samples. However, including these defects in the models, drastically improves the correlation between simulation and experiment. This demonstration provides a novel functionality of nanodot arrays and provides new insight of the role defects play in strain-mediated nanoscale devices. This understanding can lead to more effective control of magnetism with potential application for nanoscale motors or nanomanipulation.

In Chapter 5, full 360° deterministic magnetization switching was numerically demonstrated with a design that consists of three dipole-coupled magnetoelastic ellipses patterned on a piezoelectric substrate. This design requires only two pairs of simultaneously actuated electrodes thereby simplifying the complex electrical control schemes of other designs. Furthermore, the geometry used is much easier to fabricate than designs that require fewer electrodes. The device was simulated using both the purely micromagnetics and fully-coupled models. Importantly, switching was only achieved in the fully-coupled model. The discrepancy between the two modeling methods is caused by the strain gradients present in the system. Specifically, the micromagnetics model cannot account for these nonuniformities. This work demonstrated a novel method to achieve deterministic magnetization switching and showed the advantages of the fully-coupled model over the purely-micromagnetics simulation.

In Chapter 6, a new artificial spin ice (ASI) design using multiferroic materials was introduced,
thus providing energy-efficient, local lattice control of magnetic monopoles. The system was based on the hexagonal Kagome lattice and the design consisted of magnetoelastic ellipses patterned on a piezoelectric substrate. Specifically, strain-mediated monopole control was numerically demonstrated for CoFeB, Ni, and FeGa based systems. Motion of the magnetic monopole was achieved by precessional magnetization switching near FMR of the strained element. The strain-mediated monopole control scheme was shown to be energy efficient with switching energies less than 620 aJ. In contrast to contemporary stochastic control methods, the results show that strain can be used to efficiently and deterministically control ASI monopoles. This demonstration provides a foundation for future ASI based technologies requiring deterministic manipulation of monopole states.

To summarize, the results presented in this work show that low energy, precision control of magnetism is achievable using multiferroic heterostructures. By leveraging this capability, traditional nanostructures and materials can be combined in interesting ways to produce novel phenomena such as artificial magnetic phases or monopoles. Such results illustrate the power of the strain-mediated control method to provide innovative and complex functionality through the integration of simple multiferroic structures. Ultimately, these material systems show immense potential to provide disruptive technological solutions for problems in a wide range of disciplines.