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ABSTRACT

The importance of geomechanics—including the potential for faults to reactivate during large-scale geologic carbon sequestration operations—has recently become more widely recognized. However, notwithstanding the potential for triggering notable (felt) seismic events, the potential for buoyancy-driven CO$_2$ to reach potable groundwater and the ground surface is actually more important from public safety and storage-efficiency perspectives. In this context, this work extends the previous studies on the geomechanical modeling of fault responses during underground carbon dioxide injection, focusing on the short-term integrity of the sealing caprock, and hence on the potential for leakage of either brine or CO$_2$ to reach the shallow groundwater aquifers during active injection. We consider stress/strain-dependent permeability and study the leakage through the fault zone as its permeability changes during a reactivation, also causing seismicity. We analyze several scenarios related to the volume of CO$_2$ injected (and hence as a function of the overpressure), involving both minor and major faults, and analyze the profile risks of leakage for different stress/strain-permeability coupling functions. We conclude that whereas it is very difficult to predict how much fault permeability could change upon reactivation, this process can have a significant impact on the leakage rate. Moreover, our analysis shows that induced seismicity associated with fault reactivation may not necessarily open up a new flow path for leakage. Results show a poor correlation between magnitude and amount of fluid leakage, meaning that a single event is generally not enough to substantially change the permeability along the entire fault length. Consequently, even if some changes in permeability occur, this does not mean that the CO$_2$ will migrate up along the entire fault, breaking through the caprock to enter the overlying aquifer.
Public concerns always arise when dealing with exploitation of underground natural resources. Ground deformation, induced seismicity, and the potential for groundwater contamination are general issues for public acceptance of projects involving underground fluid injection—e.g., disposal of wastewater or carbon dioxide (CO\textsubscript{2}). The potential for injection-induced fault reactivation associated with industrial injection activities is an important issue, not just from a safety point of view, but also from a public acceptance perspective (Kerr, 2012). The correlation between underground fluid injection and seismicity is an issue that has been extensively studied (e.g., Shapiro and Dinske, 2009; Garagash and Germanovich, 2012; National Research Council, 2012). Fluid movements may control the fault activity in the continental crust (e.g., Leclère et al., 2012), and fluid-rock interaction may be associated with so-called fault-valve behavior over geological time (Sibson, 1990). A recent review work by Manga et al. (2012) highlights how transient stress in the crust may affect the permeability along fault zones. This review paper shows the relationship between the observed seismicity and the water level in wells close to the earthquake epicenter. With respect to natural seismicity, it is hard to discriminate between the relative contributions of induced fluid pressure and tectonic stress, but there are plenty of examples in the literature relating fluid overpressure to local seismic events. One such well-known case is hydraulic stimulation associated with an enhanced geothermal field development in Basel, Switzerland, where an earthquake of magnitude 3.4 occurred (e.g., Bachmann et al., 2011; Terakawa et al., 2012). Another example is disposal of water into the Ozark Aquifer of Arkansas, where a few earthquakes of magnitude greater than 4 were felt by the local population (Kerr, 2012).
Although carbon capture and storage (CCS) has been recognized as a promising option for reducing CO₂ emissions into the atmosphere (Pacala and Socolow, 2004), there are concerns related to the potential for triggering notable (felt) seismic events, and how such events could impact the long-term integrity of a CO₂ repository (as well as how it could impact the public perception of geological carbon sequestration) (Zoback and Gorelick, 2012). To date, no felt seismic event induced by CCS has occurred. Geomechanical processes and issues associated with geological carbon sequestration have recently received more attention. A state-of-the-art review can be found in Rutqvist (2012), which describes the various possible effects resulting from CO₂ injection into a deep sedimentary basin, including reservoir stress-strain and microseismicity (e.g., Zhou et al., 2010; Myer and Daley, 2011), caprock sealing performance (e.g., Vilarrasa et al., 2010; Hou et al., 2012), and the potential for fault reactivation (e.g., Cappa and Rutqvist, 2011a; Nicot et al., 2011). Moreover, several studies have recently shown how CO₂ injection may produce seismic events both on major faults (i.e., large faults with large initial shear offset—Cappa and Rutqvist, 2011a,b,2012), and on minor faults that might have gone undetected during the site characterization, e.g., faults less than 1 km long and without detected initial offset (Mazzoldi et al., 2012). Although the potential for triggering felt seismic events is one major issue that may play a role in public acceptance of geological carbon sequestration, it is very important from safety and storage-efficiency perspectives to evaluate the potential for buoyancy-driven CO₂ to reach potable groundwater and the ground surface. Several studies have also shown that the overpressure needed to inject carbon dioxide into a deep saline formation may displace the brine vertically (e.g., Birkholzer et al., 2011; Oldenburg and Rinaldi, 2011) or horizontally (e.g., Nicot, 2008). Moreover, recent analyses have been focused on leakage pathways at specific sites, such as at the Cranfield, MS, USA (e.g. Nicot et al., 2013), or at In Salah, Algeria (e.g. Shi et al., 2012; Rinaldi and Rutqvist, 2013), and other studies have also
considered the impact of caprock hydraulic parameters on potential leakage (Hou et al., 2012).

However, one important question that needs to be addressed is: How could fault reactivation affect the sealing properties of a storage site? Could permeability be substantially increased along with fault reactivation, and could such reactivation open up a new preferential pathway along which fluids to leak?

Typically, geological observations describe the structure of fault zones as single or multiple narrow core zones (often less than 10 cm, and, in many cases, less than 1 cm in thickness) surrounded by an intensively fractured damage zone, the width of which can range from 1 m to several hundreds meters (Fig. 1) (Vermilye and Scholz, 1998; Ben-Zion and Sammis, 2003; Sibson, 2003; Wilson et al., 2003; Wibberley and Shimamoto, 2003; Faulkner et al., 2006; Mitchell and Faulkner, 2009). Core zones correspond to localized slip zones containing highly deformed gouge, breccias, cataclasites, and ultracataclasites. The damage zone is generally composed of fractured rock, which is in turn surrounded by less fractured host rock. Strong contrasts in properties (typically seismic velocity, permeability, and rigidity) have been measured for each component of fault structure and the surrounding host rock (Faulkner and Rutter, 1998; Wibberley and Shimamoto, 2003; Gudmundsson, 2004; Faulkner et al., 2006; Cappa et al., 2007; Guglielmi et al., 2008; Gudmundsson et al., 2010; Jeanne et al., 2012a,b,2013a). These observations have revealed that the permeability and Young’s modulus of a fault zone may vary significantly (several orders of magnitude) with distance from the principal slip zone itself—that is, from the core through the fractured damage zone and to the less fractured host rock. These fractures generally make the damage zone more permeable than the core, and the gouge makes the core less rigid than the damage zone. Permeability within the fault core ($\sim 1 \times 10^{-17}$ to $1 \times 10^{-21} \text{ m}^2$) can be several orders of magnitude smaller than that in the
damage zone ($\sim 1 \times 10^{14}$ to $1 \times 10^{16}$ m$^2$) (Faulkner and Rutter, 1998; Wibberley and Shimamoto, 2003). Moreover, while the fault core may actually prevent the flux through the fault zone, upward CO$_2$ may still migrate along the more permeable damage zone. Similarly, the Young’s modulus is generally lower in the fault core ($\sim 1$ to 10 GPa) than in the damage zone ($\sim 10$ to 70 GPa) (Faulkner and Rutter, 1998; Gudmundsson, 2004).

Crustal-scale permeability-depth relations can be estimated using geothermal data and the fluid flux during prograde metamorphism. Manning and Ingebritsen (1999) found this relation to be \[ \log \kappa \sim -14 - 3.2 \log z. \] However, there are several evidences that the permeability may reach much higher values (over short time scales) when considering seismically active regions, especially during a strong aftershock sequence as induced by pressure propagation in the rock surrounding the fault region (Noir et al., 1997; Miller et al., 2004). Recently, Ingebritsen and Manning (2010) compared data from tectonically active regions, and found a permeability-depth relationship of \[ \log \kappa \sim -11 - 3.2 \log z \] — similar to what they found in their previous work, but with higher permeability values for the same depth. In this paper, we aim to study a region that is not seismically active, and that is only reactivated after the CO$_2$ injection. The initial permeability is then in line with the equation suggested by Manning and Ingebritsen (1999) for a nonseismically active region (i.e. \( \log k \sim -14 - 3.2 \log z \)), and this permeability should represent an average value at injection depth that can be locally lower at fault core (e.g. Faulkner and Rutter, 1998).

This work extends previous geomechanical modeling using the TOUGH-FLAC simulator (Rutqvist et al., 2002; Rutqvist, 2011). The TOUGH-FLAC simulator has been applied and tested over a wide range of geoscientific fields and geoengineering applications, including
enhanced geothermal systems (Rutqvist et al., 2013a; Rinaldi et al., 2013), hydrothermal systems and volcanology (Todesco et al., 2004), fault reactivation and hydraulic fracturing during shale gas operations (Rutqvist et al., 2013b), gas production from hydrate-bearing sediments (Rutqvist et al., 2012b), nuclear waste disposal (Rutqvist and Tsang, 2012, and references therein), compressed air enhanced systems (e.g., Rutqvist et al., 2012a), as well as carbon sequestration (e.g., Rutqvist and Tsang, 2002; Cappa and Rutqvist, 2012; Rinaldi and Rutqvist, 2013).

Following Cappa and Rutqvist (2011b) and Mazzoldi et al. (2012), the approach for modeling fault reactivation adopted here involves coupled fluid flow, as well as geomechanical numerical modeling and theories from seismology, to calculate seismic source parameters. A strain-softening fault constitutive model enabled us to model sudden co-seismic fault rupture and hence to evaluate the seismic magnitude.

This work aims to study the fault responses during underground CO₂ injection, focusing on the short-term (5 years) integrity of the CO₂ repository, and hence on the potential leakage of CO₂ to shallow groundwater aquifers. Increased pore pressure can alter the stress distribution on a fault/fracture zone, which may produce changes in the permeability related to the elastic and/or plastic strain (or stress) during single (or multiple) shear ruptures. We account for stress/strain-dependent permeability and study the leakage through the fault zone as its permeability changes along with strain and stress variations. We analyze several scenarios related to the injected amount of CO₂ (and hence related to potential overpressure) involving both minor and major faults, and analyze the risk of leakage for different stress/strain-permeability coupling functions.
MODELING SETUP

In this section, we introduce the modeling approach that we used to estimate the effects of different CO$_2$ injection rates on upper aquifer leakage, and the potential for fault reactivation for two different scenarios.

Scenario #1 is basically the one presented in Mazzoldi et al. (2012), with a minor, 1 km long fault zone intersecting a 100 m thick injection aquifer bounded by a 150 m thick low-permeability caprock (Fig. 2a). This scenario aims to represent a fault that is difficult to detect by seismic survey, since it would have shear offset of less than 10 m.

Scenario #2, first presented in Cappa and Rutqvist (2011a,b), represents a fault zone having a large shear offset (on the order of hundreds of meters), meaning that it would also be very large. Also in this case, the fault zone intersects a 100 m thick reservoir confined on the upper and bottom parts by a 150 m thick caprock. However, with this scenario, we want to simulate a major, easy-to-detect fault zone, with an offset of 100 m (Fig. 2b). This scenario was also recently used for simulating the dynamic behavior of fault reactivation during underground CO$_2$ injection (Cappa and Rutqvist, 2012).

The two scenarios were chosen to represents close-to-worst-case conditions, i.e. a subvertical fault in a stress regime (normal faulting) that is near critically stressed for fault reactivation, with (in this case) a lower horizontal stress. Such conditions have the effect of reactivating the fault zone with only a few MPa increase in pressure, if an initial shear offset along the fault is assumed. For a subhorizontal fault, the reactivation would never result in a slip upward through the caprock, and hence no leakage would be observed. Scenario #1 is based on the likelihood
that, if the volume of injection were very large (as it would probably be at a future industrial-scale CO$_2$ sequestration site), a minor fault with this configuration would be encountered.

We analyzed the short-term fault response during active CO$_2$ injection in terms of displacement and as a pathway for leakage, and then we applied empirical moment-magnitude relations (e.g., Kanamori and Anderson, 1975) to estimate the corresponding seismic magnitude. We simulated different rates of CO$_2$ injection for both scenarios. Moreover, since changes in permeability and porosity may occur, we simulated three different cases of coupling between mechanical and hydraulic properties.

**Mechanical effects on porosity and permeability**

The hydraulic properties of a deformable porous and fractured medium, such as faults, may change as pressure and stresses evolve (Rutqvist and Stephansson, 2003). Depending on the fault (and fracture reactivation), changes in hydromechanical properties may be isotropic or anisotropic. Isotropic changes can be assumed in a nonfractured fault core, or in the damage zone when highly fractured, where the anisotropy is small and fractures might be assumed to be randomly distributed. In such cases, permeability and porosity changes may be simply related to changes in volumetric strain or mean stress. We will evaluate the effects of changes in permeability and porosity on fault reactivation and CO$_2$ leakage after a few years of injection, accounting for two different isotropic models. The first model (Case1) relates the porosity ($\phi_{hm}$) to the mean effective stress ($\sigma_{\text{me}}$), with permeability ($k_{hm}$) depending on the porosity changes. The formulation was first derived based on laboratory data by Davies and Davies (2001), and
then modified for stress-dependent permeability in reservoir rocks and fracture zones by Rutqvist and Tsang (2002):

\[
\begin{align*}
\phi_{hm} &= (\phi_0 - \phi_r) \exp(5 \cdot 10^{-8} \cdot \sigma'_m) + \phi_r \\
\kappa_{hm} &= \kappa_0 \exp[22.2(\phi_{hm}/\phi_0 - 1)] 
\end{align*}
\]

(1)

where subindex \( \theta \) refers to the initial unstressed value (for both porosity and permeability, \( \phi_0 \) and \( \kappa_0 \)), and \( \phi_r \) is the residual porosity at high stress. We applied the changes to the fault zone only, with a residual porosity of 5\%. Rutqvist and Tsang (2002) also applied Eq. 1 with a 5\% residual porosity for a fault, representing permeability changes in highly fractured rock along the fault. The mean-stress approach is valid for randomly oriented fracture networks, as would be the case if most permeability changes occur in the damage zone. Indeed, the original function was fitted to sandstone, but it was for a very small porosity change range, from 0.09 to 0.1. For fractured rock, we have chosen the initial porosity (\( \phi_0 \)) and residual porosity (\( \phi_r \)) such that we can get a several orders-of-magnitude change — from residual fracture porosity (\( \phi_r \)) to completely jacked open fractures under fluid pressurization (\( \phi_0 \)). Then, the actual permeability changes during the simulation depend on the actual changes in mean stress, in this case up to 2-to-3 orders of magnitude.

The second case (Case2) relates porosity to the isotropic volumetric strain variation, and again, permeability is then related to changes in porosity. This model was developed and applied by Chin et al. (2001) for modeling of permeability changes in a petroleum reservoir, and then modified by Cappa and Rutqvist (2011b) to account for permeability changes in a fault zone after reactivation because of underground CO\textsubscript{2} injection:
where $\phi_{hm}$ and $\kappa_{hm}$ are the porosity and the permeability at a given stress, $\phi_0$ and $\kappa_0$ are the initial porosity and permeability, respectively, and $\varepsilon_V$ is the total volumetric strain (both plastic and elastic). The empirical permeability-porosity function in Eq. 2 has been shown to be widely applicable to geological materials. Even if the exponent could vary between 3 and 25 for consolidated geological materials (David et al., 1994), we set the exponent to 15, following Cappa et al. (2011b), for a 2-to-3 order-of-magnitude increase upon reactivation. With respect to the previous formulation (Eq. 1), the relation between porosity and the total volumetric strain in Eq. 2 accounts for both elastic and plastic behavior that may occur during fault reactivation.

In a fractured fault core, changes in permeability and porosity may be extremely anisotropic, depending on fracture direction. Then, the hydraulic parameters depend on anisotropic elasto-plastic properties: the permeability may depend on both the fault normal stress and on the plastic shear and tensile strain. Hsiung et al. (2005) derived the relation between these parameters and both the porosity and permeability of a fractured media with one set of uniformly spaced fractures. Here, we apply the same formulation for a fault zone (Case3). Following their approach, we can assume change in porosity caused by plastic deformation:

$$
\begin{align*}
\phi_{hm} &= \phi_0 + \Delta\phi_{fp} \\
\Delta\phi_{fp} &= e_{ftp} + e_{fsp} \tan \psi
\end{align*}
$$

(3)
where $\Delta \phi_p$ are the changes in porosity. $e_{fp}$ and $e_{fsp}$ are the plastic strains caused by tensile and shear deformation, respectively, and $\psi$ represents the fault dilation. The permeability changes are then based on a nonlinear function of the effective normal stress ($\sigma'_n$), as well as on the plastic strain:

$$
\kappa_{hm} = \kappa_0 \left[ \frac{a}{c(c\sigma'_n+1)} \sqrt[12]{\frac{\phi_0}{2\kappa_0} + \frac{e_{ftp} + e_{fsp} \tan \psi}{\phi_0}} \right]
$$

$$
a = K^{-1}
$$

$$
c = \frac{-1 \pm \sqrt{1 + 4\sigma'_{n0}a^2\phi_0/\kappa_0}}{2\sigma'_{n0}}
$$

$a$ and $c$ are two empirical constants for the normal-closure hyperbola (Bandis et al., 1983) that in Eq. 4 are related to the initial normal stiffness ($K$), initial effective normal stress ($\sigma'_{n0}$), initial porosity ($\phi_0$), and initial permeability ($\kappa_0$). A complete description of the constants $a$ and $c$, and their derivation, can be found in Hsiung et al. (2005).

In addition to the coupling equations for porosity and permeability, for each case the capillarity pressure ($p_c$) varies according to a function by Leverett (1941):

$$
p_c = p_{c0}(S_l) \sqrt{\frac{\kappa_0/\phi_0}{\kappa_{hm}/\phi_{hm}}} \quad (5)
$$

where $p_{c0}(S_l)$ is the unchanged capillarity pressure, which depends on the liquid saturation ($S_l$). This equation for the capillarity pressure is applied for each of the three cases analyzed.
Seismic event modeling and magnitude estimation

The injection of CO$_2$ in the storage aquifer will produce an increase in pore pressure. The normal stress acting across a fault zone is already reduced to the effective value because of native water, according to Terzaghi (1923):

\[ \sigma'_n = \sigma_n - p \]  

(6)

where $\sigma'_n$ is the effective normal stress, $\sigma_n$ is the total stress, and $p$ is the pore pressure. An increase in pore pressure due to CO$_2$ injection will furthermore reduce the effective normal stress ($\sigma'_n$). Following previous studies, the fault zone is simulated using a ubiquitous-joint fractured medium (e.g. Cappa and Rutqvist, 2011a), representing strongly anisotropic strength behavior, represented by the orientation of weakness (fault plane) in an elasto-plastic Mohr-Coulomb constitutive model. In a fault with a given orientation, the Mohr-Coulomb criterion for failure can be written as (Jaeger and Cook, 1979):

\[ \tau = c + \mu_s \sigma'_n \]  

(7)

where $\tau$ is the critical shear stress (i.e., shear strength) necessary for slip occurrence, $c$ is the cohesion, and $\mu_s$ is the static friction ($\mu_s = \tan \varphi$, where $\varphi$ is the friction angle). For most rocks, the static friction ranges between 0.6 and 0.85 (Cappa and Rutqvist, 2011b, and references therein). To enable the capturing of a sudden slip (i.e., seismic event), we used a Mohr-Coulomb model with strain-softening frictional strength properties, consistent with a seismological slip-weakening fault model. In our quasi-static model, the frictional coefficient varies from a static...
value of 0.6 to a value of 0.2 when the strain on the fault zone is greater than a certain critical value ($10^{-3}$), and a rupture occurs (Cappa and Rutqvist, 2011a,b).

In a two-dimensional plane, the normal and shear stress acting on the fault plane (a line in a 2D model, Fig. 2) can be written as:

$$
\begin{align*}
\sigma_n &= \frac{1}{2}(\sigma_v + \sigma_h) - \frac{1}{2}(\sigma_v - \sigma_h) \cos 2\delta \\
\tau &= \frac{1}{2}(\sigma_v - \sigma_h) \sin 2\delta
\end{align*}
$$

(8)

where $\sigma_v$ is the vertical stress (in this case the maximum principal stress), $\sigma_h$ is the minimum horizontal stress (in this case also the minimum principal stress), and $\delta$ is the angle between the fault plane and the maximum principal stress direction (in this case $10^\circ$). According to Eq. 7, slip (shear failure) will be induced as soon as the shear stress ($\tau$) equals the shear strength ($\tau_s$), and for a cohesionless fault ($c = 0$), the slip will occur once the so-called ambient stress ratio ($\tau/\sigma_n$) exceeds the coefficient of static friction ($\mu_s$).

These equations can be still applied to a three-dimensional case in which a fault strikes parallel to the intermediate principal stress, which in this example would be the maximum horizontal stress ($\sigma_H$); the subsequent generalization to a full three-dimensional formulation is not difficult (Beer and Johnson, 1992).

Following the approach used by Cappa and Rutqvist (2011a,b; 2012) and Mazzoldi et al. (2012), the magnitude of a seismic event is estimated using empirical moment-magnitude relations. The
seismic moment ($M_0$) is first estimated for a ruptured patch on a fault following the well-known equation (e.g. Kanamori and Brodsky, 2004)

$$M_0 = GAd$$  \hspace{1cm} (9)

where $G$ is the rigidity (or shear modulus) of the medium (Pa), $A$ is the rupture area ($m^2$), and $d$ (m) is the average slip resulting along the fault zone when the shear stress drops and the frictional coefficient changes (Cappa and Rutqvist, 2011a,b,2012; Mazzoldi et al., 2012). In our 2D model, the rupture area ($A$) is considered to be circular, with a diameter equal to the rupture length simulated along the fault line, i.e., the rupture area is considered to be normal to the 2D plane and aligned with the intermediate stress.

The seismic magnitude can then be estimated by the equation proposed by Kanamori and Anderson (1975):

$$M = (\log_{10} M_0/1.5) - 6.1$$  \hspace{1cm} (10)

where the seismic moment ($M_0$) is in N·m. In our modeling, we are able to distinguish between the co-seismic fault slip ($d$), which is used to give an estimate of the seismic event, and the aseismic slip, which may produce a larger shear displacement on the fault plane, but is not causing seismicity.
Numerical simulations were carried out using the coupled fluid flow and geomechanical simulator TOUGH-FLAC (Rutqvist, 2011) based on the multiphase, multicomponent fluid flow and heat transport simulator TOUGH2 (Pruess et al., 2011) and on the geomechanical simulator FLAC\(^3\)D (ITASCA, 2009). TOUGH-FLAC has been applied to several problems relating deformation and fluid flow during underground CO\(_2\) sequestration (e.g., Rutqvist and Tsang, 2002; Rutqvist et al., 2010, 2011; Cappa and Rutqvist, 2011a,b, 2012; Mazzoldi et al., 2012; Rinaldi and Rutqvist, 2013). We used the ECO2N module, for which the equation of state for mixtures of water, NaCl, and CO\(_2\) was developed as applied to carbon sequestration studies (Pruess, 2005). The module reproduces, within the experimental error, the thermodynamics and thermophysical properties for the temperature, pressure and salinity conditions of interest (10 °C ≤ T ≤ 110 °C; P ≤ 600 bar; salinity up to full halite saturation). Simulations can be run either isothermally or nonisothermally, while phase conditions can be represented as a single (aqueous or CO\(_2\)-rich) phase or two-phase mixture. The fluid phase may appear or disappear, and the solid salt may precipitate or dissolve.

In both of the scenarios considered in this work (Fig. 2), the fault zone consists of a fault core bounded by a damage zone, which corresponds to a more permeable zone with a macroscopic fracture network (Fig. 1b; Cappa and Rutqvist, 2011a, and references therein). For the aims of this work, we simulated the fault core using a ubiquitous joint model, with finite thickness elements having anisotropic elasto-plastic properties (Table 1) and intensely jointed along a direction parallel to the fault plane—thus permitting the shear failure to occur along the fault itself. The damage zone is simulated as a poro-elastic medium (no slip occurs within the damage
zone) with finite thickness elements that have the same high permeability as the fault core and that can be subject to permeability changes due to variation in stress and/or strain. Such a fault zone (damage zone plus fault core) intersects a 2D plane-strain multilayer system (2 km × 2 km) with a dip angle of 80° and a length of 1 or 2 km (according the selected scenario, Fig. 2). The storage formation is 100 m thick and bounded at the top and bottom by a low-permeability 150 m thick formation, which, in turn, is surrounded by two other aquifers. Hydraulic and mechanical properties for the different layers (aquifers and caprock) are equal for both scenarios and are listed in Table 1 (after Cappa and Rutqvist, 2011a). These properties were kept constant during all the simulations performed, with the exception of the fault-zone properties.

We set the initial conditions assuming specific linear pore pressure and temperature gradients (9.81 MPa/km and 25°C/km, respectively), with atmospheric pressure of 0.1 MPa and temperature of 10°C at the ground surface, resulting in a pore pressure of 5 MPa and temperature of 22.5°C at the top boundary of our model (at 500 m depth). One of the most important parameters related to the reactivation of a fault zone is the initial in situ stress (Cappa and Rutqvist, 2011b; Mazzoldi et al., 2012). Mazzoldi et al. (2012), showed, for example, that the maximum earthquake magnitude for an undetected fault (1000 m long) may change from 2.7 to 3.5 when the stress ratio between horizontal (minimum) and vertical (maximum) stress varies within the range of a few percent (from 0.7 to 0.65). For all the simulations in this study, we kept a stress ratio ($\sigma_h/\sigma_v$) of 0.7, which is already a near-critical value for a fault striking along the intermediate horizontal stress, but may prevent (in some cases) the rupture from extending over the entire length of the fault zone (Cappa and Rutqvist, 2011b). Hence, we set the vertical stress gradient to 22,148 Pa/m and the corresponding horizontal stress gradient to 15,504 Pa/m. Using these gradients, the vertical stress and horizontal stresses at the depth of the reservoir (1500 m)
are respectively 33.2 and 23.3 MPa. At a real site, these stress values are important for controlling the injection pressure. For example, the vertical (or lithostatic) stress can easily be estimated from the weight of the overburden rock mass, and the injection pressure would be controlled to be below this value in order to avoid adverse mechanical effects such as fracturing. The horizontal stress might not be known or only estimated with considerable uncertainty, but is an important parameter to consider in order to avoid vertical fracturing of the caprock.

Boundaries were open for fluid flow (i.e., at constant pressure and temperature), except for the left boundary, where no flow occurred. Null displacement conditions were set normal to the left and bottom boundaries, whereas constant stress was imposed normal to the right and top boundaries (Fig. 2). The simulations were conducted in an isothermal mode, implying that the temperature gradient is maintained during the simulation, guaranteeing CO$_2$ under supercritical conditions at injection. Thermal effects may have an impact on the CO$_2$ distribution and conditions (e.g., viscosity, density). Temperature variations mostly impact the buoyancy effects; they will only slightly change the current results, which depend mostly on the fault permeability and pressure distribution. In terms of geomechanics, thermal effects may increase or decrease the poro-elastic deformation before fault reactivation, i.e., the time when a seismic event occurs (if it occurs) could be different. Moreover, the injection lasts for 5 years only and cooling would likely occur only in the region close to the injection well, although remarkable effects can arise over 30 years of injection.

We accounted for relative permeabilities and capillarity pressure using the van Genuchten (1980) functions. Van Genuchten parameters are listed in Table 1. CO$_2$ wettability and viscosity are implicitly considered within TOUGH2. Changes in viscosity increase or decrease the leakage
rate once the entire fault is filled with CO$_2$. A detailed discussion can be found in Rutqvist et al. (2007).

Two critical parameters in evaluating the short-term leakage and fault reactivation are (1) the initial fault permeability and (2) the CO$_2$ injection rate. For both scenarios, the initial permeability of the fault zone was varied from $10^{-16}$ to $10^{-14}$ m$^2$. Although sometimes the permeability of the fault core may be much smaller, ranging from $10^{-17}$ to $10^{-21}$ m$^2$, the values we selected are representative of the damage-zone permeability (Gudmundsson, 2000; Faulkner et al., 2006), which mostly affects fluid migration along a fault zone. The fault core and damage zone are discretized into a 3-block-wide zone, but with a small total width; hence, we represent the fault-zone permeability as homogeneous and corresponding to the damage-zone permeability (i.e., permitting the fluid to flow along the fault itself). The Young's modulus of the fault zone was set to 5 GPa (Gudmundsson, 2000; Faulkner et al., 2006).

The second critical parameter is the injection rate. The amount of CO$_2$ injected may vary from site to site. For example, at the In Salah (Algeria) CO$_2$ storage project, the injection occurred over three horizontal wells at a rate of about 0.5–1.0 million tons/yr, which corresponds to an average injection rate per well of about 10–15 kg/s (Shi et al., 2012; Rinaldi and Rutqvist, 2013).

In our simulations for Scenario #1 (Fig. 2a), CO$_2$ is injected as a point source at 1500 m depth, with a constant rate ranging from 0.002 to 0.1 kg/s/m, which would correspond, for a horizontal well 1000 m long, to an injection rate ranging from a reasonable low rate of 2 kg/s up to a very high rate of 100 kg/s. Note that the high rate (100 kg/s) is still less than what would be supplied from a typical coal power plant (Rutqvist and Tsang, 2002). Moreover, it is not unrealistic even with a rate 10 times that at In Salah, since the permeability in this example is about 1 order of
magnitude higher than that of In Salah, and the reservoir in this example is 5 times thicker, leading to 50 times higher transmissivity. For Scenario #2 (Fig. 2b), however, we needed to decrease the range from 2 to 12 kg/s, because the fault offset of 100 m results in a hydraulically confined CO₂ reservoir bounded on the right side by the offset part of the caprock. A higher injection rate would result in a rapid pore-pressure increase up to unrealistic values, and since the pressure should be one of the parameters monitored and controlled during injection, such an extreme pressure increase would not be allowed at a real storage project.

We carried out a large number of forward simulations, accounting for seven injection rate values (i.e., logarithmic scale for the Scenario #1 and linear scale for the Scenario #2) and five initial permeability fault values (i.e., every half-order magnitude for both scenarios). In total, 35 simulations were performed for each case of stress/strain-permeability coupling, i.e., about 100 simulations for each scenario.

RESULTS

In this section, the results of the two scenarios (Fig. 2) are analyzed. For each scenario, we first analyzed the amount of CO₂ that could leak into the upper aquifer as a function of the initial fault permeability and injection rate. According to Hepple and Benson (2005), a CO₂ storage project would be considered acceptable from a storage efficiency perspective if the amount of CO₂ leaking into a shallow potable water aquifer or ground surface were less than 0.1% per year. In our study, we focus only on the CO₂ that might leak through the fault zone within a short time of active injection (5 years). Then, at the end of the injection, assuming a maximum leakage rate of 0.1% per year, our threshold would be 0.5% of the total injected CO₂ over the entire 5-year
period. In this study, we define the CO$_2$ as “leaked” as soon as it migrates up above the single caprock layer, i.e., migrates above a 1300 m depth. This might be a very conservative definition, since at many injection sites, the overburden might consist of multiple layers, and leakage may be related to CO$_2$ migrating out of a storage complex into much shallower aquifers or the ground surface. Still, with a clear definition and a quantitative threshold values, i.e., 0.5% over 5 years in this case, we are able to compare the different scenarios and determine the critical parameters to be considered in the assessment of the potential for leakage associated with faults and fault reactivation, and this knowledge can be transferred to the analysis of real future CCS sites.

In addition to the analysis of leakage rates, we evaluated the potential for induced seismicity associated with injection-induced fault reactivation and the magnitude of the main seismic event (if any) as a result of a sudden (rapid) slip. Also in this case, the magnitude was analyzed as a function of the initial fault permeability and injection rate. Although the quantitative estimation of the moment magnitudes in our analysis are uncertain considering our simplified 2D model, we can still compare different cases and assess the relative potential for induced seismicity and event magnitudes in each case.

**Scenario 1**

Resulting leakage percentage for the scenario with a minor, undetected fault (1 km long) for three different cases are shown in Fig. 3. Fig. 3a shows the results for Case1, in which the permeability changes as a function of the mean stress (Eq. 1). The leakage rate is well below the 0.5% threshold, except in the case of a relatively high initial fault permeability, but only if the injection rate is very high. For example, as shown in Fig. 3a, no CO$_2$ leakage occurs after five years of injection when the initial permeability is relatively low ($10^{-16}$ m$^2$), even after injecting at the highest rate of 100 kg/s. Fig. 3b shows an example when the injection rate is 20 kg/s, in
which case the initial permeability is relatively low, and permeability changes are limited to less than half an order of magnitude, the CO$_2$ is confined within the injection reservoir, and no significant upward CO$_2$ migration occurs. However, if the initial permeability of the fault is as high as $10^{-14}$ m$^2$, and if the injection rate is very high (100 kg/s), then about 30% of the injected CO$_2$ would reach the upper aquifer within 5 years (Fig. 3a). Results show that in this case, the plume quickly moves upward along the fault zone, and after 5 years of injection, the plume reaches the upper aquifer at a depth of about 600 m (Fig. 3c). The permeability increases by one order of magnitude already after the first year of injection, and then rebounds to a half-order-magnitude increase after 5 years. This rebound in permeability is a result of decreasing fluid pressure within the fault, since pressure can be released into the upper reservoir along with leakage of brine and CO$_2$. It is worth noting that even for very high permeability, the leakage rate would be less than 5% if the injection rate were kept below 10 kg/s, which is still a good injection rate for a CO$_2$ storage project (Fig. 3a).

Fig. 3d shows the resulting leakage percentage for Case2, in which the permeability changes as a function of the total volumetric strain (Eq. 2). The results show a trend similar to Case1 for high initial fault permeability, with a permeability change of about one order of magnitude and a maximum of 25% leakage when the injection rate is 100 kg/s (Fig. 3f)—whereas no significant leakage occurs when the injection rate is lower than 10 kg/s (Fig. 3d). However, the trend is completely different for permeability lower than $10^{-15}$ m$^2$. In fact, while Eq. 2 with a 0.01 volumetric strain may produce up to 5-order-of-magnitude permeability changes within the fault core (where the strain may reach very high values in the worst case), the permeability changes are small in the damage zone, which undergoes only small strain. In this environment, the pressure would increase substantially for a high injection rate. Then, once the fault starts to
reactivate, the reservoir is already substantially overpressurized, and this pressure can only escape through the reactivating fault.

Fig. 3d shows the region where the injection pressure reaches a value greater than 35 MPa: a value barely exceeding the lithostatic (vertical) stress and much greater than the minimum principal stress at the same depth. For these values of pressure, the leakage percentage may reach values up to 40%. Fig. 3e shows the results for the case with a relatively low injection rate (20 kg/s) and low initial fault permeability \(10^{-16} \text{ m}^2\), which increases by one order of magnitude already after the first year of injection. After 5 years the permeability is increased by two orders of magnitude in the part of the fault bounded by the upper part of the caprock, where the volumetric strain increases substantially when the fluids are passing through, resulting in a leakage of brine and CO\(_2\) of about 4% of the total injected CO\(_2\).

Finally in Case3, we simulated the permeability and porosity as a function of the normal stress and plastic strain (Eqs. 3 and 4). Results are shown in Fig. 3g: the percentage of leakage in this case is very similar to Case1, but with slightly higher values for very high injection rates (greater than 70 kg/s). A leakage exceeding the 0.5% threshold occurs only for very high injection rates (greater than 30 kg/s). Figures 3h and 3i show two resulting CO\(_2\) plume and permeability changes for a case with 20 kg/s injection rate with initial permeability \(10^{-16} \text{ m}^2\) and 100 kg/s injection rate with initial permeability \(10^{-14} \text{ m}^2\), respectively. The plumes for these two simulations are very similar to the plumes for corresponding simulations in Case1, although the permeability changes are slightly different, with more changes in Case3, especially within the fault section bounded by the caprock.
In terms of induced seismicity, with our model, it is very likely to trigger a seismic event within this scenario only for high injection rates (Fig. 4). Specifically, Case 1 features events of at least magnitude 2 only for injection rates greater than 30 kg/s and initial permeabilities lower than $10^{-15}$ m$^2$ (Fig. 4a). With initial low permeability ($10^{-16}$ m$^2$), the rupture length and mean slip along the fault depend on the injection rate (Fig. 4b). As the permeability increases, the fault reactivation requires a higher injection rate (Fig. 4a and c). For low injection rates, the overpressure never reaches a limit value that would induce an earthquake (red and black lines in Fig. 4c), and when the initial fault permeability is high, the overpressure distributes much faster along the fault, avoiding the pressure buildup within the fault zone (Fig. 4a). In the worst-case scenario, the high overpressure due to high injection rate (100 kg/s) may distribute along the fault, producing a larger rupture at the time of failure (green line in Fig. 4c).

For Case 2, some events occur at lower injection rates, since (as explained above) the permeability changes occur mostly within the fault core and not in the damage zone, allowing a greater pressure for lower injection rates, and increasing the probability for triggering seismicity (Fig. 4d). In fact, an event of magnitude 2.7 occurs for an injection rate of 20 kg/s and initial fault permeability of $10^{-16}$ m$^2$ (Fig. 4e). A higher initial fault permeability requires a higher injection rate to trigger an event. Fig. 4f shows the resulting displacement for injection rates of 20 kg/s (black line), 50 kg/s (red line), and 100 kg/s (green line) for a fault with initial permeability of $10^{-15}$ m$^2$. Note that a bigger displacement occurs for the 50 kg/s injection rate compared to the 100 kg/s case. This is because the event for the lower injection rate occurs at a later time (85 days compared to the 27 days of the 100 kg/s case), thereby allowing the pressure to distribute more extensively along the fault, triggering a larger rupture.
Case 3 is also similar to Case 1 in terms of seismic magnitude, except that in Case 3, seismic events are also likely to occur for a fault permeability up to \(10^{-15} \text{ m}^2\) (Fig. 4g). In fact, for low initial fault permeability, the slip occurring on a fault is very similar to Case 1 (Fig. 4h), although the rupture area is a little smaller for an injection rate of 50 kg/s (red line). A similar slip to that in Case 1 occurred for a higher initial fault permeability and high injection rate (100 kg/s, green line in Figs. 4c and 4i). However, in Case 3, seismic events may occur also for lower injection rates, although such events would require a much longer time for the fault to be reactivated (Fig. 4i, red line - 215 d), hence reactivating a larger area, producing a larger event (M = 3.6).

The magnitude of seismic events and the percentage of leakage are not always correlated, and when an event occurs, a high, short-term leakage is not always associated with that kind of scenario. For example, in Case 1, a seismic event of magnitude 3 occurs for a permeability of \(3 \times 10^{-16} \text{ m}^2\), but still no leakage is observed after five years of injection at more than 50 kg/s. The poor correlation means that a single event was in this case not enough to substantially change the permeability along the entire fault length. Consequently, even if some changes in permeability occur, this does not mean that the CO\(_2\) would be able to migrate along the entire fault, breaking through the caprock and entering the overlying aquifer.

However, after the first slip, stresses on the fault dissipate along with shear and friction, and our slip-weakening model does not permit the stress to accumulate after the first drop. Therefore, the current analysis does not consider the effects of multiple seismic events.

Fig. 5 shows an example of fluid-pressure temporal evolution at the injection point, with a rate of 100 kg/s for the three cases (green line for Case 1, black line for Case 2, and red line for Case 3) with initial permeability \(10^{-16} \text{ m}^2\) (Fig. 5a) and \(10^{-15} \text{ m}^2\) (Fig. 5b). Results show that the fault
reactivation occurs at about 24 MPa for all the cases assuming the low initial fault permeability (Fig. 5a). Note that this reactivation pressure is slightly higher than the minimum principal stress at the same depth. The maximum pressure is reached within the first 200 days, with a value around 30 MPa for Case1 and Case3. Permeability changes along the fault zone become substantial and the pressure drops to around 22 MPa at the end of the 5 years of injection (Fig. 5a, green and red line). Case2, as explained earlier, features permeability changes only within the fault core, and very small changes occur in the damage zone. With a lower average permeability, the pressure potentially increases up to 40 MPa, i.e., an unrealistic value, at which point the simulation was terminated (Fig. 5a, black line).

The pressure evolution differs somewhat when considering a higher initial fault permeability of $10^{-15}$ m$^2$ (Fig. 5b). Reactivation always occurs at the same pressure, which is slightly higher than before (25 MPa). The maximum pressure may increase as much as 27 MPa (for Case1 and Case3) and 33 MPa (for Case2) after about 200 days of injection, only to decrease for all three cases to about 20 MPa at the end of the 5 years of injection (Fig. 5b).

**Scenario 2**

In this scenario, the fault zone is large and extensive (intersecting the entire 2 km thickness of the model) with an initial shear offset of 100 m, causing the multilayer system to be spatially shifted across the fault zone. For this reason, the central aquifer, where the CO$_2$ is injected, is hydraulically bounded on the right side by the shifted caprock. With the injection zone being hydraulically bounded, the pressure increases more rapidly for a given injection rate and the pressure might quickly exceed the minimum principle stress. Hence, we considered a smaller range of injection rates from 2 to 12 kg/s (which is still within the same order of magnitude as the injection at the In Salah CO$_2$ storage project—Shi et al., 2012; Rinaldi and Rutqvist, 2013).
Within this range of injection rates, it is very unlikely that a notable leakage would occur, and only for a very high fault initial permeability does some few percent (less than 8%) of the CO₂ leak into the upper aquifer (Figs. 6a and 6g). The explanation is that for low permeability, the CO₂ actually starts moving upward along the fault, but when it reaches the offset aquifer at the foot wall, the CO₂ migrates into this high-permeability aquifer rather than continuing upward by buoyancy (Figs. 6b and 6h). Some CO₂ migrates upward only for the case of a fault-zone permeability comparable to that of the aquifer permeability (Figs. 6c and 6i). In this scenario, injection pressure is generally much higher, since the injection reservoir is hydraulically bounded by the offset fault, and the higher pressure results in a greater permeability increase for Case1 and Case3. As shown in Figs. 6b and 6h, the permeability increases by as much as two orders of magnitude in the case of a relatively low initial fault permeability of 10⁻¹⁶ m². For a relatively high initial fault permeability of 10⁻¹⁴ m², the permeability increases are limited to less than one order of magnitude (Figs. 6c and 6i).

One small exception occurred for Case2 (Fig. 6d). As explained earlier for Scenario #1, when the permeability changes as a function of the volumetric strain, the permeability will change mostly within the fault core rather than within the damage zone. Then, when considering Case2 for Scenario #2 with low initial permeability within the fault zone (10⁻¹⁶ m²), the fault core undergoes a very high permeability change (up to a 5-order-of-magnitude change after 1 year—Fig. 6e) compared to the surrounding damage zone, and the CO₂ will keep migrating upward along the fault core, as in a channel, and finally the CO₂ leaks into the upper aquifer (Fig. 6e). In the field, we may envision this channel developing at the interface between the fault core and the damage zone. Assuming a higher initial permeability for Case2 will then result in a leakage rate similar to Case1 and Case3 (Fig. 6f).
Much more interesting in this Scenario #2 is the relationship between magnitude of induced seismic events and leakage percentage (Fig. 7). Because of the scenario configuration (Fig. 2b), the hydraulically confined injection aquifer is easier to pressurize, and therefore seismicity can be triggered even for a smaller injection rate. For this scenario, we also found it notable that a seismic event might be produced even though the leakage rate is very low or null. For example, for all three simulated cases with low initial fault permeability (less than $10^{-15}$ m$^2$), events of magnitude in the range 2–3.5 are very likely, even without leakage into the upper aquifer.

The results show basically no correlation between earthquake magnitude and leakage percentage. Rather, for most of the simulated cases in this scenario, a fault reactivation does not imply changes in permeability that would compromise the containment of the CO$_2$. This also means that in the case of a larger fault zone, the presence of seismic activity does not always imply a significant deterioration of caprock sealing properties. Again, the lack of correlation indicates that permeability changes do not affect the entire length of the fault; hence, the fault itself does not represent a preferential pathway for fluid to leak into the upper aquifer, within the range of simulated values.

In terms of seismic magnitude itself, the three cases show approximately the same values for all the different combinations, with reactivation occurring in most of the cases (except for cases with very high initial fault permeability and very low injection rate). Results also show events of greater magnitude for a lower injection rate. For example, in Case2, the event magnitude estimation for the simulation with injection rate of 4 kg/s and permeability of $10^{-15}$ m$^2$ is about 3.1 (Fig. 7f, black line), while for the same permeability, the simulation with 12 kg/s results in an event of magnitude 2.8 (Fig. 7f, green line). This effect may be explained in terms of timing: for
lower injection rates (4 kg/s), the system will require a longer time to increase the pressure up to the critical value for reactivation (384 days), and then the pressure itself has already been distributed much more extensively along the fault, producing at the time of reactivation a larger rupture compared to the case with higher injection rate (12 kg/s).

Fig. 8 shows an example of pressure evolution at the source for the three considered cases with injection rate 12 kg/s and with initial fault permeability of $10^{-16}$ m$^2$ (Fig. 8a) and $10^{-15}$ m$^2$ (Fig. 8b). The trend is different when compared to Scenario #1 (Fig. 5). First of all, the fault reactivation always occurs at a lower pressure (about 21 MPa for both permeabilities and for each case) and at a later time (about 100 days), indicating that the pressure has distributed more extensively along the fault, and a lower pressure is required for reactivation. Moreover, in this scenario, fluid pressurization occurs only on one side of the fault, leading to higher induced shear stress across the fault, which may also contribute to the lower pressure required for reactivation. For Case1 (green line in Fig. 8), after the reactivation, the pressure increases to reach a peak value after about 400 days, remaining at an approximately steady value until 1000 days, at which point an additional pressure increase occurs when CO$_2$ reaches the fault and starts to migrate upward and then laterally into the offset reservoir encountered in the foot wall of the fault (Fig. 6a and 6b). The same trend is observed for Case3, although with lower values. Case2 is the only case in which a substantial leakage occurs for both permeabilities (Fig. 6d). The CO$_2$ leakage into the upper aquifer results in a pressure drop of about 10 MPa for a low initial fault permeability of $10^{-16}$ m$^2$ and about 4 MPa for an initial fault permeability of $10^{-15}$ m$^2$. This drop in pressure in these cases is caused by the substantial (up to 5 orders of magnitude) permeability increase occurring along the fault core. Again, in the field, we may envision this as localized...
shearing, creating a discrete open channel at the interface between the fault core and the damage zone.

**DISCUSSION AND CONCLUSION**

In this paper, we modeled the potential fault reactivation and CO$_2$ leakage through a fault zone during geological carbon sequestration activities in a series of different scenarios, including different geometries of the reservoir/caprock/fault system and different mechanical-dependent permeability laws. Specifically, we examined the short-term capability (i.e., during 5 years of active injection) of a fault zone to act as a pathway for upward migration of CO$_2$ by overpressure and buoyancy, and the potential for induced seismicity and seismic event magnitudes that could be triggered.

Our results show a poor correlation between seismic events and leakage, meaning that a single, relatively small-magnitude (between 2 and 3.5) event is not sufficient to substantially change the permeability along the entire fault length. Consequently, even if some changes in permeability would occur, the CO$_2$ does not migrate upward along the entire fault, and it may not break through the entire thickness of the caprock. Moreover, results also show that injecting at a low rate with a slow reservoir pressure increase does not imply less risk of inducing a seismic event, because the overpressure needed to trigger an event is always the same, independent of the injection rate or initial fault permeability.

We carried out a large number of simulations (about 200 simulations in total, i.e., 100 for each scenario) to determine how leakage rate and seismic magnitudes may be affected by injection.
rates, fault permeability, and induced permeability changes for two different scenarios. The first scenario represented a minor, undetected fault zone (i.e., 1 km long) with no offset, while the second scenario represented a larger fault zone with an initial shear offset of 100 m.

For Scenario #1, results showed that a substantial amount of CO₂ may leak through the fault zone only in the case of a very high injection rate (more than 50 kg/s), or if the initial fault permeability were very high (10⁻¹⁴ m²). Fault reactivation also occurred for high injection rates (more than 30 kg/s), especially when initial fault permeability is low (10⁻¹⁶ m²).

For Scenario #2, results never showed substantial leakage, even though the injection-rate range was reduced to prevent an unrealistic pressurization of the aquifer. Most of the simulations performed never resulted in short-term CO₂ leakage into the upper aquifer, although the simulations showed that some few percentage of CO₂ (around 8%) may leak when the injection rate is high (12 kg/s) and the initial fault permeability is also high (10⁻¹⁴ m²). Although no notable leakage occurred, most of the simulations in Scenario #2 were characterized by fault reactivation, producing seismic events of magnitude in the range of 2–3.5.

Consequently, our results show that a seismic reactivation may occur without significantly affecting the potential for leakage through a fault zone. This is also true for a small fault; a high injection rate is needed for reactivation, since permeability changes do not allow the pressure to accumulate. The seismic reactivation without leakage is more evident in Scenario #2, in which it is possible to simulate an induced earthquake even when using a relatively small injection rate.
Moreover, inclusion of rock heterogeneities (both mechanics and hydraulic properties) in the model will decrease the risk of leakage, and will help the CO$_2$ to be confined within the injection reservoir. Indeed, Jeanne et al. (2013b,c) demonstrated that for the same injection rate, fault length, and dip, as well as boundary and initial conditions, while the pressure increase is the same for homogeneous and heterogeneous models (hence producing the same fault slip), the amount of CO$_2$ leaking is definitely lower for a heterogeneous fault zone.

Note that while our model is the most current and comprehensive that we know of, it still includes a few approximations. The first (and probably the most important) is that we are only using a 2D model. Thus the question remains, what will change when considering a full 3D formulation? In theory, if the fault were not symmetric, the overpressure would be smaller and more distributed in space, and a higher injection rate would be necessary to reach the failure point. Moreover, complex 3D fault geometries, such as relay zones and step-overs, are not considered in this analysis. Step-overs and relays are likely to have a rate-limiting impact on the integrity of any CO$_2$ storage (e.g., Micklethwaite & Cox, 2004; Sheldon & Micklethwaite, 2007).

A second major approximation is that we can basically simulate only an induced event followed by mostly aseismic deformation. Thus, another question remains, will a series of notable (felt) earthquakes compromise the integrity of the system, allowing the fluids to move faster (and better) along the fault zone? However, in the field, if a felt seismic event occurs, the operators could reduce the injection rate to reduce the overpressure and try to avoid more seismic events. However, such action would not necessarily guarantee a cessation of events: at Basel, the biggest seismic event occurred after shutting down the injection.
As shown by Ingebritsen and Manning (2010), permeability of a seismically active region may reach very high values, which would favor the escape of the CO$_2$ through the fault zone. Especially in the case of high-magnitude aftershocks sequence, there were few indications of high permeability during natural events as high as $10^{-11}$ m$^2$ (e.g., during the 1997 Umbria-Marche seismic sequence in Northern Italy – Miller et al., 2004) or even higher (e.g., Doby earthquake sequence, central Afar – Noir et al., 1997). However, during anthropogenic activity, such water disposal or geothermal stimulation, a 100-fold increase relative to pre-stimulation conditions was found, for example at Basel (Evans et al., 2005). Moreover, a review of ~90 cases by Talwani et al. (2007) showed that permeability in the regions experiencing injection-induced episodes is on the order of $10^{-15} – 10^{-13}$ m$^2$ at ~3 km depth. In our work, we considered permeabilities in the range proposed by Manning and Ingebritsen (1999) for an inactive crust, since injection should be performed in a safe zone (i.e., one that is not seismically active). We also found an appropriate 2-orders-magnitude increase in permeability, in agreement with observations (Evans et al., 2005; Talwani et al., 2007).

Finally, while the analyses presented in this paper serve as a baseline covering a range of scenarios and mechanisms, they still contain some limitations, including simplified 2D analysis of a 3D problem and the use of a simple slip-weakening fault rupture model with a fixed peak and residual strength (which can have a substantial effect on simulation results). For future analyses, a more complete rate-and-state formulation for fault friction evolution should be used to study the effects of multiple rupture events over long-term injections. Other aspects to be fully addressed are (1) the size of the reservoir and (2) the effects of a system with multiple caprocks and reservoirs.
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Table 1. Mechanical and hydraulic properties used in the numerical modeling for both scenarios #1 and #2 for each domain. Listed porosity and permeability for the fault zone represent the initial non-stressed value (after Cappa and Rutqvist, 2011a).

<table>
<thead>
<tr>
<th>Layer</th>
<th>Upper Aquifer</th>
<th>Central Aquifer</th>
<th>Basal Aquifer</th>
<th>Caprock Aquifer</th>
<th>Fault Aquifer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young's modulus, $E$ (GPa)</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Poisson's ratio, $\nu$ (-)</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>Rock density, $\rho$ (kg/m$^3$)</td>
<td>2260</td>
<td>2260</td>
<td>2260</td>
<td>2260</td>
<td>2260</td>
</tr>
<tr>
<td>Peak friction angle, $\varphi$ (°)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>31</td>
</tr>
<tr>
<td>Residual friction angle, $\varphi$ (°)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>11</td>
</tr>
<tr>
<td>Dilation angle, $\psi$ (°)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10</td>
</tr>
<tr>
<td>Porosity, $\varphi$ (%)</td>
<td>10</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Permeability, $\kappa$ (m$^2$)</td>
<td>$10^{-14}$</td>
<td>$10^{-13}$</td>
<td>$10^{-16}$</td>
<td>$10^{-19}$</td>
<td>$10^{-16} - 10^{-14}$</td>
</tr>
<tr>
<td>Residual CO$_2$ saturation (-)</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Residual liquid saturation (-)</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Van Genuchten (1980), $\rho_0$ (kPa)</td>
<td>19.9</td>
<td>19.9</td>
<td>621</td>
<td>621</td>
<td>19.9</td>
</tr>
<tr>
<td>Van Genuchten (1980), $m$ (-)</td>
<td>0.457</td>
<td>0.457</td>
<td>0.457</td>
<td>0.457</td>
<td>0.457</td>
</tr>
</tbody>
</table>
**Figures captions**

*Figure 1.* (a) Sketch of a normal fault illustrating the geometrical and mechanical variables used to estimate the seismic moment \( (M_0) \) \((L = \text{fault length}, W = \text{fault width}, A = \text{ruptured area (grey dashed zone)}, d = \text{final fault displacement, } \mu = \text{shear modulus of the crust})\). (b) Close-up view of the typical internal structure of a fault zone, from the core zone through the intensively fractured damage zone and the less fractured transition zone to the unfractured host rock.

*Figure 2.* Simulated scenarios with initial and boundary conditions. (a) Configuration for an undetected fault, 1 km long with no offset. (Mazzoldi et al., 2012). Figure also shows the orientation of the considered stress in this 2D models; (b) Configuration for a long fault, with 100 m offset and extending for the entire 2 km domain (Cappa and Rutqvist, 2011a,b, 2012).

*Figure 3.* Percentage of CO\(_2\) leaking into the upper aquifer as a function of fault permeability and injection rate for a 1 km-long fault with no offset, and resulting plume and permeability increase for single simulation with injection rate 20 kg/s and initial fault permeability \(10^{-16} \text{ m}^2\), and injection rate 100 kg/s and initial fault permeability \(10^{-14} \text{ m}^2\) (a, b, c) Case1: fault permeability changes calculated as function of mean stress. (d, e, f) Case2: fault permeability changes calculated as a function of the volumetric strain. The white contour in figure d indicates the region where the injection pressure exceeded 35 MPa. (g, h, i) Case3: fault permeability changes calculated as a function of both fault normal stress and plastic shear and tensile strain.

*Figure 4.* Magnitude of a single event due to a sudden slip along the 1 km-long fault zone with no offset as a function of initial fault permeability and injection rate, and resulting displacement for single simulation with injection rate 20 kg/s (black line), 50 kg/s (red line) and 100 kg/s (black line), and initial fault permeability \(10^{-16} \text{ m}^2\) and \(10^{-15} \text{ m}^2\) (a, b, c) Case1: fault permeability changes calculated as function of mean stress. (d, e, f) Case2: fault permeability changes
calculated as a function of the volumetric strain. (g, h, i) Case3: fault permeability changes calculated as a function of both fault normal stress and plastic shear and tensile strain.

Figure 5. Example of pressure evolution at the injection point for the 1 km-long fault zone with no initial shear offset. (a) injection rate 100 kg/s and initial fault permeability $10^{-16}$ m$^2$ and (b) injection rate 100 kg/s and initial fault permeability $10^{-15}$ m$^2$ for the three different cases: Case1 (green line), Case2 (black line), and Case3 (red line). The “star” symbol corresponds to the rapid response to injection, the “point” symbol corresponds to the pressure peak, and the “square” symbol correspond the pressure at the end of our injection scenario (i.e. 5 years).

Figure 6. Percentage of CO$_2$ leaking into the upper aquifer as a function of permeability and injection rate for a long fault (length greater than 2 km) with 100 m initial shear offset, and resulting plume and permeability increase for single simulation with injection rate 12 kg/s, and initial fault permeability $10^{-16}$ m$^2$ and $10^{-14}$ m$^2$. (a, b, c) Case1: fault permeability changes calculated as function of mean stress. (d, e, f) Case2: fault permeability changes calculated as a function of the volumetric strain. (g, h, i) Case3: fault permeability changes calculated as a function of both fault normal stress and plastic shear and tensile strain.

Figure 7. Magnitude of a single event due to a sudden slip along the 1 km-long fault zone with no offset as a function of initial fault permeability and injection rate, and resulting displacement for single simulation with injection rate 4 kg/s (black line), 8 kg/s (red line) and 12 kg/s (black line), and initial fault permeability $10^{-16}$ m$^2$ and $10^{-15}$ m$^2$ (a, b, c) Case1: fault permeability changes calculated as function of mean stress. (d, e, f) Case2: fault permeability changes calculated as a function of the volumetric strain. (g, h, i) Case3: fault permeability changes calculated as a function of both fault normal stress and plastic shear and tensile strain.

Figure 8. Example of pressure evolution at the injection point for the long fault zone (length greater than 2 km) with a 100 m initial shear offset. (a) injection rate 12 kg/s and initial fault
permeability $10^{16}$ m$^2$ and (b) injection rate 12 kg/s and initial fault permeability $10^{15}$ m$^2$ for the three different cases: Case1 (green line), Case2 (black line), and Case3 (red line). The “star” symbol corresponds to the rapid response to injection, the “point” symbol corresponds to the pressure peak, and the “square” symbol correspond the pressure at the end of our injection scenario (i.e. 5 years).
**SCENARIO 1**  
(Mazzoldi et al., 2012)

- **Fault**
- **Upper aquifer**
- **Caprock**
- **Basal aquifer**

- Injection at -1500 m
- Initial stress ratio $\sigma_H = 0.7 \sigma_V$

**SCENARIO 2**  
(Cappa & Rutqvist, 2012)

- **Fault**
- **Upper aquifer**
- **CO$_2$ reservoir**
- **Caprock**
- **Basal aquifer**

- Injection at -1500 m
- Initial stress ratio $\sigma_H = 0.7 \sigma_V$
Figure 4

Magnitude of seismic event

(a) Injection rate 1 km well (kg/s)

(b)  

- \( I = 20 \) kg/s - No Rupture
- \( I = 50 \) kg/s \( \text{M} = 2.8 \) (397 m) \( t = 45 \) d
- \( I = 100 \) kg/s \( \text{M} = 2.6 \) (300 m) \( t = 17 \) d

(c)  

- \( I = 20 \) kg/s - No Rupture
- \( I = 50 \) kg/s - No Rupture
- \( I = 100 \) kg/s \( \text{M} = 3.2 \) (686 m) \( t = 40 \) d

(d)  

- \( P_{\text{inj}} > 35 \) MPa

(e)  

- \( \kappa_f = 10^{-16} \) m²

(f)  

- \( \kappa_f = 10^{-15} \) m²

(g)  

- \( \kappa_f = 10^{-16} \) m²

(h)  

- \( \kappa_f = 10^{-16} \) m²

(i)  

- \( \kappa_f = 10^{-15} \) m²
Figure 6

Percentage of leakage
Figure 7

Magnitude of seismic event

(a) Injection rate 1 km well

(b) $\kappa_f = 10^{-16} \text{ m}^2$

(c) $\kappa_f = 10^{-15} \text{ m}^2$

(d) Injection rate 1 km well

(e) $\kappa_f = 10^{-16} \text{ m}^2$

(f) $\kappa_f = 10^{-15} \text{ m}^2$

(g) Injection rate 1 km well

(h) $\kappa_f = 10^{-16} \text{ m}^2$

(i) $\kappa_f = 10^{-15} \text{ m}^2$

Legend:

- I = 4 kg/s $M = 2.9$ (379 m) $t = 289$ d
- I = 8 kg/s $M = 2.8$ (352 m) $t = 148$ d
- I = 12 kg/s $M = 2.7$ (347 m) $t = 96$ d

- I = 4 kg/s $M = 2.8$ (364 m) $t = 326$ d
- I = 8 kg/s $M = 2.7$ (337 m) $t = 168$ d
- I = 12 kg/s $M = 2.7$ (332 m) $t = 111$ d

- I = 4 kg/s $M = 2.9$ (379 m) $t = 297$ d
- I = 8 kg/s $M = 2.8$ (352 m) $t = 148$ d
- I = 12 kg/s $M = 2.7$ (347 m) $t = 98$ d

- I = 4 kg/s - No Rupture $M = 3.3$ (667 m) $t = 186$ d
- I = 8 kg/s $M = 3.1$ (412 m) $t = 155$ d
- I = 12 kg/s $M = 2.9$ (369 m) $t = 100$ d

- I = 4 kg/s - No Rupture $M = 3.1$ (489 m) $t = 193$ d
- I = 8 kg/s $M = 3.1$ (489 m) $t = 193$ d
- I = 12 kg/s $M = 3.1$ (489 m) $t = 193$ d

Log(permeability) vs. Injection rate 1 km well.

Log(permeability) vs. Injection rate 1 km well.

Log(permeability) vs. Injection rate 1 km well.
Figure 8

(a) inj. rate 12 kg/s - $\kappa = 10^{-15} \text{ m}^2$

Max. P Case1 = 32.7 MPa
Max. P Case2 = 32.2 MPa
Max. P Case3 = 24.8 MPa

5 yr P Case1 = 32.6 MPa
5 yr P Case2 = 19.9 MPa
5 yr P Case3 = 24.5 MPa

React. P Case1 = 21.4 MPa
React. P Case2 = 22.4 MPa
React. P Case3 = 21.5 MPa

(b) inj. rate 12 kg/s - $\kappa = 10^{-16} \text{ m}^2$

Max. P Case1 = 23.4 MPa
Max. P Case2 = 26.8 MPa
Max. P Case3 = 22.4 MPa

5 yr P Case1 = 22.4 MPa
5 yr P Case2 = 23.3 MPa
5 yr P Case3 = 21.7 MPa

React. P Case1 = 20.7 MPa
React. P Case2 = 21.1 MPa
React. P Case3 = 20.7 MPa
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