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Abstract

We present a clustering technique addressing redundancy for bounded-distance clusters, which means being able to determine the minimum number of cluster-heads per node, and the maximum distance from nodes to their cluster-heads. This problem is similar to computing a \((k,r)\)-dominating set, \((k,r)\)-DS, of the network. \((k,r)\)-DS is defined as the problem of selecting a minimum cardinality vertex set \(D\) of the network such that every vertex \(u\) not in \(D\) is at a distance smaller than or equal to \(r\) from at least \(k\) vertices in \(D\). In mobile ad hoc networks (MANETs), clusters should be computed distributively, because the topology may change frequently. We present the first centralized and distributed solutions to the \((k,r)\)-DS problem for arbitrary topologies. The centralized algorithm computes a \((k \cdot \ln \Delta)\)-approximation, where \(\Delta\) is the largest cardinality among all \(r\)-hop neighborhoods in the network. The distributed approach is extended for clustering applications, while the centralized is used as a lower bound for comparison purposes. Extensive simulations are used to compare the distributed solution with the centralized one. As a case study, we propose a novel multi-core multicast protocol that applies the distributed solution for the election of cores. The new protocol is compared against PUMA, one of the best performing multicast protocols for MANETS. Simulation results show that the new protocol outperforms PUMA on the context of static networks.
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1. Introduction

In mobile ad hoc networks (MANETs), hierarchical architectures can be used to prolong the network’s lifetime [1–3], attain load balancing [4], and increase network scalability [5,6]. Clustering is the problem of building a hierarchy among nodes [7]. The substructures that are collapsed in higher levels are called clusters. In each cluster, at least one node may represent the cluster, and this node is usually called a cluster-head. The network can then be abstracted such that any cluster-head connects to
another cluster-head whenever there is at least one node in each cluster directly connected to each other.

Clustering usually entails the computation of a dominating set (DS) of the network. The domination problem seeks to determine a minimum number of nodes $D$ (called dominating nodes or cluster-heads), such that any node $i$ not in $D$ is adjacent to at least one node in $D$. The computation of a DS of minimum cardinality for arbitrary graphs is known to be NP-complete [8].

A variety of conditions may be imposed on the dominating set [9]. The $(k,r)$-DS problem [10] has been defined as the problem of selecting a minimum cardinality vertex set $D$ of a graph $G = (V,E)$, such that every vertex $u$ not in $D$ is at a distance smaller than or equal to $r$ (distance domination) from at least $k$ (multiple domination) vertices in $D$. The problem of computing a $(k,r)$-DS of minimum cardinality for arbitrary graphs is also NP-complete [10].

When selecting dominating nodes, redundancy is achieved by choosing a value for the parameter $k$ greater than one. At the same time, the distance parameter $r$ allows increasing local availability by reducing the distance to the dominating nodes. Depending on the requirements, problems that require the computation of a DS can be solved by setting the two dominating parameters appropriately.

Section 2 discusses the related work. Surprisingly, to date, there is no clustering technique addressing redundancy for bounded-distance clusters, which means being able to determine the minimum number of cluster-heads per node, and the maximum distance from nodes to their cluster-heads.

The main contribution of this work consists of providing a framework for building flexible hierarchies for clustering with the support for fault-tolerant applications. The $(k,r)$-DS could be applied to solve a large variety of problems, of which we mention two below.

Hierarchical routing: By grouping clusters into super-clusters, and so on, an $m$-level hierarchical clustering [11] structure can be built. Some approaches [12] target wired networks assuming that the predefined hierarchical address of each node reflects its position within the hierarchy. During the early days of packet radio networks (PRNET's), hierarchical routing had been considered for reducing the routing cost and improve the performance of the network [13]. In MANETs, group mobility is usually assumed when deriving hierarchical clusters [14,15]. However, none of the existing solutions address redundancy within the hierarchical structures. Instead of having just one cluster-head representing a group of nodes, hierarchies could account for node failures by deploying multiple cluster-heads within each sub-structure (i.e., domain). Nodes within the same domain would have alternate access points when accessing nodes outside their own domain, and adjacent domains could be connected among each other through alternate paths. Furthermore, load balancing could be explored by routing packets via alternate paths connecting any pair of nodes.

Core placement in shared-tree multicasting: Instead of deploying just one core per multicast group (e.g., like in core based trees [16]), multiple cores can be selected within regions of variable radius in the network. That is, multicast members have the choice of joining multiple cores within a maximum distance. More than one core provides a certain degree of fault-tolerance, and a maximum distance to the cores can reduce the average end-to-end delay.

Demand-driven applications in sensor networks [17]: Multiple sinks can be distributed in a sensor network to provide some degree of fault-tolerance, and a maximum distance from nodes to sinks could support a bounded report delay. Sinks could also be organized in a multi-level hierarchy, where sinks aggregate data collected from their domain, and transmit it to a higher level sink.

We propose the first centralized and distributed solutions to the $(k,r)$-DS problem for arbitrary network topologies. The centralized solution, presented in Section 3, provides an approximation to the optimal solution, and is used as a lower bound when evaluating the performance of the distributed solution. Section 4 presents our distributed solution, which is applicable to ad hoc networks, given that it relies on information limited to the neighborhoods of nodes. Section 5 addresses the performance of our distributed solution compared to the centralized one. Section 6 presents a novel multi-core multicast protocol that applies the distributed solution for the election of cores. Section 7 concludes this work. In Appendix A, we present the analysis of both algorithms.

2. Related work

Clustering based on domination in graphs has been explored extensively. Chen et al [18] explore
independent dominating sets (IDS) for computing cluster such that cluster-heads are at least \( k + 1 \) hops from each other. However, the use of IDS for clustering is not recommended when the topology changes, because cluster-head changes may propagate throughout the network, an effect that has been called the chain reaction [19]. Hence, DSs are preferred for clustering in ad hoc wireless networks.

The simplest form of dominating sets, \((1,1)\)-DS, have been explored extensively for enhancing broadcasting and routing in wireless ad hoc networks \([2,20–33]\). The \((1,2)\)-CDS (two-hop connected dominating set) has also been applied to improve the network discovery process in on-demand routing protocols \([34]\).

Max–Min \([35]\) is an election-based distributed solution for the \((1,r)\)-DS problem, which takes \( 2r \) rounds to complete, where a round is defined as the reliable exchange of a message between a node and its neighbors. Cluster-heads are computed during the first \( r \) rounds, and nodes decide which dominating nodes are going to be their cluster-heads during the subsequent \( r \) rounds. The authors also show that the problem of computing the minimum \( r \)-hop dominating set is NP-complete for unit-disk graphs \([36]\).

Liang and Hass \([37]\) proposed a distributed algorithm to compute \((1,r)\)-DS. The algorithm is a distributed version of greedy set cover (GSC), producing dominating sets with the same cardinality as the centralized solution for this problem. However, their solution requires the \( 2r \)-hop neighborhood information.

A natural greedy solution to the \((1, r)\)-DS problem has also been applied for core placement in multicast trees with multiple cores \([38]\). This solution is intended for wired networks, and requires knowledge of the entire topology.

Belding-Royer \([39]\) proposed using one-level and multi-level clustering for scalable ad hoc hierarchical routing. One-level clusters are computed using a distributed DS algorithm, and the multi-level approach is similar to the \( d \)-hop DS problem, where each level-\( n \) cluster-head is a cluster-head for some level-\((n – 1)\) cluster-head. Some approaches (e.g., the landmark hierarchy \([12]\) for wired networks) assume that the predefined hierarchical address of each node reflects its position within the hierarchy. LANMAR \([15]\) borrows the notion of landmark for selecting a subset of nodes to keep track of logical subnets, and it is shown to improve routing performance in MANETs in which groups (subnets) are likely to move as a group. Hierarchical state routing \([14]\) (HSR) is another approach that builds hierarchies assuming group mobility in MANETs. Hierarchically organized networks \([40]\) have also been proposed for providing quality-of-service in MANETs.

Dai and Wu \([41]\) presented a distributed solution for computing a \( k \)-connected \( k \)-dominating set as a backbone of wireless networks. Their approach combines multiple domination and the \( k \)-vertex connected property, which guarantees that a CDS remains vertex connected even when removing up to \( k – 1 \) nodes from the graph.

Shi and Srimani \([42]\) proposed a distributed solution for computing a \( d \)-hop connected \( d \)-hop dominating set. For any graph \( G \), let \( G_d \) denote the \( d \)-closure of \( G \), which means the graph built on vertices of \( G \) such that any pair of vertices in \( G \) are connected by an edge in \( G_d \) if the vertices are within distance \( d \) of each other in \( G \). A \( d \)-hop DS is \( d \)-hop connected if it is connected in \( G_d \).

Fernandes and Malkhi \([43]\) presented \( k \)-clustering as a framework in which the wireless network is divided into non-overlapping clusters where every two nodes in the same cluster are at most \( k \) hops apart.

Krishna et al. \([44]\) proposed a routing approach based on 1-clusters, which builds overlapping clusters such that nodes in the same cluster are adjacent to each other. This is why it is called a 1-cluster, which can be further extended to \( k \)-clusters in which nodes are at most \( k \) hops apart in their clusters. 1-Clusters can be seen as a DS of the network in case one node per cluster is elected as a cluster-head.

Kim et al. \([45]\) introduced a clustering approach where any node can start a cluster such that it includes all nodes within distance \( k \) from the node starting the cluster. However, the resulting structure does not constitute a \( k \)-hop dominating set of the network.

Joshi et al. \([10]\) have provided centralized solutions for solving the \((k,r)\)-DS problem in interval graphs (IG). A graph \( G \) is said to be an interval graph if there is a one-to-one correspondence between a finite set of closed intervals of the real line and the vertex set \( V \), and two vertices \( u \) and \( v \) are said to be connected if and only if their corresponding intervals have a non-empty intersection. Even though the solutions presented by Joshi et al. \([10]\) are optimal, IGs are limited to very simple network topologies.
3. \((k, r)\)-Dominating sets: centralized solution in arbitrary graphs

The centralized solution presented in this section, KR, requires that the entire network topology be known. Hence, if the solution were used in a network, the network topology would have to be broadcast, and the dominating set computed by each node in the network would be the same for any node.

3.1. Description

Any node \(i\) is said to be \((k, r)\)-dominated (or simply dominated) if node \(i\) has at least \(k\) neighbors within distance \(r\) in \(D\) (refer to Table 1 for notation).

For the computation of a DS with parameters \(k\) and \(r\), the \(\text{Domin}\) value of node \(i\), \(i.\text{Domin}\), is \(k\) minus the number of nodes in \(D\) within distance \(r\) from \(i\) if node \(i\) is not covered (or dominated). Once node \(i\) has been dominated, or node \(i\) is selected as dominating, its \(\text{Domin}\) is set equal to zero, and no longer changes its value. The total value of node \(i\), \(i.\text{total}\), is given by \(i.\text{total} = \sum_{k \in \mathbb{N}_k} k.\text{Domin}\).

A natural greedy solution to the \((k, r)\)-DS problem would be to repeatedly select as dominating the node that covers the most number of uncovered nodes (i.e., nodes not yet \((k, r)\)-dominated), until all nodes are \((k, r)\)-dominated. However, KR applies a different greedy approach, and repeatedly selects as dominating the node with the current largest total value. That is, KR selects as dominating the node that covers the most number of nodes with fewer dominating nodes (it could be the node with the most number of nodes not yet covered), which is quantified by the total parameter of any node. This way, any selected node \(i\) potentially affects the total value of any node within distance \(2r\) from node \(i\). On the other hand, in the natural greedy approach, any selected node \(i\) only affects the coverage of nodes when some node in node \(i\)'s \(r\)-hop neighborhood gets \((k, r)\)-covered. That is, any selected node \(i\) reduces by one the \(\text{Domin}\) value of any node \(n\) not yet covered in node \(i\)'s \(r\)-hop neighborhood, but it does not reduce by more than one unit node \(n\)'s coverage if no node gets \((k, r)\)-covered other than node \(i\) itself. For multiple domination one (i.e., \(k = 1\)), KR is equivalent to the natural greedy approach (i.e., the first time any node \(i\) gets covered, its \(\text{Domin}\) value becomes zero).

Fig. 1 presents a pseudo-code for KR. Initially, \(\text{Domin}\) is set equal to \(k\) for all nodes, and total depends on the number of nodes in the \(r\)-hop neighborhood of each node. Nodes are inserted in a Heap structure to make the selection of the node with the largest total value easier. At the beginning, all nodes are in the Heap, and while there are nodes in the Heap, there are nodes yet to be covered. The node with the largest total is selected as the next dominating node. Once node \(s\) is selected, all nodes in its \(r\)-hop neighborhood that are not yet covered (i.e., \(\text{Domin} > 0\)), must have their \(\text{Domin}\) value recalculated to reflect the selection of node \(s\). Nodes that become covered (i.e., \(\text{Domin} = 0\)) are removed from the Heap. After this update, nodes in node’s \(s\) \(2r\)-hop neighborhood remaining in the Heap must have their total value recalculated. Because nodes within distance \(r\) from node \(s\) may have their total value changed, it implies that nodes within distance \(2r\) from \(s\) may have their total value affected as well. After these updates, the Heap must be sorted, so that the node with the largest total can be selected next (ties are broken choosing the node with lowest ID). This process repeats, until the Heap is empty.

3.2. Example

Fig. 2 depicts an example of KR computing a (2,2)-DS of the network. Initially nodes have their \(\text{Domin}\) parameter set to 2, and the total parameter is computed depending on each node’s two-hop neighborhood (Fig. 2(A)). Nodes \(\{4,5,7,8\}\) have the same largest total, but recall that in KR ties are broken lexicographically; hence, node 4 is selected as dominating. Fig. 2(B) shows the network reflecting the selection of node 4, and once again there are several nodes with the same largest total (i.e., nodes \(\{0,1,2,7,8,9\}\)). In this case, node 0 is selected. After its selection (Fig. 2(C)), nodes \(\{6,8\}\) have the same largest total. Node 6 is then selected, which makes all nodes (2,2)-covered.
If the natural greedy approach were applied to the same network, then the order of nodes selected would be \{4,5,0,2\}, increasing the cardinality of the DS by one node.

### 4. Distributed clustering using \((k,r)\)-dominating sets

As discussed previously, the distance and the multiple domination parameters can be used to define the degree of redundancy for bounded-distance clusters. That is, the two dominating parameters define the maximum distance from nodes to their cluster-heads, and the minimum number of cluster-heads per node, respectively.

We propose DKR, which is a distributed algorithm for clustering using \((k,r)\)-DS. DKR is well suited for both synchronous and asynchronous networks. In the synchronous network model,
nodes exchange messages in synchronous rounds. In the asynchronous network model, nodes take steps at arbitrary times. Even though there are no rounds in the asynchronous model, it is possible to simulate rounds [46]. In order to do that, a node tags the message with its round number \( x \). The recipient waits to receive round \( x \) messages from all its neighbors before transitioning to the next round.

### 4.1. Summary description

We assume that nodes have unique identifiers (IDs), and that nodes know who their neighbors are. The latter can be implemented by means of a neighbor protocol with which nodes exchange hello messages [47], as part of the MAC protocol, or using periodic HELLO messages as part of the protocol itself.

Associated with any node \( i \) in the network, there is a process that consists of the following components: A set of states, which is used for describing the current state of node \( i \). A message-generation function that specifies any messages that node \( i \) should send and to whom it should send them, depending on the current state of the system. Optionally, a list of events, each of them scheduled to happen at a specific time. A state-transition function specifying the new state to which node \( i \) should transition for each possible state and messages received.

The status of a node reflects its role during the clustering process. Initially, there is no established hierarchy among nodes, and the nodes assume an unknown status. As the nodes organize themselves, their status change to reflect their role in a cluster, which can be one of the following:

- **Dominating**, the node is a cluster-head.
- **Pending dominating**, the node may become a cluster-head.
- **Dominated**, the node has at least \( k \) cluster-heads within distance \( r \).
- **Gateway**, in addition to being dominated, the node connects other nodes to their cluster-heads.

A round of messages is defined as the successful transmission of a message \( m \) by any node \( n \) to all its one-hop neighbors. If rounds are numbered, a round \( x \) is deemed complete only after all nodes have sent the messages for round \( x \). DKR has two phases:

- **Phase one** (election phase): Each node elects \( k \) nodes with smaller IDs (possibly including the node itself) within distance \( r \). Elected nodes are just candidates to be cluster-heads. Because each node has its own set of \( k \) elected nodes within distance \( r \), the sets of elected nodes dominate all non-elected nodes in the network.
- **Phase two**: During this phase cluster-heads are assigned, and nodes are affiliated to their cluster-heads.

Clearly, there must be at least \( k \) nodes in every node's \( r \)-hop neighborhood for the required multiple domination to be satisfied. In the subsequent description of DKR, we assume that multiple domination can be satisfied at each node.

It is possible that not all nodes elected during phase one become cluster-heads, because some redundant candidates are identified, and pruned. The rationale for choosing node IDs over node degree for the election process is that elections based on node degree can result on high turnover of dominating nodes when the topology changes, because the degree of a node is much more likely to change than the node ID relative to its neighborhood [48].

#### 4.1.1. Phase one

This phase takes \( r \) rounds to complete in a static topology. A pseudo-code for phase one is presented in Fig. 3. For asynchronous networks, rounds are simulated as described previously. At the beginning of a new round, a node advertises its list of \( K \leq k \) smaller ID nodes. After a number of rounds (\( r \) rounds in a static topology), a node \( i \) in the network learns the set of \( k \) nodes with smaller IDs (possibly including the node itself) within distance \( r \) from it. If node \( i \) has a neighbors list that has at least \( k \) nodes with smaller IDs, it becomes a cluster-head.

An elected node can elect itself or be elected by other nodes. A node that elects itself is called properly elected if the node is not elected by any other node, and is called self-elected if the node is elected by at least one other node. A node that does not elect itself and is elected by other nodes that are not elected is called neighbor-elected. After the election, any node \( i \) in the network changes its status as follows: If node \( i \) is properly elected or self-elected, node \( i \) changes status to pending dominating. Otherwise, node \( i \) has status dominated.

Note that a properly elected node must become dominating, because there are at most \( k - 1 \) other
elected nodes in node $i$'s $r$-hop neighborhood. Because identifying properly elected nodes would incur extra overhead, they are implicitly notified of their dominating status after not hearing from enough dominating nodes within a given period of time.

A neighbor-elected node $i$ is elected by at least one node, call it $n$, which is not elected and for which node $i$ is strictly required. That is, there is no self-elected node in node $n$'s $r$-hop neighborhood that could possibly replace node $i$; otherwise, node $n$ would have elected that self-elected node. Even though in some cases a properly elected node could replace node $i$, initially DKR chooses to select all neighbor-elected nodes as cluster-heads.

### 4.1.2. Phase two

During phase two, some or all nodes elected during phase one become cluster-heads. In addition, the rest of the nodes are affiliated to their cluster-heads. A pseudo-code for phase two is presented in Figs. 4 and 5.

---

**Fig. 3. DKR: phase one (election phase).**
The messages used during this phase are

- **Local advertisement** (LA): A message having the list of nodes elected by the sender, and the respective next-hop to each one of the elected nodes.
- **Neighborhood advertisement** (NA): A message advertising a cluster-head.
- **Notification**: A message sent to notify a node that must become cluster-head.
- **Join**: A message sent to notify, or to connect to a given cluster-head.

Because neighbor-elected nodes are not aware of their election, a notification mechanism is needed to notify them. Depending on the coverage provided by neighbor-elected nodes, some self-elected nodes may be ruled out as cluster-heads.

At the beginning of **phase two**, dominated nodes send to their one-hop neighbors an LA message
containing their elected nodes. Any dominated node \( i \) proceeds as follows upon receiving an LA message:

- If node \( i \) is listed in the advertisement, node \( i \) changes its status to dominating, triggering an NA message announcing node \( i \) as cluster-head to all its \( r \)-hop neighbors. This is accomplished by broadcasting the NA message using restricted blind-flooding with the time-to-live (TTL) field set equal to \( r \).
- If node \( i \) is not listed in the LA message but is listed as a next hop to any advertised node, then node \( i \) changes its status to gateway.

---

Fig. 5. DKR phase two: transitions.
• For any advertised node $n \in \mathcal{LA}$ that is not among the nodes elected by node $i$ (i.e., $n \notin D'_i$) it sends a Notification message to node $n$. Upon receiving the notification, if the notified node is not yet dominating, the node advertises itself via an NA message.

Definition 1. For any node $i$, and for all $n \in D'_i$, node $n$ is deemed validated only upon the reception of the respective NA message advertising node $n$; otherwise, node $n$ is not yet validated.

Any neighbor-elected node $n$ eventually changes its status to dominating, by either receiving a Notification message originated at some node $k$ within distance $1 < d < r$, or by receiving an LA message from some one-hop neighbor. In any case, once node $n$ becomes dominating, it sends an NA message.

Because an NA message is sent only when a node changes its status to dominating, nodes receiving an NA message advertising node $n$ know that it is a cluster-head. When processing an NA message for node $n$, any node $i$ inserts an entry for node $n$ in $D'_i$.

A pending dominating node $i$ does not become a cluster-head if (a) node $i$ has at least $k$ validated dominating nodes within distance $r$, and (b) every node $n$, which elected node $i$ during phase one, is also covered by a set of validated dominating nodes.

Definition 2. Wait Period is the minimum time required for reaching an agreement in phase two.

In the worst case, a Notification for node $n$ is initiated by some neighbor $i$ located $r - 1$ hops away from node $n$. The correspondent NA message initiated by node $n$ reaches the most distant neighbors (i.e., $r$ hops away from node $n$) after $r$ successfully transmissions of message NA. Therefore, Wait Period should be larger than the time required for $2r$ transmissions of a message. After a period of time equivalent to Wait Period any node $i$ in the network checks its coverage. If node $i$ is pending dominating, and it does not have enough validated entries in $D'_i$, then node $i$ changes status to dominating, and sends an NA message. This means that node $i$ does not have enough information for ensuring its own coverage (i.e., node $i$ does not know if it has at least $k$ dominating nodes within distance $r$). Otherwise, any non-dominating node $i$ sends a Join message to $k$ nodes from $D'_i$ (including the nodes already validated). If there are more than $k$ validated entries in $D'_i$, node $i$ chooses the closest ones (ties are broken choosing the node with smaller ID).

Like a Notification, which also serve for assigning gateways while the message is being routed to its destination, Join messages also serve to notify any pending dominating node that is still required as cluster-head. That is, even though some pending dominating node $i$ finds itself covered, there might be some node $j$ that still needs node $i$ (i.e., without node $i$, node $j$ does not have the required number of dominating nodes). While a Join message is being routed to destination $n$, a node $i$ processing the message does not need to relay it if a Notification, or another Join message, had already been sent to node $n$. So, we assume that every node keeps track of recent Notification and Join messages sent by the node. After Join messages reach their destinations, all regular nodes are connected to their cluster-heads.

4.2. Examples

Consider the example presented in Fig. 6, where nodes are computing a $(2,3)$-DS of the network. During phase one nodes elect the two nodes with smaller IDs in their 3-hop neighborhood (Fig. 6(A)). Nodes 10 and 15 are self-elected, and nodes 18 and 20 (both elected by node 90) are neighbor-elected. Self-elected nodes assume status pending dominating. The remaining nodes assume status dominated, and send an LA message advertising their list of elected nodes. After receiving the LA message from neighbor 90, node 18 changes status to dominating, and sends an NA message that eventually reaches all nodes within distance 3 from node 18. Fig. 6(B) show the status of nodes, and their corresponding validated dominating entries. Besides sending the NA message, node 18 also sends a notification to node 20. Fig. 6(C) presents the status of the network after the notification has reached node 20. The notification makes node 20 change its status to dominating, triggering an NA message that eventually reaches all neighbors within distance 3 from node 20. After all affected nodes process this NA message, we notice that all dominated nodes are satisfied, because each of them have two validated entries in their $D'$ lists. Wait Period should be set appropriately, so that by the time the event CheckStatus happens all NA messages have already been delivered and processed. Fig. 6(D) shows the status of the network after all dominated nodes have sent out their Join messages to their
dominating nodes (assume that Join messages are grouped together whenever different dominating nodes are reachable through the same node). In this case, because nodes 50 and 80 have either relayed a Notification, or a Join message, they serve as gateways for other dominated nodes.

Fig. 7 presents an example comparing DKR (assuming maximum ID nodes are elected, rather than the default minimum ID) to Max–Min [35], when computing a (1, 3)-DS of the network. This is the same network example presented in [35]. While Max–Min produces four cluster-heads, DKR produces three. For DKR, node 100 is a self-elected node. The other elected nodes (i.e., 65, 73, and 85) are eventually notified, and announce themselves by sending NA messages. All nodes that have elected node 100 (including node 100 itself) receive at least one of these NA messages, validating the respective advertised node. This is an indication that the election process can be improved, producing smaller dominating sets. Simulation results presented latter corroborate this.
5. Performance

Even though KR and DKR compute a \((k, r)\)-DS of any arbitrary topology, the topologies considered for simulations are those of wireless networks modeled using unit disk graphs \([36]\). Given that the \((k, r)\)-DS problem is NP-Complete and that KR is the first known approximation, we use it as a lower bound to assess the performance of the distributed solution.

To focus on the efficiency of the heuristics themselves, we use a customized simulator for ad hoc networks, and assume an ideal MAC protocol with which no collisions can occur. This is the same approach adopted in all prior work \([20, 49, 23, 28]\) to compare the efficacy of heuristics. As discussed previously, DKR works in both synchronous and asynchronous networks. However, for the simulations we assume synchronous networks.

Experiments are repeated for 100 trials with different network topologies, varying the number of nodes and terrain size. Nodes are randomly placed over the terrain, and connectivity is tested to ensure that the network is connected. The radio range is set to 250 m. The results represent the average over the 100 different networks. The network size is varied from 100 nodes to 500 nodes, with increments of 50 nodes. For the same number of nodes, we vary the terrain size according to two configurations so that we can test the algorithms for different node density (see Table 2 for terrain dimensions). Configuration 1 has a node density of 50 nodes/km², and Configuration 2 has 100 nodes/km².

To give an idea of the characteristics of the networks being evaluated, Table 3 presents the values for the network diameter (i.e., the largest distance between any pair of nodes), and the average node degree for all network sizes. These results show that as the network size increases, so does the network diameter. But it also shows that, in each configuration, the average node degree is similar for all network sizes. In Configuration 2, nodes have almost twice as many neighbors compared to the networks from Configuration 1. On the other hand, the network diameter is smaller for networks in Configuration 2, because there are in average twice as many nodes spread over the same area compared to Configuration 1.

Three performance metrics are evaluated:

- **Signaling overhead**, which consists of the total number of control packets exchanged for gathering topology information in a centralized algorithm, or for the execution of the two phases in the distributed algorithm.
- **Total number of cluster-heads** (i.e., dominating nodes), which is the number of \((k, r)\)-dominating nodes for different configurations.
- **Cluster-head sparseness**, which gives a measure of the efficacy of distributing cluster-heads over the network. It gives the average number of cluster-heads, within the distance parameter, per regular node. Results closer to the multiple domination parameter means better distribution of cluster-heads. Ideally, regular cluster nodes should have exactly \(k\) cluster-heads within distance \(r\), but this is not a requirement when solving the \((k, r)\)-DS problem (which stipulate at least \(k\) dominating nodes).

To apply KR, complete topology information must be gathered using reliable flooding of link-state updates. In the distributed algorithm, HELLO messages are used for obtaining the one-hop neighbor information, and control messages are reliably transmitted during the two phases of DKR.

### Table 2
Terrain size (in meters)

<table>
<thead>
<tr>
<th># of nodes</th>
<th>Configuration 1</th>
<th>Configuration 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1414 x 1414</td>
<td>1000 x 1000</td>
</tr>
<tr>
<td>150</td>
<td>1732 x 1732</td>
<td>1225 x 1225</td>
</tr>
<tr>
<td>200</td>
<td>2000 x 2000</td>
<td>1414 x 1414</td>
</tr>
<tr>
<td>250</td>
<td>2236 x 2236</td>
<td>1581 x 1581</td>
</tr>
<tr>
<td>300</td>
<td>2449 x 2449</td>
<td>1732 x 1732</td>
</tr>
<tr>
<td>350</td>
<td>2645 x 2645</td>
<td>1871 x 1871</td>
</tr>
<tr>
<td>400</td>
<td>2828 x 2828</td>
<td>2000 x 2000</td>
</tr>
<tr>
<td>450</td>
<td>3000 x 3000</td>
<td>2121 x 2121</td>
</tr>
<tr>
<td>500</td>
<td>3162 x 3162</td>
<td>2236 x 2236</td>
</tr>
</tbody>
</table>

### Table 3
Network diameter and node degree (results represent the average ± std over 100 samples)

<table>
<thead>
<tr>
<th># of nodes</th>
<th>Configuration 1</th>
<th>Configuration 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter</td>
<td>Degree</td>
<td>Diameter</td>
</tr>
<tr>
<td>100</td>
<td>10.4 ± 0.1</td>
<td>7.8 ± 0.1</td>
</tr>
<tr>
<td>150</td>
<td>12.8 ± 0.2</td>
<td>8.1 ± 0.1</td>
</tr>
<tr>
<td>200</td>
<td>14.7 ± 0.1</td>
<td>8.2 ± 0.1</td>
</tr>
<tr>
<td>250</td>
<td>16.5 ± 0.1</td>
<td>8.3 ± 0.1</td>
</tr>
<tr>
<td>300</td>
<td>18.1 ± 0.1</td>
<td>8.3 ± 0.1</td>
</tr>
<tr>
<td>350</td>
<td>19.4 ± 0.1</td>
<td>8.5 ± 0.1</td>
</tr>
<tr>
<td>400</td>
<td>20.9 ± 0.2</td>
<td>8.7 ± 0.1</td>
</tr>
<tr>
<td>450</td>
<td>21.9 ± 0.1</td>
<td>8.7 ± 0.1</td>
</tr>
<tr>
<td>500</td>
<td>23.4 ± 0.1</td>
<td>8.7 ± 0.1</td>
</tr>
</tbody>
</table>
Fig. 8 presents the signaling overhead for Configuration 1 (results for Configuration 2 are omitted because they are similar to Configuration 1). The control overhead incurred by the centralized algorithm is due only to the dissemination of topology information. After the nodes have complete topology information, they can compute clusters locally for any parameters. For the distributed algorithm, the signaling overhead varies mostly due to the distance parameter. The number of control packets increases as the number of rounds increases; that is, larger the distance parameter, larger the number of advertisements. To show how the signaling overhead varies with the distance parameter, results are presented for parameter $r$ varying from 1 to 4 when computing a $(1,r)$-DS of the network.

Because DKR discards self-elected nodes whenever possible, in the worst case all elected nodes become cluster-heads. However, in Max–Min [35] all nodes elected at the end of the first $r$ rounds become cluster-heads; but, it is only during the second set of $r$ rounds that some of the elected nodes find out about their dominating status. Besides that, in certain scenarios Max–Min generates cluster-heads that are on the path between a node and their elected cluster-heads. In that case, only during the convergecast (which is used to connect regular nodes to their cluster-heads) that nodes adjust their selections to the closest cluster-head. To show how DKR reduces the number of cluster-heads compared to Max–Min, when computing $(1,r)$-DS (recall that Max–Min computes only $r$-hop dominating sets), we present simulations for different values of the distance parameter.

Fig. 9 presents the results for the total number of cluster-heads for Configuration 1, varying the distance parameter from 2 to 4. And Fig. 10, presents the results for Configuration 2. For both configurations DKR always selects fewer cluster-heads compared to Max–Min, meaning that usually some self-elected nodes are ruled out as cluster-heads.

Fig. 11 presents the cluster-head sparseness results for DKR and Max–Min for the networks in Configuration 1. DKR not only reduces the total number of cluster-heads, but it also distribute them more evenly over the network. Recall that, in DKR, some pending dominating nodes do not become cluster-heads, and regular nodes join the closest elected nodes.

Fig. 12 and 13 present the results in terms of total number of cluster-heads for Configuration 1 when computing $(k,2)$-DS, $(k,3)$-DS, and $(k,4)$-DS using KR and DKR. As expected, DKR produces more cluster-heads. For dominating distance two (i.e., $r = 2$), both algorithms behave similarly, presenting a large difference between one dominating node (i.e., $k = 1$) and two-dominating nodes (i.e., $k = 2$). As we increase the distance parameter, fewer nodes are necessary for the dominating set. In KR, each time a dominating node is selected, it spans (i.e., dominates) a larger set of nodes. In DKR, nodes with smaller IDs get elected by more nodes farther
away as the radius of the election increases. DKR produces similar results for (1,2)-DS and (2,3)-DS, because the election of one cluster-head in the two-hop neighborhood of any node increases the chances that, at the end, more elected nodes exist in the three-hop neighborhood of any node. Results for KR computing (3,3)-DS are similar to those for DKR computing (2,3)-DS. Similarly, results for KR computing (3,4)-DS are close to those for DKR computing (2,4)-DS (Fig. 13). In both cases, it shows that while the election of nodes is a simple and economic (in terms of overhead) solution, it is shown to be not as efficient as the centralized solution, because the election does not take into account the coverage of nodes when selecting dominating nodes. In case any coverage information should ever be a requirement for the election, this extra information would certainly increase signaling overhead.

Fig. 14 presents the results in terms of total number of cluster-heads for Configuration 2 using KR and DKR, when computing (k,2)-DS and (k,3)-DS of the networks. Both approaches produce in
average half the number of cluster-heads compared to the results for Configuration 1. This is expected, because in Configuration 2 the networks have smaller diameter, and nodes have almost twice as many neighbors. However, the network diameter does not grow as fast as in the networks from Configuration 1. The diameter increases in average less than one unit, as the network size is incremented by 50 nodes (with the exception of the initial jump from approximately 6.2–7.9, see Table 3). Because the network diameter grows slower, so does the cardinality of the DS computed.

Fig. 15 presents the results when computing \((k,4)\)-DS for the networks in Configuration 2. For networks with 200–350 nodes, the distributed algorithm performs well compared to the centralized. Because the distance parameter is larger compared to those from the previous scenarios, and the network diameter does not grow too much for larger networks, it seems that, for relatively small diameter
networks, as the radius of the election process increases, much more nodes select the same set of dominating nodes, hence reducing the total number of cluster-heads. In addition to that, self-elected nodes are more likely to be ruled out as cluster-heads.

There is a clear trade-off between efficiency, and communication cost. For MANETs, it pays-off to increase the average number of cluster-heads per cluster, considering that keeping an accurate view of the entire network topology is not possible, and redundancy is desirable.

Figs. 16 and 17 present the results for the cluster-head sparseness metric, when computing $(k,4)$-DS for the networks in Configurations 1 and 2. Lower values for this metric indicate a better distribution of cluster-heads over the network. Previously, for the same scenarios, it was shown that the networks in Configuration 1 produce more cluster-heads than the networks in Configuration 2. As expected, the cluster-head sparseness improves when fewer nodes are selected as cluster-heads. In addition to that, we must compare these results to the corresponding multiple domination parameter. That is, as the
cluster-head sparseness metric approaches the multiple domination parameter, better the distribution of cluster-heads. Ideally, each node should have exactly $k$ cluster-heads within distance $r$, but this is not a requirement for solving the $(k,r)$-DS problem, which requires at least $k$ cluster-heads.

Because more nodes exist in the $r$-hop neighborhoods of the networks in Configuration 2, the fewer cluster-heads selected are expected to affect a larger subset of nodes compared to Configuration 1. KR outperforms DKR in any situation under consideration, presenting results for the cluster-head sparseness metric closer to the corresponding multiple domination parameter. However, in Configuration 2 (with denser networks, and fewer cluster-heads) the two algorithms present similar results when the multiple domination parameter assume values 1 and 2. For larger values of this parameter, the difference increases, because in Configuration 2 the networks have smaller diameter (as shown in Table 3).
6. Case study

Multicast routing protocols can be classified as tree-based and mesh-based [50]. Tree-based can be further classified as single-source, shortest-path trees and shared, core-based trees. Core-based trees are more scalable compared to shortest-path trees, but usually present higher end-to-end delay and poor fault tolerance.

To improve the performance of core-based trees, multiple cores are deployed. Because more than one core is simultaneously active, the protocol tolerates core failure. With multiple cores there are two one-to-all designs [38]: senders-to-all, and members-to-all. In senders-to-all, senders transmit to all cores, and members join to just one core (usually the nearest one). In members-to-all, senders select one of the cores to send their data packets, and members need to join all cores. As for an one-to-one approach, each of the cores must join to at least one other [16]. In this case, senders send to just one of the cores, and receivers join to just one of the cores.

Senders-to-all has several advantages compared to members-to-all. Both approaches use one tree per core, but in members-to-all each tree connects all members, increasing the routing state in each router. In senders-to-all members decide which core to join, allowing members to choose the core that better satisfy their requirements (e.g., lower end-to-end delay).

While the one-to-one approach combines advantages of both one-to-all designs, it requires a reachability and maintenance protocol between the cores. Failure between any two virtually adjacent cores partitions the network.

Core placement has a direct impact on the performance of multi-core multicast routing protocols [38]. The selection of cores could be further extended to include a minimum number of cores within a maximum distance. In this context, the problem of finding the location of the cores is similar to computing a \((k, r)\)-DS of the network. When selecting cores, redundancy is achieved by choosing a value for the parameter \(k\) greater than one. At the same time, the distance parameter \(r\) allows increasing local availability by reducing the distance to the cores.

6.1. Core hierarchical election for multicasting in ad hoc networks (CHEMA)

We present a novel multi-core multicast protocol named core hierarchical election for multicasting in ad hoc networks (CHEMA), which uses DKR for the election of cores, and is designed to work in the context of multiple-channel and multiple-interface. CHEMA’s main features can be summarized as follows:

- Deploy multiple cores, with DKR as the core selection mechanism. This allows flexibility in terms of redundancy, and a bounded distance to the selected cores. Core announcements are used to disseminate core information throughout...
the network. To reduce overhead, a single announcement aggregates information about all known cores.

- Use the senders-to-all approach. To reduce overhead, the packet header lists which neighbors should relay the multicast packet on a core basis. Instead of sending one packet toward each core, nodes relay the packet whenever they are listed at least once as a next-hop to any core. Before relaying the packet, the header is updated with entries for those cores for which the node is requested to forward the packet.

- Multi-channel and multi-interface: Each node has at least two interfaces. One is dedicated to receiving multicast transmissions from cores, and the other is used for any other transmission. Each core transmits in a channel different than any possible interfering core. That is, through core announcements nodes learn about all cores in the network, and the distance to each one. Using this information, cores select channels so that they do not interfere with other cores.

- Single shot approach: Once a multicast packet reaches the core, the packet is transmitted just once via the dedicated interface. In order to reach all receivers, the packet is transmitted with an increased power so that all nodes within $r$ hops from the core can receive it (i.e., any node that elected the core can receive the transmission). Because cores use different channels, and an interface is dedicated for receiving packets from the core, receivers should receive all transmissions sent by the core.

Multiple cores are selected via DKR. While cores have not yet been elected, multicast data packets are transmitted via blind flooding. After cores are elected, receivers join the nearest core by sending a join message to the core. Nodes aggregate all the fresh core announcements they receive, and broadcast them periodically every core announcement interval (which by default is set to be $3s$). Core announcements also include the number of members each core has. To let cores know about any associated members, an explicit multicast join message is sent from the receiver to the desired core whenever a node wants to join a multicast group. Note that this is not the same as the association provided by the join messages sent during the execution of DKR, which provides for connectivity from any node to at least $k$ cores within distance $r$.

Senders send multicast packets to all cores with members. Instead of sending one packet per core, the sender broadcasts just one packet with all the information regarding the cores that need to be reached. That is, the packet header includes an entry for every core and the corresponding next hop toward the core (recall that in DKR nodes keep information about which neighbors are used to reach each core). A node receiving the packet for which it is listed as a next hop to any core forwards the packet. Before relaying the packet, entries for which the node is listed as a next-hop are updated with the current information, and any other entries are excluded.

Because multicast packets are broadcast unreliably, a node may retransmit a packet up to $N$ times, unless it receives an implicit acknowledgment. That is, for every multicast packet transmitted the node relaying the packet keeps record of the packet and which neighbors should relay the packet. After a period of time equivalent to an acknowledgment timeout, the node checks if it has overheard any of the relayers transmissions. If the node fails to hear any of the relayer’s transmission, the node retransmit the packet including only those nodes from which it has not yet heard from. Ideally, the length of an acknowledgment timeout should be set dynamically, because it depends on the level of contention, which is higher with a larger number of transmitting nodes.

Nodes are equipped with two radio interfaces. One is used for communication between cores and receivers, and the other is for general communication. More specifically, cores use a dedicated interface for transmitting multicast packets to their members, and the receivers use the same interface to receive packets from their cores. To allow for multiple cores to transmit simultaneously without interference, we assume that each core transmits on a different channel than any possibly interfering core. Therefore, the dedicated interface is set for transmitting and listening using a specific channel.

The problem of assigning non-interfering channels to cores is similar to the graph coloring problem in graph theory. Considering a core with transmission range of $r$, any core within distance $2r$ may interfere (i.e., even though the two cores may be out of range of each other, they may have members within range of both cores). In the context of MANETs, any distributed approximation to the graph coloring problem could be applied for assigning channels to the cores. Instead, we choose to limit
the total number of cores in the network to the maximum number of orthogonal channels available for the dedicated interface. Because nodes learn about all cores in the network (through the periodic core announcements), channels are assigned lexicographically.

To reduce delay, and to avoid retransmissions from nodes between the core and members located more than one hop away from the core, cores transmit multicast data packets with a larger power. The transmit power should be set so that the packet can be successfully received by any node up to \( r \) hops from the core. Even though this approach increases energy consumption, it is expected to reduce the end-to-end delay and control overhead, because a single transmission from the core is supposed to reach all core members at the same time.

### 6.1.1. Performance

We compare CHEMA against the protocol for unified multicasting through announcements (PUMA) [50]. PUMA has been shown to outperform two of the state of the art multicast routing protocols for MANETs (i.e., ODMRP [51] and MAODV [52]). PUMA presents the following characteristics: receiver-oriented; core based (one core per group); mesh-based, providing multiple routes from senders to receivers.

Only the core performs control packet flooding in PUMA. In CHEMA it is the same, but information about multiple cores are aggregated to reduce control overhead (PUMA also applies aggregation when flooding information about multiple groups).

We compared CHEMA against PUMA using the Qualnet\textsuperscript{TM} [53] network simulator. Each simulation was run with four different random-number seeds. Timer values (i.e., core announcements in CHEMA, and multicast announcements in PUMA) were set to 3 s. Table 4 presents details about the simulation parameters.

<table>
<thead>
<tr>
<th>Table 4 Simulation parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulator</td>
</tr>
<tr>
<td>Simulation time</td>
</tr>
<tr>
<td>Terrain size</td>
</tr>
<tr>
<td>Number of nodes</td>
</tr>
<tr>
<td>Node placement</td>
</tr>
<tr>
<td>Mobility</td>
</tr>
<tr>
<td>Radio range</td>
</tr>
<tr>
<td>MAC protocol</td>
</tr>
<tr>
<td>Channel capacity</td>
</tr>
<tr>
<td>Data packet size</td>
</tr>
</tbody>
</table>

In CHEMA, cores use a multiple of the regular radio range (i.e., for distance domination \( r \), cores have a radio range of \( r \cdot 250 \) m) for the dedicated interface. The shorter radio range is used during the election process, and the larger radio range is used only by the cores when transmitting multicast data packets to their members. Because core members are at most \( r \) hops distant, a larger radio range proportional to the distance parameter is enough for reaching all core members. DKR is executed every 16 s for core assignment. Because only static topologies are considered, the cores remain the same throughout the simulation.

Four performance metrics are evaluated:

- **Packet delivery ratio**: The ratio of the data packets delivered to the receivers to those data packets expected to be delivered (i.e., data packets sent times the number of receivers).
- **Average end-to-end delay for data packets**, including all possible delays caused by queuing at the interface, retransmission delays, and propagation and transfer times.
- **Control overhead**: The number of control packets transmitted per data packet delivered.
- **Total overhead**: The ratio of the total packets transmitted (i.e., control + data) to the data packets delivered.

For the simulation scenario, traffic load is varied across \{1, 2, 5, 10, 25, 50\} packets/s. There are five senders, and 20 receivers for one multicast group. That is, the number of packets expected to be delivered varies from 20 packets/s to 1000 packets/s. Both senders and receivers are chosen randomly among the nodes in the network, and traffic load is equally distributed among all senders.

Even though DKR allows a myriad of scenarios for core selection, we consider just a few configurations for the purpose of simulation. For a 50-nodes network, at most eight cores are allowed (and there are eight orthogonal channels for the dedicated interface). Values 3 and 4 are tested for the distance domination, and at least one core is selected within the specified distance. These two configurations are presented in the graphs as CHEMA (1,3)-DS, and CHEMA (1,4)-DS, respectively. For the networks considered, three cores are elected in average in the first configuration, and fours cores in the second configuration.

**Fig. 18** presents the results for packet delivery ratio. CHEMA delivers almost 100% of the data
packets for all traffic loads considered. But PUMA cannot deliver more than 70% of packets for traffic load of 50 packets/s, due to increasing contention and collision of packets. On the other hand, mainly because CHEMA applies the one shot approach and the non-interfering channels for cores, once packets are transmitted by the core the packets are successfully received by the receivers.

For flows of up to 10 packets/s both protocols present similar results for the end-to-end delay (Fig. 19). While CHEMA has a small increase in terms of end-to-end delay for flows larger than 10 packets/s, PUMA experiences an exponential increase in average end-to-end delay. These results, together with the delivery ratio, indicate that CHEMA not only delivers more packets but does so incurring smaller end-to-end delays. This shows that it pays off sending packets to multiple cores and using a single transmission per packet from the cores to their members.

Fig. 18. Packet delivery ratio.

Fig. 19. End-to-end delay.
PUMA, both protocols present similar control overhead because CHEMA delivers more packets (as shown in Fig. 20). However, in terms of total overhead CHEMA incurs less than half total overhead compared to PUMA (Fig. 21). CHEMA requires fewer transmissions for every data packet delivered, specially because once the packets reach the targeted core it takes just one transmission per data packet to reach all core’s receivers.

7. Conclusion

Clustering is the problem of building a hierarchy among nodes, and usually entails the computation of a dominating set (DS) of the network. The \((k,r)\)-dominating set problem, \((k,r)\)-DS, is defined as the problem of selecting a minimum cardinality vertex set \(D\) (dominating nodes, also referred as cluster-heads) of a graph \(G = (V,E)\),
such that every vertex \( u \) not in \( D \) is at a distance smaller than or equal to \( r \) (distance domination parameter) from at least \( k \) (multiple domination parameter) vertices in \( D \). When applying \((k,r)\)-DS for clustering, one can define the degree of redundancy (i.e., minimum number of cluster-heads per cluster) for clusters of variable radius (maximum distance from regular cluster members to their cluster-heads).

We have presented the first centralized and distributed solutions to the \((k,r)\)-DS problem for arbitrary network topologies. The centralized solution, KR, is appropriate for wired networks, provides an approximation to the optimal solution, and is used as a lower bound when evaluating the performance of the distributed solution. The distributed solution, DKR, computes clusters with variable degree of redundancy, and variable radius. DKR selects cluster-heads through an election process. After the election, an approach is used for pruning redundant cluster-heads, and for connecting regular nodes to their cluster-heads.

We have conducted extensive simulations comparing KR against DKR. As expected, KR produces fewer cluster-heads than DKR. However, KR incurs too much signaling overhead, making it not appropriate for MANETs. There is a clear trade-off between efficiency (i.e., which approach reduces most the number of cluster-heads), and communication cost. While DKR usually produces more cluster-heads per cluster, it does not incur much control overhead.

As an example of an application of DKR, we proposed a novel multicast protocol named core hierarchical election for multicasting in ad hoc networks (CHEMA), which is designed to work in the context of multiple-channel and multiple-interface. CHEMA applies DKR for core election, with a dedicated interface using non-interfering channel for communication between cores and any multicast member. Because cores use a larger radio range for the dedicated interface, it requires just one transmission per data packet for any core member to receive the packet. CHEMA is compared against the protocol for unified multicasting through announcements (PUMA), which is one of the best performing multicast routing protocols for MANETs. CHEMA is shown to outperform PUMA in all aspects. CHEMA delivers more packets, incurs small end-to-end delays, and drastically reduces the total control overhead.
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Appendix A. Analysis of KR

In this section we show that KR computes a \((k,r)\)-DS of any arbitrary network in polynomial time, yielding a dominating set of size at most \( k \cdot \ln \Delta \) times the optimal.

A.1. Correctness and time complexity

Let us consider an arbitrary graph \( G = (V, E) \) of order \( n = |V| \), represented using adjacency-lists. The initialization takes \( O(n \cdot \log n) \) time, because each node in the graph needs to have its Domin and total parameters set, after which the node is inserted in the \textit{HEAP}. Following the initialization, the selection of dominating nodes takes place. Dominating nodes are selected from the \textit{HEAP}. The while loop is executed \( O(n) \) times. The first for loop is executed \( O(\Delta) \) times, and removing a node from the \textit{HEAP} takes \( O(\log n) \), what gives a \( O(\Delta \cdot \log n) \) time for this internal loop. The second for loop is also executed \( O(\Delta) \) times, and its internal for loop is executed \( O(\Delta) \) times, what gives a \( O(\Delta^2) \) time for the second for loop. Given that \( \Delta \leq n \) (i.e., \( \Delta \) increases as \( r \) approaches the network diameter, and is at most \( n \) when \( r = \text{diameter} \)), KR runs in \( O(n^3) \) time.

Theorem 3. \textit{KR} correctly computes a \((k,r)\)-dominating set of any connected graph \( G = (V, N) \).

Proof. Initially all nodes are in the \textit{Heap}. While there are nodes in the \textit{Heap}, the node at the top (i.e., with the largest \textit{total} value) is selected as dominating. A node is also removed from the \textit{Heap} when its \textit{Domin} value is equal to zero (i.e., the node is \((k,r)\)-dominated). Hence, when the \textit{Heap} is empty, any node in the graph is either \((k,r)\)-dominated or dominating. \( \square \)
A.2. Approximation ratio

Theorem 4. KR, with parameters k and r, yields a dominating set of size at most \( k \cdot \ln A \cdot |\text{OPTDS}| \), where OPTDS is an optimal \((k, r)\)-dominating set in the graph.

Proof. Let OPTDS be the set of vertices in an optimal \((k, r)\)-dominating set. The set of vertices of \( G \) dominated by vertex \( i \in \text{OPTDS} \) is called \( S_i \) (assuming that \( i \) also belongs to \( S_i \)). If a vertex is dominated by more than \( k \) dominating nodes, we arbitrarily put it in \( k \) of such sets. The proof is based on amortized analysis. Each time a dominating node \( y \) is selected, the operation has cost 1. This cost is equally distributed among all newly dominated vertices in \( S_t \). We then prove that the total charge on the vertices belonging to a set \( S_i \) (for any \( i \)) is at most \( k \cdot \ln A \cdot |\text{OPTDS}| \). Because there are \(|\text{OPTDS}|\) sets in the optimal solution, the theorem follows.

Assume that \( N \) vertices are newly dominated when a node \( s \) is selected as dominating. We charge each newly dominated vertex \( \frac{1}{k} \), and a vertex can be newly dominated at most \( k \) times. That is, while a vertex has been dominated less than \( k \) times, it is considered as newly dominated. In case a node is dominated by more than \( k \) dominating nodes the node is arbitrarily put in \( k \) dominating sets.

We now prove the upper bound on the total charges to vertices belonging to a single set \( S_i \). At each step, some vertices become newly dominated. The number of vertices not covered in \( S_i \) is initially \( u_0 \), and finally drops to 0. In step \( j \), the number of vertices dominated in \( S_i \) is \( u_j - u_{j+1} \). For simplicity, it is assumed that some vertices of \( S_i \) are newly dominated at each step, decreasing the number of vertices not covered yet.

In the worst case, no two nodes in \( S_i \) are newly dominated together. In this case, during step \( j \) each node in \( S_i \) can be charged at most \( \frac{1}{u_j} \). Otherwise, node \( i \) could be selected, because it would have dominated at least \( u_i \) nodes (i.e., node \( i \) would have the largest total value). Let \( u_m = 0 \) (i.e., at step \( m \), all nodes in \( S_i \) have already been covered). Adding up all the charges, assuming nodes are charged (i.e., newly dominated) at most \( k \) times, we get:

\[
k \cdot \sum_{j=0}^{m} \frac{u_j - u_{j+1}}{u_j} = k \cdot \sum_{j=1}^{m} \frac{1}{u_j} (u_{j-1} - u_j) \quad (A.1)
\]

\[
\leq k \cdot \sum_{j=1}^{m} H(u_{j-1}) - H(u_j) \quad (A.2)
\]

\[
= k \cdot (H(u_0) - H(u_m)) \quad (A.3)
\]

\[
= k \cdot \ln A, \quad (A.4)
\]

where \( H(d) = \sum_{i=1}^{d} \frac{1}{i} = \ln d + O(1), H(b) - H(a) \geq \frac{b-a}{b}, H(0) = 0, \) and assuming the fact that \( u_0 \leq A \).

Appendix B. Analysis of DKR

To prove the correctness of DKR, we have to show that it is safe (i.e., the algorithm computes a \((k, r)\)-DS of the network), and that it is live (i.e., it completes within a finite period of time).

Lemma 5. Phase one of DKR has time complexity of \( O(n \delta r) \), where \( n \) is the number of nodes in the network, \( \delta \) is the largest node degree, and \( r \) is the distance parameter.

Proof. During each round, nodes send messages to all their one-hop neighbors. Phase one takes \( r \) rounds. Assuming a network of \( n \) nodes, and that nodes have at most \( \delta \) links, phase one of DKR requires \( O(n \delta r) \) messages to complete. Therefore, the time complexity of phase one is \( O(n \delta r) \).

Lemma 6. After \( r \) rounds of successful transmission of message \( m \), the message is propagated up to \( r \) hops away from the originating node.

Proof. This can be proved by induction on the distance \( d \) from the originating node. The base case is when \( d = 0 \), and corresponds to the originating node \( n_0 \). Now consider a node \( v \) at distance \( r \) from \( n_0 \). A neighbor \( u \) of node \( v \) at distance \( r - 1 \) received the message. Therefore, node \( u \) sends the message to all neighbors, including \( v \). Eventually node \( v \) receives the message.

Theorem 7. Phase one of DKR correctly computes a \((k, r)\)-DS of any arbitrary connected graph \( G = (V, E) \).

Proof. We assume that nodes know their one-hop neighbors. The system is either synchronous or asynchronous. In the latter case, rounds are simulated by tagging advertisements with the round number. By Lemma 6, after \( r \) rounds a node ID is propagated at most \( r \) hops away. Because nodes advertise their \( K \leq k \) known smaller IDs, after \( r \) rounds every node \( n \in V \) learns the \( K \leq k \) nodes, \( D'_r \), with smaller IDs located within distance \( r \). Let us assume that \( S \) is the set composed of proper-elected, self-elected, and unsatisfiable nodes.
(i.e., a node $i$ is deemed unsatisfiable if $|D'_i| < k$), and that $R$ is the set of satisfiable non-proper/self-elected nodes (i.e., $R = V - S$). It follows that the set $D = \{\bigcup_{n \in R} D'_n + S\}$ is a $(k,r)$-DS of $G$. \hfill \Box

Theorem 8. Phase two of DKR correctly connects dominated nodes to at least $k$ dominating nodes at most $r$ hops away.

Proof. At the beginning of phase two, any dominated node $i$ advertises its list of elected nodes, $D'_i$, by locally broadcasting the list via an LA message. Any node $n$ with status dominated, or gateway, upon receiving an LA message from neighbor $m$, changes its status to dominating if the advertisement lists node $n$, implying that node $n \in D'_m$. In this case, node $n$ sends an NA message which is then propagated to all nodes within distance $r$ from node $n$. For every node $k$ in the LA message such that $m \supset D'_i$, a notification is sent to node $k$ if node $n$ is on the path to node $k$ (i.e., for node $n$ the next-hop to node $k$ is known, and it is not $m$). If this is the case, at least one neighbor of node $m$ has a route to node $k$, because nodes are elected based on the advertisements sent by one-hop neighbors during phase one. Eventually, the LA message sent by node $m$ reaches all its one-hop neighbors, including the nodes with routes to the nodes elected by node $m$. A Notification for node $n$, when necessary, is issued (initiated or relayed) just once by any node $i$. A dominated node relaying a notification changes its status to gateway. Once a Notification reaches the destination, if the status of the destination is not dominating, it changes its status to dominating, and advertises itself sending an NA message. If any node $i$ relaying an NA messages currently has fewer than $k$ validated entries in $D'_i$, then an entry with the validated node is inserted in $D'_i$. After a period of time equal to Wait Period (starting from the beginning of phase two), every node $i$ in the network checks the number of validated entries in $D'_i$. If node $i$'s status is pending dominating, and it has $l < k$ validated entries in $D'_i$, then node $i$ changes its status to dominating, and it sends an NA message. Otherwise, if node $i$'s status is not dominating, it sends a Join message to all its dominating nodes (validated or not). Any node $n$ receiving a Join message, for destination $d$, does not need to relay the message in case node $n$ had already initiated, or relayed, a Join or Notification message to node $d$ before. After all the Notification, or Join, messages have reached their destinations, the paths from dominated nodes to their respective dominating nodes are formed by nodes that are either dominating or gateway. Because all nodes must check their status after a finite period of time (i.e., Wait Period), and any non-dominating node $i$ must send Join messages to all its dominating nodes, $(k,r)$-coverage is guaranteed. \hfill \Box
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