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Abstract

Development of Superconducting High-Resolution Gamma-Ray Spectrometers for Nuclear Safeguards

by

Jonathan Glen Dreyer
Doctor of Philosophy in Engineering-Nuclear Engineering

University of California, Berkeley

Professor Stanley Prussin, Chair

Superconducting high-resolution gamma-ray spectrometers based on molybdenum/copper transition edge sensors (TES) with tin absorbers have been developed for nuclear safeguard applications. This dissertation focuses on plutonium analysis, specifically the direct measurement of the $^{242}$Pu gamma-ray signature at 44.915 keV. As existing nondestructive analysis methods cannot directly measure this or any other $^{242}$Pu gamma ray, the feasibility of making such a measurement using a TES based system is presented. Analysis from Monte Carlo simulations and analytical noise models shows that the direct detection of this gamma-ray line of is possible and can be quantified in the presence of a $^{240}$Pu gamma-ray line with a line separation of 324 eV, even if the emission from the $^{240}$Pu is several orders of magnitude stronger. Spectroscopic measurements conducted in a liquid cryogen system offered an energy resolution of 180 eV, adequate for the measurement of $^{242}$Pu; however, TES operation in a liquid-cryogen-free pulse tube refrigerator degraded sensor performance such that this measurement was no longer possible. The numerical noise model indicates that the energy resolution of this device is adequate to demonstrate a direct measurement of $^{242}$Pu if the noise pickup from the mechanical cooler can be suppressed. This work shows that the precise measurement of low-intensity gamma-ray signatures, such as the 44.915 keV gamma ray from $^{242}$Pu, will require arrays of low-noise TES sensors and that such a system would offer invaluable information in the analysis of plutonium bearing materials.
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Chapter 1

Introduction
1.1 Introduction

On July 16, 1945 the detonation of the first nuclear weapon in the desert of New Mexico heralded the beginning of the atomic age. Although the potential of this technology for energy generation was realized early in the weapons program, fears of the inherent military dimension required that this knowledge remain classified. Efforts to use nuclear energy for peaceful civil applications began in 1953 with the Atoms for Peace program introduced by President Eisenhower. This initiative led to the creation of the International Atomic Energy Agency (IAEA) charged with promoting nuclear energy while ensuring that this technology was not used for military applications. The inherent proliferation risk from the use of nuclear energy required controls or safeguards be implemented such that the IAEA could verify a state’s compliance with international agreements [1]. The hopes of inexpensive and safe nuclear energy were quickly overshadowed by the Cold War as the prevailing deterrence strategies led the United States and USSR to stockpile enormous quantities of weapons and nuclear materials. At the end of the Cold War it was these legacy materials that were the target of smuggling.

Today, nuclear security is significantly more complex as the Soviet-American rivalry has been replaced with the concern that states and independent non-state groups might proliferate nuclear materials and weapons as well as traffic nuclear materials. The events of September 11, 2001 and the subsequent war on terrorism have brought these issues to the forefront of the US national security policy. The National Security Strategy of May 2010 stresses the critical importance of nuclear security, stating that there is “no greater threat to the American people than weapons of mass destruction, particularly the danger posed by the pursuit of nuclear weapons by violent extremists and their proliferation to additional states.”[2] Despite this renewed effort to limit the nuclear threat the path is fraught with challenges and the risks to national and international security are compounded as the peaceful pursuits of nuclear energy increase throughout the world [3].

1.2 The Plutonium Threat

George Perkovich writing for Foreign Affairs [4] stated “plutonium is one of the most dangerous materials on earth.” The risk of proliferation, the environmental cost and the detriments to human health are substantial, and renewed calls have been made for safe disposal [5]. However, at present, substantial quantities of plutonium exist in the military stockpiles and continue to be produced during commercial power generation.

The United States and Russia hold ~ 90% of the total military stockpiles of weapons grade plutonium (Figure 1.1). Following the collapse of the Soviet Union, many of the production facilities used during the Cold War were neglected, leaving nuclear materials vulnerable to theft. Incomplete production records at these plants compounded the challenges of accounting and securing loose nuclear material [6]. Although joint US-Russian security initiatives have dramatically improved the security of these sites, concerns still
remain. Terrorist organizations actively seek to obtain these materials, either through force or bribery. The latter is of particular concern as corruption and insider theft are widespread in Russia, and the outdated material accounting methods used at these facilities provide opportunities for smuggling [7].

![Diagram](image)

Figure 1.1: Quantities of plutonium in civilian and military stockpiles. Weapons stockpiles consist of plutonium enriched to $\geq 94\% \ ^{239}Pu$ [8].

As of 2008, the worldwide capacity of the 439 operating nuclear power plants was approximately 400 GWe [9]. This global generating capacity is projected to increase to 600 GWe by 2030 (Figure 1.2)[10]. The spent fuel produced during reactor operation contains plutonium and a third of this spent fuel is expected to be reprocessed with the plutonium separated and used in mixed oxide (MOX) fuels. Even with reprocessing the plutonium inventory in spent fuel will approach nearly $2.5 \times 10^6$ g by 2030. Although not ideal, the plutonium produced in nuclear power plants can be used for fission weapons, and $2.5 \times 10^6$ g is enough by some estimates to make more than 150,000 crude nuclear explosives [11]. Precise accounting for and monitoring of the amount of plutonium in the existing stockpile is therefore essential to prevent the transfer of nuclear weapons to other states and reduce the threat of nuclear terrorism.
Figure 1.2: World wide nuclear capacity (solid line) and plutonium production [10].
1.3 Safeguards and Nuclear Forensics

Safeguards are a system of material accounting, containment, and surveillance designed to detect the diversion of nuclear materials [12, 13, 14]. In this process a state declares the inventory of nuclear materials present at facilities and provides records as to the operation of these facilities. This information is used as a guide for nuclear material accountancy (NMA), in which independent measurements are made to verify the disclosed quantities of nuclear material [15]. The difference between the declared amounts and these measurements is an accounting defect.

Depending on the quantity of material missing defects can be categorized as either gross, partial, or a bias [16]. A gross defect arises when all or most of the declared material is missing. These are identified by checking the physical inventory through item counting and gross defect radiation measurements. A missing fuel assembly or the presence of a skeleton assembly are examples of gross defects [17]. Partial defects refer to items in which some fraction of the declared amount of material is unaccounted; for example, a portion of a fuel assembly has been removed or replaced with non-fuel material. Visual inspection is not adequate to detect these defects. An inspection is required using neutron counting and gamma ray spectroscopy capable of measuring the material content to within a few percent of the declared value [18]. Bias defects occur when a small fraction of the declared material is missing, and arise from the diversion of small amounts of material over a long period of time. These are difficult to detect during an inspection and require material samples be taken for chemical analysis. These techniques offer the highest accuracy, often less than one percent [19, 20].

Nuclear forensic analysis is the process by which nuclear materials are analyzed to provide information as to the origins of the sample, and allows for interpretations to be made about the method of production and the intended use of the materials [21]. These techniques are crucial for attribution of interdicted nuclear materials and in providing more robust nuclear safeguards [22]. The attribution process includes a suite of techniques used for the physical, chemical, elemental, and isotopic characterization of the material [23]. These are intended to provide a signature that can be used to identify the material. A time line for how these techniques could be used for sample analysis is shown in Table 1.1. Such a sequence can be used in the analysis of unknown samples, provided the material is already in an easily measurable form [24]. In addition to the traditional forensics tools, i.e. visual inspection, fingerprinting, etc. there are isotopic signatures that require separate methods for analysis.

The methods employed in safeguards and nuclear forensics to determine the distinct isotopic details of a sample can be classified as either destructive analysis (DA) or non-destructive analysis (NDA). Destructive analysis is a measurement technique which introduces a significant change to the sample being measured such that it cannot be returned to the batch from which it was taken [25, 26]. DA methods are generally considered to be the most accurate measurement techniques available; however, dissolution and chemical separation often can be needed and substantial time is required for sample preparation.
Nondestructive analysis often measures the radiation emitted from the bulk nuclear materials without alteration of the item under analysis [3]. While not necessarily as accurate as DA, these methods are more rapid and allow for the measurements on a large variety of material configurations such as nuclear waste and production materials where obtaining small samples for DA would be prohibitive or not representative of the entire sample.

1.4 Current Methodology and Limitations

Nondestructive measurements for the quantitative assay of plutonium are of great importance in both safeguards and nuclear forensics [28]. These NDA techniques, discussed in detail in Chapter 2, measure the thermal power generation or neutron emission to determine the quantity of the plutonium present in a material. However these methods require isotopic information, provided by gamma-ray spectroscopy, in order to interpret the response in terms of plutonium mass and this interpretation is affected by the uncertainty in the isotopic measurement. Isotopic information is also valuable in nuclear forensics, as the isotopic composition of plutonium produced in a nuclear reactor will vary according to the reactor design and operating conditions. The isotopic profile of the plutonium provides insight as to the initial fuel enrichment, reactor neutron flux and energy spectrum. The ratio of the plutonium isotopes produced in a boiling water reactor (BWR) as a function of burnup for different initial enrichments of $^{235}$U is shown as an example in Figure 1.3. Knowledge of the plutonium isotopic composition is useful in determining the provenance of an unknown nuclear material.

One significant challenge in using NDA techniques for quantitative plutonium analysis is the inability to measure $^{242}$Pu directly. This isotope has a long half-life, $t_{1/2} = 3.73 \times 10^5$ yr, and only three gamma-ray lines, all with energies below 200 keV. Measuring this weak gamma ray signature is further complicated by overlap from gamma ray lines of other isotopes and the background produced by the scatter of higher-energy radiation. Current spectroscopic techniques do not offer energy resolutions sufficiently high to adequately resolve the $^{242}$Pu signature in samples containing a mixture of plutonium isotopes separated from nuclear fuel. The inability to measure this isotope has been addressed by developing tools that interpret the measurable quantities in the sample to infer the concentration of $^{242}$Pu. However, these techniques are valid for a narrow range of isotopic compositions when the reactor type in known and thus are of limited use in analyzing completely unknown samples.

An example of how the uncertainty in the plutonium isotopic measurement affects the determination of initial fuel composition is shown in Figure 1.3. The measurement uncertainty using current spectroscopic techniques is discussed in detail in Chapter 2 and in Figure 1.3 these values are used to show the corresponding uncertainty in the initial $^{235}$U enrichment of a nuclear fuel from the BWR. An improvement in the measurement of the $^{238}$Pu/$^{242}$Pu atom ratio would reduce the uncertainty in the initial $^{235}$U enrichment
Table 1.1: Time line for nuclear forensics analysis techniques. Destructive analysis methods are italicized [27].

<table>
<thead>
<tr>
<th>Technique/Method</th>
<th>24 Hours</th>
<th>1 Week</th>
<th>1 Month</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radiological</td>
<td>Estimated total activity</td>
<td>Dose Rate ($\alpha$, $\gamma$, n)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Surface Contamination</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical characterization</td>
<td>Visual Inspection</td>
<td>SEM (EDS)</td>
<td>TEM (EDS)</td>
</tr>
<tr>
<td></td>
<td>Weight</td>
<td>XRD</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Radiography</td>
<td>Organics</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Photography</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dimension</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Optical Microscopy</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Density</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traditional forensic analysis</td>
<td>Fingerprint</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fibers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isotope analysis</td>
<td>Alpha–spectroscopy</td>
<td>Mass spectrometry</td>
<td>Radiochemical separations for</td>
</tr>
<tr>
<td></td>
<td>Gamma–spectroscopy</td>
<td>(SIMS, TIMS, ICP-MS)</td>
<td>mass spectrometry of trace impurities:</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Pb, stable isotopes</td>
</tr>
<tr>
<td>Chemical/Elemental</td>
<td></td>
<td>ICP-MS</td>
<td>GC/MS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>XRF</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ICP-OES</td>
<td></td>
</tr>
</tbody>
</table>

Note: SEM: scanning electron microscopy; TEM: transmission electron microscopy; EDS: energy dispersive x-ray spectrometry; XRD: x-ray diffraction; SIMS: secondary ion mass spectrometry; TIMS: thermal ionization mass spectrometry; ICP-MS: inductively coupled, plasma source mass spectrometry; XRF: x-ray fluorescence; GC/MS: gas chromatography mass spectrometry; ICP-OES: inductively coupled plasma source optical emission spectroscopy
Figure 1.3: Correlation of Pu isotopes in BWR as a function of burnup for an initial enrichment of $^{235}\text{U}$ from 1.5% to 6% in 0.25% steps. The oval indicates the uncertainty in the measurement using current technology. The shaded region indicates the uncertainty for improved measurement $^{238}\text{Pu}$ and $^{242}\text{Pu}$.

by a factor of $\sim 3$, indicated by the shaded circular region. For this reason, a measurement system with an energy resolution sufficient to directly measure $^{242}\text{Pu}$ would prove invaluable to nuclear analysis. This thesis details the efforts to develop such a detector.

1.5 Previous Work

In the 1930s it was recognized that the sensitivity of calorimetric measurements would improve when made at low temperatures, $T < 10\text{K}$ [29]. In the following decade sensors based on the superconducting-to-normal transition were first developed for the measurement of infrared photons [30] and alpha particles [31]. The difficulty in obtaining such low temperatures limited the use of these devices until the 1980s when x-ray astronomy [32], the search for neutrinos [33], and neutrinoless double-beta decay [34] required sensitivities only achievable using these low-temperature sensors, motivating the necessity to develop cryogenic detector technology. The technological advances resulting from these scientific endeavors were crucial in the efforts to use this technology for gamma-ray spectroscopy.

In the last decade transition edge sensors for gamma-ray spectroscopy have been demonstrated with energy resolutions of $50 - 100\text{eV}$. Lawrence Livermore National Laboratory (LLNL) is developing tin absorber superconducting gamma ray and LiF absorber fast-neutron calorimeters for fundamental science and national security applica-
Figure 1.4: Spectrum of uranium oxide fuel taken using a coaxial HPGe detector (upper spectrum), a planar HPGe detector (middle spectrum), and a superconducting transition edge sensor (lower spectrum) [39].

Spectroscopic measurements of uranium yellowcake [38], uranium fuel oxides [39], and plutonium and uranium samples [40, 41] have shown the gains in isotopic analysis from the improved energy resolution. A spectrum taken using a single transition edge sensor (TES) spectrometer of a mixed uranium oxide fuel is shown in Figure 1.4. Recent work has focused on developing arrays of sensors [42, 43, 44, 45]. To maintain the low temperatures required for detector operation, the number of wires used for reading out these multiple sensors must be limited. These efforts have been promising for making isotopic measurements in reasonable timescales [46].

1.6 Dissertation Outline

This dissertation discusses the development of a gamma spectrometer for direct measurement of the $^{242}$Pu gamma-ray signature using transition edge sensors. Chapter 2 provides a discussion of the relevant properties of plutonium and current methodologies for determining the plutonium concentration in mixed isotope samples. Chapter 3 pro-
vides a brief introduction to the theory of TES calorimeters from photon absorption to
the signal generation. The fundamental sources of noise and the contribution to the over-
all performance are also discussed. Chapter 4 expands the theory with the inclusion of
additional sources of noise. The model of the calorimeter noise developed in this chap-
ter provides the basis for the measurement analysis in Chapter 7. Chapter 5 describes
the cryostat systems and cryogenic methods used to operate at millikelvin temperatures.
Cryostats operated using liquid cryogens and modern pulse tube refrigeration technology
are discussed. Chapter 6 describes the Monte Carlo simulations used to assess the feasi-
bility of plutonium isotopic measurements using a TES. Chapter 7 describes the results
for operation of a transition edge sensor in a pulse tube refrigeration system. Noise reduc-
tion techniques to improve performance are discussed. Best performance of the system
is presented with the measured noise analyzed using the model developed in Chapter
4. Chapter 8 summarizes this work and discusses future research. Appendix A includes
the derivations referenced in Chapter 3 and 4. Appendix B provides material properties
and the calculation of heat capacities, thermal conductivities, and coupling constants for
materials used in transition edge sensors. Appendix C presents an overview of the op-
timum filtering method used for TES analysis. Appendix D documents the MATLAB
code used in Chapters 3 and 4 for analyzing the TES noise. Appendix E presents the
analytical derivation of the precision of measuring two closely spaced gamma ray lines in
a spectrum.
Chapter 2

Plutonium Isotopic Analysis
2.1 Background

Plutonium (Pu) is the 94th element of the periodic table, belonging to the actinide series of elements. The first isotope of plutonium, $^{238}\text{Pu}$, was discovered in 1940 by Seaborg, McMillan, Kennedy and Wahl by bombarding uranium with deuterons using the 60-inch cyclotron at University of California, Berkeley [47]. In this process the absorption of a deuteron by $^{238}\text{U}$ would produce the nuclide $^{238}\text{Np}$, which then decayed by $\beta^-$ emission to $^{238}\text{Pu}$ as

$$^{238}\text{U} + ^1\text{H} \rightarrow ^{238}\text{Np} + 2\text{n} \quad (2.1)$$

$$^{238}\text{Np} \xrightarrow{\beta^-} ^{238}\text{Pu} \quad (2.2)$$

In 1941, $^{241}\text{Pu}$ was discovered by Kennedy, Segre, Wahl, and Seaborg by producing $^{239}\text{U}$ through neutron absorption in $^{238}\text{U}$ [48]

$$^{238}\text{U} + ^1\text{n} \rightarrow ^{239}\text{U} + \gamma \quad (2.3)$$

The subsequent decay of $^{239}\text{U}$ by beta emission produced $^{239}\text{Pu}$

$$^{239}\text{U} \xrightarrow{\beta^-} ^{239}\text{Np} \xrightarrow{\beta^-} ^{239}\text{Pu} \quad (2.4)$$

Shortly thereafter $^{239}\text{Pu}$ was found to have a thermal neutron fission cross section higher than $^{235}\text{U}$ [49]. This is a crucial parameter in weapons design and consequently publication of this discovery was delayed until after World War II. Of the twenty plutonium isotopes that have been identified since 1940, six are relevant to this thesis. Their nuclear properties are summarized in Table 2.1. Unlike uranium which can be mined in large quantities, plutonium is one of the least abundant elements found in nature [50]. Natural $^{239}\text{Pu}$ exists in minute quantities in uranium ore from neutron capture in $^{238}\text{U}$ described in (2.3). Trace quantities of $^{244}\text{Pu}$ have been found in bastnasite ore, the presence of this long lived Pu isotope, $t_{1/2} = 8.28 \times 10^7$ yr, is a remnant from the formation of the solar system [51].

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Mass (amu)</th>
<th>Half-life (yr)</th>
<th>Specific Activity (Ci/g)</th>
<th>Specific Power (mW/g)</th>
<th>Decay Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{238}\text{Pu}$</td>
<td>238.0495</td>
<td>87.7</td>
<td>17.1</td>
<td>567.6</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$^{239}\text{Pu}$</td>
<td>239.0521</td>
<td>$2.41 \times 10^4$</td>
<td>0.06</td>
<td>1.9</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$^{240}\text{Pu}$</td>
<td>240.0538</td>
<td>6564</td>
<td>0.22</td>
<td>7.1</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$^{241}\text{Pu}$</td>
<td>241.0568</td>
<td>14.35</td>
<td>103.4</td>
<td>3.4</td>
<td>$\beta$</td>
</tr>
<tr>
<td>$^{242}\text{Pu}$</td>
<td>242.0587</td>
<td>$3.73 \times 10^5$</td>
<td>0.004</td>
<td>0.1</td>
<td>$\alpha$</td>
</tr>
</tbody>
</table>
Table 2.2: Thermal and fast fission cross sections, average number of neutrons per fission $\nu$, and spontaneous fission yields for plutonium. Cross section values calculated using the data plotted in Figure 2.2.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>$\sigma_c$ (b)</th>
<th>$\sigma_f$ (b)</th>
<th>$\sigma_c$ (b)</th>
<th>$\sigma_f$ (b)</th>
<th>$\nu$[57]</th>
<th>Spontaneous fission yield [56] (neutrons/gs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{238}$Pu</td>
<td>$5.1 \times 10^2$</td>
<td>17</td>
<td>0.2</td>
<td>2.1</td>
<td>2.21</td>
<td>$2.59 \times 10^3$</td>
</tr>
<tr>
<td>$^{239}$Pu</td>
<td>$2.7 \times 10^2$</td>
<td>752</td>
<td>0.03</td>
<td>1.7</td>
<td>2.16</td>
<td>$2.18 \times 10^{-2}$</td>
</tr>
<tr>
<td>$^{240}$Pu</td>
<td>$2.9 \times 10^2$</td>
<td>0.06</td>
<td>0.08</td>
<td>1.5</td>
<td>2.16</td>
<td>$1.02 \times 10^3$</td>
</tr>
<tr>
<td>$^{241}$Pu</td>
<td>$32.7 \times 10^2$</td>
<td>$1 \times 10^4$</td>
<td>0.11</td>
<td>1.6</td>
<td>2.25</td>
<td>$5.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>$^{242}$Pu</td>
<td>19</td>
<td>&lt; 0.01</td>
<td>0.1</td>
<td>1.4</td>
<td>2.15</td>
<td>$1.72 \times 10^3$</td>
</tr>
</tbody>
</table>

2.2 Plutonium Production

Plutonium is produced in reactors fueled with uranium. A majority of the fuel is $^{238}$U enriched to a few percent in $^{235}$U. The production of plutonium in uranium fuel is shown in Figure 2.1. During operation, $^{235}$U fissions to produce neutrons that are absorbed in $^{238}$U producing short-lived $^{239}$U, which beta decays to $^{239}$Np and subsequently into fissile $^{239}$Pu. $^{235}$U can also produce $^{238}$Pu through successive neutron absorption and beta decay [54].

The neutron capture and fission cross sections of plutonium influence the isotopic composition of plutonium produced in a reactor. These properties are isotope dependent and determine the probability that a nucleus will undergo fission, thereby reducing the quantity of plutonium in the fuel, or absorption, thereby producing an isotope of plutonium with an increased mass number by unity. The capture-to-fission ratios for the various plutonium isotopes are shown in Figure 2.2 as a function of neutron energy, with the average values for thermal and fast neutrons listed in Table 2.2. The differing cross sections of the plutonium isotopes can be used to determine several key reactor parameters: fuel utilization (burn-up), initial fuel composition, and the neutron energy spectrum.

The amount of energy that is produced per unit mass of fuel is termed burn-up [58]. In low burn-up situations, where the fuel is irradiated for a short period of time or exposed to a low flux of neutrons, the plutonium produced is almost entirely $^{239}$Pu. With increasing irradiation times the quantity of $^{240}$Pu from neutron absorption increases, and subsequent neutron capture results in the production of higher mass number Pu isotopes (Table 2.3). As an example, the isotopic composition of plutonium in a PWR as a function of burn up is shown in Figure 2.3.

The quantity of $^{235}$U used in a reactor can vary from natural abundance of 0.711%, used in Canada Deuterium Uranium (CANDU) reactors, to several weight percent $^{235}$U, for light water reactors. Successive neutron captures in $^{235}$U results in the production of $^{238}$Pu, and as a result increasing initial fuel enrichment will increase the abundance of $^{238}$Pu produced in the reactor.
Figure 2.1: Nuclide chain for the production of plutonium [55].
Figure 2.2: Capture-to-fission ratio of plutonium isotopes calculated using the ENDF/B-VII.0 cross-section library. The vertical lines indicate the 0.025 eV (thermal) and 1 MeV (fast) values listed in Table 2.2.
Figure 2.3: The isotopic composition of plutonium produced in a PWR fuel as a function of burn-up [59].

The fission cross section for plutonium at higher neutron energies is substantial; consequently the plutonium produced in reactors with higher neutron energies, such as a Magnox reactor, will have a higher concentration of $^{239}\text{Pu}$. For fuel exposed to a thermal energy spectrum, such as CANDU systems, $^{239}\text{Pu}$ more readily captures neutrons allowing for the formation isotopes of higher mass. The difference in the isotopic abundances can be seen in Table 2.3. Plutonium continues to be produced even after the fuel has been discharged from the reactor. As shown in Figure 2.1, the alpha decay of curium produces additional Pu in the spent fuel.

2.3 Isotope Correlation for Safeguards

In the late 1960s it was recognized that the isotopic composition of nuclear fuels was dependent on parameters including the initial enrichment, burnup, neutron flux and energy spectrum [61]. The fission product abundances are correlated to the specifics of the fuel irradiation and provide information useful in determining the provenance of an unknown nuclear material. This method of using isotope ratio correlations is referred to as Isotopic safeguards techniques (IST) or Isotopic correlation techniques (ICT).

Early efforts focused on using single isotope ratios (e.g. $^{134}\text{Cs}/^{137}\text{Cs}$, $^{242}\text{Pu}/^{241}\text{Pu}$) to prevent diversion of spent fuel at reprocessing facilities [62]. Recent work has found
Table 2.3: Plutonium composition (wt%) of reactor fuel at discharge [60].

<table>
<thead>
<tr>
<th>Reactor</th>
<th>Burnup (GWd/MTU)</th>
<th>$^{238}\text{Pu}$</th>
<th>$^{239}\text{Pu}$</th>
<th>$^{240}\text{Pu}$</th>
<th>$^{241}\text{Pu}$</th>
<th>$^{242}\text{Pu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PWR</td>
<td>30</td>
<td>1.1</td>
<td>56.6</td>
<td>25.7</td>
<td>12.8</td>
<td>3.7</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>2.4</td>
<td>50.4</td>
<td>26.0</td>
<td>14.8</td>
<td>6.4</td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>4.8</td>
<td>45.1</td>
<td>24.9</td>
<td>15.5</td>
<td>9.7</td>
</tr>
<tr>
<td>BWR</td>
<td>30</td>
<td>1.2</td>
<td>55.7</td>
<td>25.9</td>
<td>13.1</td>
<td>4.1</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>2.7</td>
<td>49.5</td>
<td>26.0</td>
<td>14.9</td>
<td>6.9</td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>5.5</td>
<td>44.2</td>
<td>24.7</td>
<td>15.3</td>
<td>10.3</td>
</tr>
<tr>
<td>Magnox</td>
<td>7</td>
<td>0.3</td>
<td>59.8</td>
<td>28.2</td>
<td>9.0</td>
<td>2.7</td>
</tr>
<tr>
<td>CANDU</td>
<td>25</td>
<td>0.7</td>
<td>46.5</td>
<td>34.4</td>
<td>10.0</td>
<td>8.5</td>
</tr>
</tbody>
</table>

isotopic correlations for the age of a sample, which is useful for determining when the material was last chemically separated [63]. Other works have developed ICT methodologies to determine the source of interdicted nuclear materials, unknown fuels, and samples found in the environment [64, 65]. One such relationship is shown in Figure 2.4, which shows the correlation between the $^{242}\text{Pu}/^{240}\text{Pu}$ and $^{238}\text{Pu}/\text{Pu}_{\text{Total}}$ as a function of burnup [66]. From this example it can be seen that such ratios in the plutonium isotopes can help determine the type of reactor in which it was produced. The following section discusses the nondestructive analysis methods used to determine the mass and isotopic composition of plutonium in a material.

### 2.4 Current Methodology for Plutonium Assay

The three most common NDA techniques used to assay the plutonium content in a sample are Passive Neutron Coincidence Counting (PNCC), calorimetry, and High-Resolution Gamma Spectrometry (HRGS). The first two methods, PNCC and calorimetry, provide the rate of neutron emission and energy release from the sample, respectively. However, both methods are unable to measure isotope-specific nuclear properties and require HRGS to provide the plutonium isotopic composition in order to interpret the response to determine the total mass of plutonium in a sample. Consequently uncertainty in the HGRS measurement will affect the accuracy of the result. The following sections will discuss the methodologies used for PNCC and calorimetry, followed by a more thorough discussion of HRGS.

#### 2.4.1 Calorimetry

Calorimetry determines the amount of plutonium in a sample by measuring the heat produced by the radioactive decay of the plutonium and its daughter isotopes. As the
Figure 2.4: Reactor type disclosure by isotopic correlation [66].
thermal power generated per unit amount of material depends on the plutonium isotopic composition and the $^{241}\text{Am}$ content, calorimetry requires knowledge of the relative abundances to infer the corresponding plutonium mass [57]. The uncertainties in the isotopic composition are often the largest errors in the measurement [67]. As shown in Table 2.4, the majority of the heat measured by calorimetry results from the spontaneous alpha decay of $^{239}\text{Pu}$. The concentration of $^{241}\text{Am}$, produced by the beta decay of $^{241}\text{Pu}$ ($t_{1/2} = 13.2\text{ yr}$), depends on the irradiation conditions and the age of the material after discharge from the reactor and therefore must be accounted for prior to calorimetric analysis. $^{242}\text{Pu}$ can not be directly measured using this method as its contributions to the total measured thermal power is negligible [53].

Table 2.4: The typical percentage of decay power for plutonium separated from the fuel. Values calculated using compositions listed in Table 2.3 and isotopic information from Table 2.1.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>PWR</th>
<th>BWR</th>
<th>Magnox</th>
<th>CANDU</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{238}\text{Pu}$</td>
<td>63.8</td>
<td>64.5</td>
<td>29.8</td>
<td>49.8</td>
</tr>
<tr>
<td>$^{239}\text{Pu}$</td>
<td>10.7</td>
<td>9.8</td>
<td>20.1</td>
<td>11.4</td>
</tr>
<tr>
<td>$^{240}\text{Pu}$</td>
<td>17.8</td>
<td>16.8</td>
<td>35</td>
<td>31.0</td>
</tr>
<tr>
<td>$^{241}\text{Pu}$</td>
<td>4.3</td>
<td>4.1</td>
<td>5.4</td>
<td>4.3</td>
</tr>
<tr>
<td>$^{242}\text{Pu}$</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>$^{241}\text{Am}$</td>
<td>3.3</td>
<td>4.6</td>
<td>9.6</td>
<td>3.4</td>
</tr>
</tbody>
</table>

The specific thermal power of a plutonium sample as measured by calorimetry is given by summing the power produced by the $n$ constituent isotopes contributing to the sample heat [67]

$$W_S = \sum_{i=1}^{n} M_i P_i = M \sum_{i=1}^{n} R_i P_i = MP_{eff}$$

(2.5)

where $M_i$ is the mass of the $i$th isotope, $M$ is the total mass of plutonium, $P_i$ is the specific power of the $i$th isotope, $R_i$ is the ratio of the mass of the $i$th isotope to the total plutonium mass (mass fraction), and $P_{eff}$ is the effective specific power of the sample.

The thermal power measurement is highly accurately, with uncertainties typically less than 0.1%. However, to interpret the results of calorimetric assay and determine the mass of radioactive material present requires knowledge of the isotopic composition, determined by gamma-ray spectroscopy [57]. The uncertainty in the isotopic ratios greatly outweighs the calorimetric uncertainties, and in most situations an approximate estimate of the order of the total precision of the overall measurement will be ±1% of the precision of the gamma-ray isotopic measurement [68].
2.4.2 Passive Neutron Coincidence Counting

Passive Neutron Coincidence Counting (PNCC) is an NDA technique used to determine the mass of plutonium in an unknown sample by measuring the neutrons released by spontaneous fission. The spontaneous fission yields of the even-isotopes of plutonium ($^{238}\text{Pu}$, $^{240}\text{Pu}$, $^{242}\text{Pu}$), listed in Table 2.1, are dominant in the measurement. As the neutrons from each isotope are emitted simultaneously they are correlated in time and the count rate is a complex function of the Pu mass and isotopic composition [69]. The quantity determined using PNCC is an effective $^{240}\text{Pu}$ mass, $m^{240\text{eff}}$. This value is the equivalent mass of $^{240}\text{Pu}$ that would provide the same neutron coincidence response as obtained from all of the even isotopes present in the sample, and can be expressed as [70]

$$m^{240\text{eff}} = \gamma^{238}m^{238} + m^{240} + \gamma^{242}m^{242}$$

(2.6)

where coefficients $\gamma^{238}$ and $\gamma^{242}$ are 2.573 and 1.708, respectively [71]. The $\gamma$ coefficients scale the neutron coincidence response of $^{238}\text{Pu}$ and $^{242}\text{Pu}$ to the equivalent amount from $^{240}\text{Pu}$. As PNCC can only provide a weighted sum of the three isotopes, the total amount of plutonium $m_{\text{Pu}}$ requires the isotopic mass fractions $f^{238}$, $f^{240}$ and $f^{242}$ of $^{238}\text{Pu}$, $^{240}\text{Pu}$, and $^{242}\text{Pu}$, which must be determined through gamma ray spectroscopy. With the mass fractions known, the total mass of plutonium $m_{\text{Pu}}$ is given by

$$m_{\text{Pu}} = \frac{m^{240\text{eff}}}{\gamma^{238}f^{238} + f^{240} + \gamma^{242}f^{242}}$$

(2.7)

A discussion of the complete methodology can be found in the literature [72]. As with calorimetric analysis, PNCC requires an additional independent measurement, namely from gamma spectroscopy, to interpret the neutron measurements. In many situations the inaccuracies in the isotopic abundances are substantially greater that the total random and systematic uncertainties from PNCC measurement itself [57]. For high accuracy measurements of plutonium it is essential to have accurate spectrometric measurements.

2.4.3 High-Resolution Gamma Spectrometry

The isotopic information required for PNCC and calorimetry is provided using high-resolution gamma spectroscopy (HRGS). As the accuracy of the other NDA measurement techniques rely on the precision of the spectroscopic measurement, high resolution spectra are required. Of the currently available radiation detection systems, only semiconductor detectors, specifically high-purity germanium (HPGe) detectors, offer the efficiency and energy resolution needed for these measurements.

Schematics of the two most common HPGe detector configurations are shown in Figure 2.5. The detector consists of a single crystal of germanium with electrodes on either side. The crystals are machined into either a disk for planar detectors or a cylinder with an axial hole for coaxial detectors. Radiation absorbed in the germanium produces ionizations. On the average one electron-hole pair is produced for about 3 eV of energy absorbed. The
electron energy is sufficient to cross the germanium band gap (\( \sim 1 \text{ eV} \)) into the conduction band where the applied electric field draws the charges to the electrodes producing a voltage pulse.

The larger, coaxial systems are used for larger bulk samples and are useful for measuring the gamma spectrum above 200 keV. An example spectrum taken using a coaxial HPGe detector is shown in Figure 2.6. Indicated on the spectrum are the plutonium gamma-ray lines commonly used for isotopic ratio calculations. The methodology for determining the isotopic ratios from the spectrum will be discussed in following section; however, note that none of the three gamma ray lines from \(^{242}\text{Pu}\) appear in the spectrum. These lines, summarized in Table 2.6, are all below 200 keV. The 44.915-keV and 103.50-keV gamma ray are indistinguishable amongst the other plutonium and \(^{241}\text{Am}\) lines while the 158.8 keV line is too weak to be observed above the background.

<table>
<thead>
<tr>
<th>Isotopic Composition (wt%)</th>
<th>Isotope</th>
<th>Figure 2.6</th>
<th>Figure 2.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{238}\text{Pu})</td>
<td>0.202</td>
<td>0.649</td>
<td></td>
</tr>
<tr>
<td>(^{239}\text{Pu})</td>
<td>82.49</td>
<td>67.01</td>
<td></td>
</tr>
<tr>
<td>(^{240}\text{Pu})</td>
<td>13.75</td>
<td>21.80</td>
<td></td>
</tr>
<tr>
<td>(^{241}\text{Pu})</td>
<td>2.69</td>
<td>8.11</td>
<td></td>
</tr>
<tr>
<td>(^{242}\text{Pu})</td>
<td>0.76</td>
<td>2.44</td>
<td></td>
</tr>
<tr>
<td>(^{241}\text{Am})</td>
<td>11800 pg/g_{\text{Pu}}</td>
<td>Not reported</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.5: Schematic of coaxial (left) and planar (right) germanium detectors.
Figure 2.6: Spectrum from 530 g plutonium as PuO₂ with isotopic composition (wt%) listed in Table 2.5. The spectrum is taken using a 10.2% relative efficiency coaxial HPGe detector with 1.65 keV resolution at 1332 keV. Energies not labeled with a specific isotope are from ²³⁹Pu. The energy regions commonly used for plutonium isotopic analysis are indicated with gray shading [73].
Table 2.6: Gamma rays emitted in the decay of $^{242}\text{Pu}$.

<table>
<thead>
<tr>
<th>Energy</th>
<th>Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>44.915 keV</td>
<td>0.036</td>
</tr>
<tr>
<td>103.50 keV</td>
<td>0.0078</td>
</tr>
<tr>
<td>158.8 keV</td>
<td>0.00045</td>
</tr>
</tbody>
</table>

Planar germanium detectors have a smaller active volume and therefore lower efficiency than coaxial detectors for photons whose mean free path exceeds the dimensions of the detector. For a 7 mm germanium crystal this is $\sim 150$ keV. Above this energy the efficiency decreases proportionally to $\log (1/\varepsilon)$ [74, 75]. However, such detectors offer higher energy resolution and the smaller volume reduces the Compton continuum from the interaction of high-energy photons and allows for improved measurements for photons with energies less than 150 keV. A spectrum taken of a solution containing 3 g of Pu measured using a 200 mm$^2$ by 7 mm intrinsic planar germanium detector is shown in Figure 2.7. The activity of $^{241}\text{Am}$ contributes substantially to the count rate and therefore was separated from the solution to make the measurement. With the planar system the low-energy lines from the plutonium isotopes are visible, with the exception of the $^{242}\text{Pu}$ line at 44.915 keV. Although the sample preparation removed the $^{241}\text{Am}$ contribution to the Compton background, which is substantial in aged plutonium samples [76], and the system offered an improved energy resolution, the 45.230 keV $^{240}\text{Pu}$ line with $\sim 450$ eV FWHM prevents the measurement of the $^{242}\text{Pu}$ line.

Isotopic Ratio Determination

The plutonium isotopic ratios are determined using the gamma ray spectrum obtained from HRGS. A radionuclide with $N$ atoms in a sample will produce a peak of intensity $I$ [counts/sec] in a spectrum when measured using a detector with a total photopeak efficiency $\varepsilon$ at an energy $E$. This can be expressed as

$$I = \varepsilon P \lambda N$$ \hspace{1cm} (2.8)

where $P$ is the probability per decay for emission of the photon of interest and $\lambda$ is the decay constant of the radionuclide. The detection efficiency $\varepsilon$ is dependent on numerous factors, including the source-detector geometry, self-attenuation of the source, shielding around the source, and the detector efficiency. As many characteristics of the sample are often unknown, the uncertainty arising from $\varepsilon$ can be reduced by calculating the ratio of the isotopic abundances from two peaks of similar energies. The atom ratio of two isotopes $N_1/N_2$ is given by

$$\frac{N_1}{N_2} = \frac{I_1\varepsilon_2 P_2 T_1}{I_2\varepsilon_1 P_1 T_2}$$ \hspace{1cm} (2.9)
Figure 2.7: Spectrum of a nitric acid solution containing 185 g/L plutonium. The measurement was made using a 200 mm$^2$ by 7 mm intrinsic planar germanium detector with an energy resolution of 0.5 keV at 100 keV. The tungsten x-ray line is the result of the detector shielding. The isotopic composition of the sample is listed in Table 2.5. [73, 77]
where $T_1$, $T_2$ are the half-lives, $I_1$, $I_2$ are the peak intensities, $\varepsilon_1$, $\varepsilon_2$ are the counting efficiencies, and $P_1$, $P_2$ are the branching probabilities as described in equation (2.8). As this method relies on the half-lives and gamma-ray emission probabilities, it does not need to be calibrated with known standards. With this ratio method the dominant sources of uncertainty are no longer the values of $\varepsilon$, but rather the precision of the intensities $I_1$ and $I_2$. The process of calculating these ratios has been automated using computer codes such as Multi-Group Analysis (MGA) and FRAM [78, 79]. In the following we summarize the methodology used in MGA.

### Regions of Interest

There are ten regions in a gamma spectrum with closely spaced gamma lines that are used to determine the isotopic ratios of plutonium. These are listed in Table 2.7. The peaks commonly used for this analysis are indicated in the PuO$_2$ spectrum in Figure 2.6 and range from 40 to 600 keV. The gamma ray peaks in each region are fit with a Gaussian and two exponential decay terms to account for the low-energy tailing of the peak [80]. The fitting of the X-ray peaks is more complex as the Gaussian detector response and exponential decay terms must be convolved with the Lorentzian shaped X-ray distribution [81]. The intensity of the Compton continuum at the boundaries of the energy region is determined and the background contribution for each channel is interpolated and subtracted from the spectrum. The total efficiency for each region includes the intrinsic efficiency of the detector, the self-attenuation of the sample, and, if present, the attenuation by the cadmium used to suppress the 59 keV line from $^{241}$Am. The peak fits and efficiency curve provide a set of equations that must be iteratively solved for the isotopic ratios of interest. Of the isotopes with measurable gamma ray lines, $^{239}$Pu and $^{241}$Pu have lines at multiple energies from which the abundances can be measured accurately. Abundance calculations for $^{240}$Pu and $^{238}$Pu are commonly less accurate because many of the lines from $^{240}$Pu are obscured by line overlap and can be difficult to resolve properly. The $^{238}$Pu in many samples is a small fraction of the total plutonium, and with fewer lines available for analysis the uncertainty can be quite large [67, 73].

### $^{242}$Pu Isotopic Correlation

As discussed earlier in this section, the $^{242}$Pu gamma-ray signature cannot be directly measured using current HPGe detector systems. Instead the $^{242}$Pu content is estimated from correlations of the other isotopes present in the sample. The correlation used by many early analysis codes was given by [82]

$$
^{[242\text{Pu}]} = C^{[240\text{Pu}]} \cdot ^{[241\text{Pu}]} / ^{[239\text{Pu}]}^2
$$

where the brackets indicate the weight percent of the given isotope and $C$ is a coefficient empirically determined using the isotopic compositions for five PWRs, six BWRs and
Table 2.7: Isotopes in each energy region used for isotopic analysis.

<table>
<thead>
<tr>
<th>Region</th>
<th>Energy Range</th>
<th>$^{238}\text{Pu}$</th>
<th>$^{239}\text{Pu}$</th>
<th>$^{240}\text{Pu}$</th>
<th>$^{241}\text{Pu}$</th>
<th>$^{242}\text{Pu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>38 – 59 keV</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(b)</td>
<td>94 – 104 keV</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>(c)(^1)</td>
<td>110 – 120 keV</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(d)(^2)</td>
<td>123 – 129 keV</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(e)</td>
<td>129 – 152 keV</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(f)(^1)</td>
<td>160 – 165 keV</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>(g)</td>
<td>203 – 208 keV</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(h)</td>
<td>332 – 345 keV</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>(i)</td>
<td>367 – 382 keV</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>(j)</td>
<td>632 – 664 keV</td>
<td>0</td>
<td>10</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

\(^1\)Region used for efficiency calculations.
\(^2\)Used for measuring the $^{241}\text{Am}/^{241}\text{Pu}$ ratio

one CANDU reactor with isotopic information provided by the Battelle Northwest data bank [83, 84, 85]. A value of $C = 52$ was found to give good agreement with the data base values, independent of reactor type. Unfortunately the correlation shown in (2.10) is dependent on the short-lived $^{241}\text{Pu}$, and therefore the $^{242}\text{Pu}$ abundance will be biased for high burn-up fuels and for spent fuel with long cooling times prior to the chemical separation of the plutonium. This results in errors in the $^{242}\text{Pu}$ content as large as 20% for high burn-up fuels [86]. To address this issue another ratio, independent of $^{241}\text{Pu}$, was developed

$$\frac{^{242}\text{Pu}}{^{239}\text{Pu}} = C_0 \left(\frac{^{238}\text{Pu}}{^{239}\text{Pu}}\right)^{C_1} \left(\frac{^{240}\text{Pu}}{^{239}\text{Pu}}\right)^{C_2} \quad (2.11)$$

where the coefficients $C_0$, $C_1$, and $C_2$ are dependent on reactor type and fuel enrichment [87]. In the chemical analysis of over 4000 samples of BWR and PWR fuel, $C_1$ and $C_2$ were found to be independent of reactor type and initial enrichment, with values of 0.33 and 1.7, respectively. The selection of $C_0$ is chosen from twenty possible values and requires knowledge of the reactor type. Provided the type and initial fuel enrichment of the reactor which produced the plutonium is known, the average uncertainty for this correlation technique is approximately 3% and 6% for $^{242}\text{Pu}$ produced in PWR and BWR, respectively [88].

### 2.5 Limitations

The significant limitation of the current NDA methodology is the lack of information of the $^{242}\text{Pu}$ abundance. As both PNCC and calorimetry require the isotopic composition
Table 2.8: Uncertainties (%) of the $m_{240\text{eff}}$ and $P_{\text{eff}}$ values for different fuels. The first column lists the percent uncertainty in the $^{242}\text{Pu}$ correlation. The italicized columns are uncertainties when the $^{242}\text{Pu}$ abundance is provided from thermal ionization mass spectrometry, the adjacent column is the case when $^{242}\text{Pu}$ abundance is determined from correlation [57].

<table>
<thead>
<tr>
<th>$^{242}\text{Pu}$ Correlation Uncertainty (%)</th>
<th>$m_{240\text{eff}}$</th>
<th>$P_{\text{eff}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Burnup</td>
<td>2</td>
<td>1.17 1.19 0.35 0.34</td>
</tr>
<tr>
<td>Magnox</td>
<td>2.5</td>
<td>1.14 1.17 0.64 0.64</td>
</tr>
<tr>
<td>PWR</td>
<td>3</td>
<td>0.92 1.35 0.99 1.06</td>
</tr>
<tr>
<td>AGR</td>
<td>4</td>
<td>1.00 1.28 0.78 0.85</td>
</tr>
<tr>
<td>BWR</td>
<td>6</td>
<td>1.00 1.77 0.85 0.92</td>
</tr>
</tbody>
</table>

to interpret the system responses to determine the total amount of plutonium, $m_{240\text{eff}}$ and $P_{\text{eff}}$, respectively, the uncertainties in the $^{242}\text{Pu}$ correlation will affect the quality of these conclusions. Table 2.8 lists the uncertainties the $m_{240\text{eff}}$ and $P_{\text{eff}}$ values calculated for several reactor fuels. The second column lists the uncertainties in the $^{242}\text{Pu}$ correlation for each type of fuel. The two columns below $m_{240\text{eff}}$ and $P_{\text{eff}}$ are the uncertainties in the value when the $^{242}\text{Pu}$ abundance is provided using thermal ionization mass spectrometry (TIMS) and through correlation. Thermal ionization mass spectrometry is a destructive analysis technique which provides abundance values with an uncertainty of approximately 0.1%. The uncertainties in the second column are for measurements in which the $^{242}\text{Pu}$ abundance is determined from correlations of the other isotopes present in the sample. As expected, the correlation method shows good agreement with low burnup fuels and Magnox reactors for which $^{242}\text{Pu}$ is less than 1% of the total plutonium produced in the fuel. The uncertainty for AGR, BWR, and PWR fuels is larger when using correlated abundances, resulting from the decreased accuracy of the $^{242}\text{Pu}$ correlation.

The limitations of the $^{242}\text{Pu}$ correlation technique are more apparent when the provenance of the fuel is not known. In early 2000 the Working Group on Standards and Non-Destructive Assay of the European Safeguards Research and Development Association (ESARDA), organized an exercise among eight different research facilities in Europe and the United States with the goal of assessing the current performance in determining plutonium isotopic abundances. The laboratories were provided with a set of plutonium bearing samples and were asked to determine the plutonium isotopic composition [89]. For each sample the composition was determined using a $^{242}\text{Pu}$ abundance provided by ESARDA and another using a $^{242}\text{Pu}$ calculated using isotopic correlation. The average relative uncertainties for the plutonium abundances are listed in Table 2.9.

The results of the study showed the least uncertainty for isotopes with the strongest gamma-ray signatures, $^{239}\text{Pu}$ and $^{241}\text{Pu}$, and conversely poorer performance for those with lines that are weak or are obscured by overlap. The uncertainty in determining the $^{242}\text{Pu}$ abundance when using a correlation method was substantial, with an average
Table 2.9: Mean of the relative uncertainties (%) in isotopic measurements from the Pu-2000 exercise [89].

<table>
<thead>
<tr>
<th>Isotope</th>
<th>$^{242}$Pu Provided</th>
<th>$^{242}$Pu Calculated</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{238}$Pu</td>
<td>7.7</td>
<td>7.6</td>
</tr>
<tr>
<td>$^{239}$Pu</td>
<td>0.5</td>
<td>0.6</td>
</tr>
<tr>
<td>$^{240}$Pu</td>
<td>2.8</td>
<td>2.8</td>
</tr>
<tr>
<td>$^{241}$Pu</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>$^{242}$Pu</td>
<td>-</td>
<td>13</td>
</tr>
</tbody>
</table>

of 13%. This uncertainty highlights an inherent limitation in using correlation methods with mixed samples and materials of unknown origin. The uncertain in the determination of $^{242}$Pu will affect quality of the conclusions drawn from the measurements of both the isotopic abundances and the quantitative determination of the plutonium mass [90].

As discussed in Section 2.3, isotope correlations are useful in ascertaining the age of the sample and the type of reactor used to produce the plutonium. These correlations can also be used to determine the initial enrichment of the fuel, as shown in Figure 2.8. In this figure the plutonium isotopic compositions were computed using SCALE/ORIGEN-ARP [91]. The code calculates the change in fuel composition during operation, providing an averaged composition representative of a fuel assembly as a whole [92]. The results of a SCALE simulation for a BWR with $30^{GWd}/MTU$ burn-up for 1.5% to 6.0% initial $^{235}$U enrichment in 0.25% steps is shown in Figure 2.8. The oval in the figure indicates the current uncertainty performance values, representing a one-sigma uncertainty in the initial enrichment of approximately 1.5%. The gray shaded circle indicates the uncertainty in the case where the concentrations of $^{238}$Pu and $^{242}$Pu are known to 2%, reducing the uncertainty in the initial abundance to 0.5%. Current gamma-ray detector technology does not provide the energy resolution and Compton continuum suppression required to measure $^{242}$Pu. This thesis describes an effort to build a gamma detector capable of directly measuring the 44.915 keV gamma ray from $^{242}$Pu.
Figure 2.8: Correlation of Pu isotopes in BWR as a function of burnup for initial enrichment of $^{235}$U from 1.5% to 6.0% in 0.25% steps. The oval indicates the current uncertainty for the performance values listed in Table 2.9, the shaded circle for the uncertainty in the case where $^{238}$Pu and $^{242}$Pu are known to 2%.
Chapter 3
Foundations
In this chapter we introduce the fundamentals of the transition-edge sensor (TES) calorimeter. After a brief summary of the relevant theoretical aspects of superconductivity, we describe the process of photon absorption and thermalization and continue with a discussion of the detector operation. Lastly we describe the fundamental sources of noise that limit the energy resolution of the sensor. This discussion provides the groundwork for the analysis in Chapter 4.

3.1 Foundations

Calorimeters are used to measure heat, either from a chemical process or a physical change in a system. TES calorimeters are a subset of these thermal sensors used to measure the temperature change resulting from the absorption of radiation. The specific design of the calorimeter must be tailored to the type of radiation of interest; however, the fundamentals of the operation are the same. In this discussion will we focus on using TES calorimeters for measuring gamma rays with energies up to 200 keV.

An ideal TES calorimeter, as shown in Figure 3.1, consists of three components: an absorber, a thermometer, and a weak thermal link. The absorber is a thermal mass at a temperature $T$ and a heat capacity $C \ [J/K]$ that absorbs and thermalizes the energy of the incident photon. Perfectly coupled to the absorber is a thermometer that measures the temperature increase. The excess heat from the absorption event is then removed through a weak thermal link with a thermal conductance $G \ [W/K]$ to a heat sink. The heat sink, commonly referred to as the cold bath, is at a temperature $T_b$, less than $T$. With the excess heat removed from absorber and thermometer, the sensor cools back to the steady state temperature. Without any external power applied, the temperature of the absorber equals that of the cold bath, $T = T_b$.

For the calorimeter shown in Figure 3.1, we can express the time-dependent energy transfer in the system as

$$C \frac{dT}{dt} = E_\gamma \delta (t - t_0) - P_{bath} (T, T_b) \quad (3.1)$$

where $E_\gamma \delta (t - t_0) \ [W]$ is the instantaneous power deposited at time $t$ from the absorption of a photon at time $t_0$ and $P_{bath} (T, T_b) \ [W]$ is the heat flow from the absorber to the cold bath. The functional form of $P_{bath} (T, T_b)$ is device dependent and for this simple calorimeter we will assume it varies linearly with the difference between the bath and absorber temperature.

$$P_{bath} (T, T_b) = G (T - T_b) \quad (3.2)$$

With this approximation equation (3.1) is linear and can be solved taking $t_0 = 0$ (See Appendix A.1). The temperature evolution in the absorber is given by

$$T(t) = T_b + \frac{E_\gamma}{C} e^{-t/\tau_0} \quad (3.3)$$
where the steady state temperature of the absorber is $T_b$ and the time constant $\tau_0 = C/G$. Figure 3.2 shows the thermal response of the sensor to the absorption of the photon. The absorber temperature increases $\Delta T = E/\gamma$ with the absorption and then cools back to the quiescent temperature with a time constant of $\tau_0$. By measuring this change in temperature, $\Delta T$, the energy of the incident photon can be determined.

We can now make a qualitative argument why thermal detectors can offer superior energy resolution. What we experience macroscopically as heat, consists microscopically of a multitude of independent lattice vibrations, termed phonons, that moved through the crystal lattice of the detector. If we have a detector with heat capacity $C$ at a temperature $T$, the total thermal energy stored in this detector will be approximately $CT$. In thermal equilibrium, a phonon has an average energy of $E_{ph} = k_B T$, where $k_B$ is the Boltzmann constant (see e.g. [93]). The average number of phonons is therefore given by $N_{ph} = \frac{CT}{k_B} = \frac{C}{k_B}$, with a fluctuation in this number of order $\sigma = \sqrt{N_{ph}} = \sqrt{C/k_B}$. The resulting RMS fluctuations in energy therefore have a magnitude $E_{RMS} = \sigma \cdot E_{ph} = k_B T \sqrt{\frac{C}{k_B}} = \sqrt{k_B T^2 C}$. For a sensor made of 1 mm$^3$ tin with a heat capacity of 5.4 pJ/K at the temperature of 100 mK the limiting resolution is $\sim 25$ eV.

### 3.2 Energy Thermalization in Superconductors

Radiation detection systems consist of two parts: a material to absorb the radiation and a system to measure the physical effects of the absorption. In a TES calorimeter these are the absorber and thermometer, respectively. As with all radiation detectors,
Figure 3.2: The temperature response of a TES to the absorption of a photon. The absorption of a photon will increase the temperature of the absorber by \( \Delta T = \frac{E_{\gamma}}{C} \) above the quiescent temperature after which the system will cool back down with a time constant of \( \tau_0 = \frac{C}{G} \).

the material selected for the absorber must be sensitive to the radiation of interest. The following discusses the processes governing photon absorption and thermalization in a TES calorimeter.

Photons are electrically neutral and travel some distance before interacting within a medium. This is governed by a probability of interaction per unit distance, which depends on the specific material and the energy of the photon \( E_{\gamma} \). The principal mechanisms for interactions of photons in matter include photoelectric absorption, Compton scattering, and pair production. For photons with the energies of up to 200 keV, the dominant interactions are photoelectric absorption and Compton scattering. We discuss these two mechanisms in the following section.

### 3.2.1 Photoelectric Absorption

In photoelectric absorption a single photon is completely absorbed by a bound electron followed by the emission of an electron with a kinetic energy \( E_{e^-} \) given by \( E_{e^-} = h\nu - \varphi \)
where \( h\nu \) is the energy of the absorbed photon and \( \varphi \) is the binding energy of the electron. This process is shown in Figure 3.3. The ejected electron is often from an inner shell and this vacancy is filled by a free electron in the system or from the rearrangement of the remaining bound electrons. This can result in the emission of a characteristic X-ray whose energy is equal to the difference between the initial and final electron energy levels or in the emission of an electron, referred to as an Auger electron, whose energy will be the
difference between the original atomic excitation energy and the binding energy of shell from which the electron was ejected. The probability that a photon or X-ray will create a photoelectron is dependent on the incident energy $E$ and the atomic number $Z$ of the absorbing material. The probability of interaction is roughly proportional to $Z^4/E^3$ [94].

The photoelectron, characteristic x-ray, and Auger electron are often of energies less than a tens of keV and can travel only a short distance before being absorbed and therefore the full energy of the incident photon is deposited within the volume. However, if one of these secondary particles escapes from the absorber only a portion of the energy of the incident photon will be absorbed.

### 3.2.2 Compton Scattering

Compton scattering is an interaction in which a photon is scattered by an electron at rest in the rest frame of reference. This is an approximation to the scattering of a photon on an atomic electron in the limit that the photon energy is very large compared to the binding energy of the electron. This process results in a less energetic photon and a scattered free electron with kinetic energy dependent on the scattering angle, shown in Figure 3.4. The Compton scatter model of this process assumes that the electron is initially at rest and with the conservation of momentum and energy we find that the energy of scattered photon is given by

$$h\nu' = \frac{h\nu}{1 + (h\nu/mc^2)(1 - \cos \theta)}$$  \hspace{1cm} (3.4)

and the kinetic energy of electron $T_e$ is
Figure 3.4: Diagram illustrating the Compton scattering of a photon on an electron. After the collision the photon is scattered at an angle $\theta$ with an energy of $h\nu'$. The electron recoils at an angle $\phi$ with an energy $T_e$.

\[
T_e = h\nu \frac{1 - \cos \theta}{mc^2/h\nu + 1 - \cos \theta}
\]  

(3.5)

For small scattering angles only a small fraction of the energy is transferred to the electron. The maximum kinetic energy transferred occurs for $\theta = 180^\circ$, and from equation (3.5) we find

\[
T_{e,\text{max}} = \frac{2h\nu}{2 + mc^2/h\nu}
\]  

(3.6)

that is less than the energy of incident photon. Unless the scattered photon is subsequently absorbed, which is unlikely for small detector volumes, it will scatter out of the absorber, depositing less than its total energy. The partial energy deposition of high energy photons creates a Compton continuum in a spectrum and this low-energy background increases the difficulty in measuring low-energy photons. The contribution of Compton scatter in TES measurements is discussed in Chapter 6.

3.2.3 Thermalization

Before discussing the thermalization process in a TES, we briefly discuss the concept of superconductivity. Superconductivity is a property of certain materials that when cooled below a critical temperature $T_C$ they enter a state of zero resistivity to direct current. Kamerling Onnes in Leiden, Netherlands first observed this phenomenon in 1911. Onnes discovered that in cooling a sample of mercury from 14K to 3K the electrical resistance would rapidly decrease to an immeasurable value [95]. The phenomenon of superconductivity is now understood to be the result of a phonon-mediated electron-electron coupling, first realized by Leon Cooper in 1956. Cooper described the interaction between a pair of electrons within Debye energy, $E_D$, of the Fermi surface [96], where the Debye energy is the maximum energy of a phonon in the system. Cooper found that a
Table 3.1: Material properties and characteristic decay constants for tin

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Debye energy [93]</td>
<td>$E_D$</td>
<td>$200 \text{ K} \rightarrow 17 \text{ meV}$</td>
</tr>
<tr>
<td>Fermi energy [93]</td>
<td>$E_F$</td>
<td>$10.03 \text{ eV}$</td>
</tr>
<tr>
<td>Superconducting gap (at 0 K) [100]</td>
<td>$\Delta_0$</td>
<td>$0.58 \text{ meV}$</td>
</tr>
<tr>
<td>Cooper pair breaking [101]</td>
<td>$\tau_B$</td>
<td>$10 \text{ ps}$</td>
</tr>
<tr>
<td>Quasiparticle recombination time [102]</td>
<td>$\tau_R$</td>
<td>$\sim 1 \text{ ns}$</td>
</tr>
</tbody>
</table>

A pair of electrons would be unstable in the presence of a weak attractive force and would result in the formation of a bound state whose total energy was less than the Fermi energy, $2E_F$, the energy of the highest filled electronic state in a system. Electrons in this bound pair have equal and opposite momentum and spin and are referred to as Cooper pairs. The concept of a single pair of bound electrons was expanded by Bardeen, Cooper, and Schrieffer (BCS) in 1957 whereby they were able to describe a cooperative condensation process in which many pairs of electrons of the normal Fermi sea are formed, minimizing the total energy of the system [97]. Once the electrons bind to form Cooper pairs their energy is reduced by a value $\Delta$, resulting in a gap of $2\Delta$ in the energy spectrum between the ground state and the lowest-lying excited states. This superconducting energy gap can be likened to the band gap found in traditional semiconductor detectors; however, $2\Delta$ is $\sim \text{ meV}$, several orders of magnitude smaller than that of a semiconductor band gap. As a result, the process of energy dispersion after the initial photon interaction is different from that found in semiconductor detection systems.

Transition edge sensors operate at about $100 \text{ mK}$, well below the $3 \text{ K}$ transition temperature of the tin absorber. In this qualitative discussion we summarize the photon thermalization process in superconductors found in literature [101, 104, 99, 103]. A schematic diagram of the thermalization process is shown in Figure 3.5 with important properties and time scales listed in Table 3.1. A photon is absorbed within the material on timescales less than $10 \text{ fs}$ [103]. The energy lost through Compton scattering and photoelectric processes produce high energy electrons, $E >\sim \text{ keV}$, which decay very rapidly via electron-electron interactions, scattering several times until the energy is $\sim \text{ eV}$. Below this energy the dominant relaxation process is through electron-phonon interactions, in which the electron transfers energy to the lattice and excites a lattice vibration (phonon). The electron energy will continue to decrease via this process, producing on average at least 15 phonons, until the energy of the electron is less than the Debye energy, $E_D$ and is insufficient for phonon production [104]. These high energy phonons ($\sim 10 \text{ meV}$) are not in thermal equilibrium and lose energy in the production of lower-energy phonons, propagate through the sensor to produce the measured thermal signal, or break Cooper pairs...
Figure 3.5: Flow chart of photon thermalization in a superconductor. The high electrons produced from photon interactions will downscatter via electron-electron interactions until reaching an energy $\sim \text{eV}$ where electron-phonon interactions will produce phonons. At energies of $\sim \text{meV}$ these phonons will break cooper pairs producing unbound electrons. The phonons that escape the material produce the thermal signal measured in the transition edge sensor [99].
Figure 3.6: The distribution of energy in tin at $T = 0.5\, \text{K}$ after the absorption of a 5.89 keV photon. Within $\sim 1\, \text{ns}$ the high energy phonons and electrons have relaxed and the energy of the phonon system will escape into the cold bath [103].
adding to the population of unpaired electrons. Cooper pair breaking is only available to phonons having energies larger than $2\Delta$ and occurs on a time scale on the order of $\tau_B \approx 10^{-10} \text{s}$ [101]. The additional unpaired electrons relax forming Cooper pairs with the emission of phonons with an intrinsic recombination time $\tau_R \approx 10^{-9} \text{s}$ [102]. As the energy of these phonons is less than the $2\Delta$ required to break a Cooper pair, no unpaired electrons are created. Phonons that reach the material surface can traverse into the transition edge sensor, producing a thermal signal while those remaining will propagate throughout the crystal losing energy through lattice interactions, producing additional phonons. The time dependent distribution of energy in the unpaired electrons and phonon systems for a tin absorber at $T = 0.5 \text{K}$ after the absorption of a 5.89 keV photon is shown in Figure 3.6. Within $\sim 10 \text{ns}$ the energy absorbed from the incident photon is thermalized within the absorber and this added heat will increase the temperature of the TES at a rate determined by the thermal link between the absorber and transition edge sensor. For tin absorbers attached using Stycast epoxy, described in Chapter 5, the rise time of in the TES will be $\sim 100 \mu\text{s}$. Eventually the absorber-TES system will return to thermal equilibrium with the surrounding cold bath at a rate of $\tau_{\text{eq}} = C/G$, $\sim 1 \text{ms}$ for SiN membranes [105].

### 3.3 Transition Edge Sensors and Electrothermal Feedback

A transition edge sensor (TES) is a thermal sensor that measures the change in temperature resulting from a photon absorption through increase of resistance in a thin superconducting material that is operated within the superconducting to normal transition. The resistance of a transition edge sensor as a function of temperature is shown schematically in Figure 3.7. The device has a normal state resistance of $R_N$ for temperature greater than the transition temperature $T > T_C$ and zero resistance below the transition temperature. The steepness of the transition is expressed by the dimensionless parameter $\alpha$, given by

$$\alpha = \frac{T}{R} \frac{\partial R}{\partial T} \quad (3.7)$$

As discussed in Section 3.1 the sensor will be in thermal equilibrium with the cold bath, $T = T_b$ and its temperature will increase with an applied power $P$. Transition edge sensors are operated with a bath temperature well below the transition temperature, $T_b < T_C$, and an applied power heats the sensor into the transition. To maintain the sensor at a given bias point within the transition a constant DC voltage is applied across the sensor. This produces a Joule heating $P$ given by

$$P = \frac{V^2}{R(T)} \quad (3.8)$$
Figure 3.7: Schematic of the resistance vs temperature for a transition-edge sensor. When operated within the superconducting to normal transition a small change in temperature creates large change in resistance. Within this small range of temperatures a TES is an extremely sensitive thermometer.

and the heat flow into the cold bath is given by equation 3.2. The bias and cooling powers expressed by equations 3.8 and 3.2 are plotted in Figure 3.8. The absorption of a photon increases the temperature of the sensor, in turn increasing its resistance $R$. For a constant bias voltage $V$ the joule heating decreases, lowering the temperature until it is in equilibrium with the heat loss through the cold bath. This restoring action from the change in the Joule heating is termed negative electrothermal feedback (ETF) [106]. With electrothermal feedback a TES is stably self-regulated within the transition.

We can now add the power contribution from electrothermal feedback into the thermal model described in Section 3.1. The heat flow $P_{\text{bath}}$ varies with the difference in temperature between the TES and the cold bath and can therefore be written as

$$P_{\text{bath}} (T, T_b) = K (T^n - T_b^n) \quad (3.9)$$

where $K$ is the thermal conductivity coefficient and $n$ is a coefficient which depends on the dominant mechanism of heat transport, the geometry of the link, and the material [107]. For a TES, $n$ is typically between $3 - 4$. From equation (3.9) we define the thermal conductance $G$ across the weak thermal link as

$$G = \frac{dP}{dT} = nKT^{n-1} \quad (3.10)$$

Substituting equations (3.9) and (3.8) into equation (3.1) gives
Figure 3.8: The bias power input into the TES as a function of temperature. The input power, given by $\frac{V^2}{R}$ is constant above the TES transition temperature and rapidly increases as the resistance of the device decreases to zero as the temperature falls below $T_C$. The power dissipated through the thermal link to the cold bath varies with the difference between the sensor and bath temperature. The TES operates stably at the intersection of the input bias power and output power.
\[
C \frac{dT(t)}{dt} = \frac{V^2}{R(T)} - K (T^n - T^n_b) + E_\gamma \delta (t - t_\gamma) \tag{3.11}
\]

To analytically solve this non-linear differential equation (3.11) we must first linearize the system using a Taylor expansion about the equilibrium temperature. Recall that in steady state the ETF bias voltage injects a power equal to that dissipated through the weak link

\[
\frac{V^2}{R} = K (T^n - T^n_b) \tag{3.12}
\]

and expanding to first order in \(\Delta T\) we arrive at

\[
C \Delta \dot{T}(t) = \left( \frac{V^2}{R} - K (T^n - T^n_b) + E_\gamma \delta (t - t_\gamma) - \frac{V^2}{R^2} \frac{\partial R}{\partial T} \Delta T - nKT^{-1} \Delta T \right) \tag{3.13}
\]

\[
= E_\gamma \delta (t - t_\gamma) - \left( \frac{V^2}{R^2} \frac{\partial R}{\partial T} + nKT^{-1} \right) \Delta T \tag{3.14}
\]

where \(V, R,\) and \(T\) are steady state values and \(\Delta T\) is the variable. Using equations (3.12), (3.7), and (3.10) we find equation (3.14) can be expressed as

\[
\Delta \dot{T}(t) = -\left( \frac{\alpha P}{TC} + \frac{G}{C} \right) \Delta T + \frac{E_\gamma C}{C} \delta (t - t_\gamma) \tag{3.15}
\]

whose solution is a decaying exponential of the same form as equation (3.3)

\[
\Delta T(t) = \frac{E_\gamma C}{C} e^{-\left( \frac{\alpha P}{TC} + \frac{G}{C} \right) t} = \frac{E_\gamma C}{C} e^{-\left( \frac{\alpha P}{TC} + 1 \right) t} = \frac{E_\gamma C}{C} e^{-\frac{1}{\tau_{eff}} t} \tag{3.16}
\]

where the time effective time constant is

\[
\tau_{eff} = \frac{\tau_0}{1 + \frac{\alpha P}{TC}} \tag{3.17}
\]

With equations (3.12) and (3.10) we can express equation (3.17) as

\[
\tau_{eff} = \frac{\tau_0}{1 + \frac{\alpha n P}{T}} \left( \frac{K (T^n - T^n_b)}{nKT^{-1}} \right) = \frac{\tau_0}{1 + \frac{\alpha n}{T} \left( \frac{T^n - T^n_b}{T^n_b} \right)} \tag{3.18}
\]
As $\alpha$ and $n$ are positive and $T_b^n < T^n$, the decay time for a pulse will be shorter for a voltage biased sensor due to ETF, $\tau_{eff} < \tau_0$. The reduction of Joule heating from the voltage bias allows the sensor to cool more rapidly than by phonon transport through the weak thermal link itself. ETF therefore has the same effect as an additional thermal conductance in parallel with the weak link. This additional thermal conductance can be expressed by

$$ G_{ETF} = \frac{\alpha P}{T} $$  \hspace{1cm} (3.19)

while the effective ETF decay time $\tau_{ETF}$ is

$$ \tau_{ETF} = \frac{C}{G_{ETF}} = \frac{C}{\alpha P} = \frac{\alpha P}{TG\tau_0} $$  \hspace{1cm} (3.20)

### 3.4 Noise Contributions

We will look at simple model of a simple TES calorimeter where all amplifier and other external noise sources are assumed to be small enough to be negligible. In this case we only have two sources of noise: Johnson noise of the transition edge sensor and phonon noise from the connection to the cold bath.

#### 3.4.1 Phonon Noise

Phonon noise (also referred to as thermodynamic fluctuation noise) results from fluctuations in the energy content of the detector as phonons are exchanged between the cold bath and the transition edge sensor via the weak thermal link. These statistical fluctuations in energy create temperature fluctuations in the calorimeter. As the mean free path of the phonon is much larger than the length of the thermal link, the spectral density of the phonon noise is given by [108]

$$ P_{ph}^2(\omega) = 2k_B \left( T_b^2 + T^2 \right) G $$  \hspace{1cm} (3.21)

where $k_B$ is the Boltzmann constant, $T$ is the temperature of the sensor, $T_b$ is the bath temperature, and $G$ is the thermal conductance between the bath and sensor.

#### 3.4.2 Thermometer Johnson Noise

Johnson noise is caused by random fluctuations in the motion of the electrons in the TES. This motion creates fluctuations in voltage producing a variation in the measured resistance of the TES. At a temperature $T$, the Johnson noise in the sensor is given by [109]

$$ v_{jh}^2(\omega) = 4k_BTR $$  \hspace{1cm} (3.22)

The frequency distribution of the Johnson noise is constant (white) within the frequencies of interest for TES operation.
3.5 Intrinsic Noise and Energy Resolution

With the noise sources discussed in Section 3.4 we can now develop an analytical model to quantify the spectral distribution of noise in a transition edge sensor. We begin with equation (3.15) without the absorption of a photon

\[ \Delta \dot{T}(t) = - \left( \frac{\alpha P}{TC} + \frac{G}{C} \right) \Delta T \]  

(3.23)

substituting equation (3.19) and adding terms for the Johnson and phonon noise, equation (3.23) becomes

\[ C \Delta \dot{T}(t) = -(G_{ETF} + G) \Delta T + P_{jh}(t) + P_{ph}(t) \]  

(3.24)

For a given voltage \( V \), the Johnson noise can be expressed as

\[ P_{jh}(t) = i_{jh}(t)V \]  

(3.25)

For noise analysis it is convenient to work in the frequency domain. Taking the Fourier transform of equation (3.24) we can solve for \( \Delta T(t) \). Recall that for a signal \( x(t) \) with a Fourier transform \( X(j\omega) \)

\[ \frac{dx(t)}{dt} \leftrightarrow j\omega X(j\omega) \]  

(3.26)

with this we can evaluate equation (3.24) to solve for \( \Delta T(\omega) \)

\[ j\omega C \Delta T(\omega) = -(G_{ETF} + G) \Delta T(\omega) + i_{jh}(\omega)V + P_{ph}(\omega) \]  

(3.27)

\[ \Delta T(\omega) \left( j\omega C + (G_{ETF} + G) \right) = i_{jh}(\omega)V + P_{ph}(\omega) \]  

(3.28)

Rearranging gives

\[ \Delta T(\omega) = \frac{i_{jh}(\omega)V + P_{ph}(\omega)}{G_{ETF} + G + j\omega C} \]  

(3.29)

The temperature variations \( \Delta T(\omega) \) produce fluctuations in the current through the sensor. Substituting equation (3.7) and recalling \( I = V/R \) we find these fluctuations are given by

\[ \Delta i_{ph}(\omega) = - \frac{V}{R^2} \frac{dR}{dT} \Delta T(\omega) \]  

(3.30)

\[ = - \frac{\alpha I}{T} \Delta T(\omega) \]  

(3.31)

Substituting equation (3.29) the current fluctuations are given by

\[ \Delta i_{ph}(\omega) = - \frac{I\alpha \left( i_{jh}(\omega)V + P_{ph}(\omega) \right)}{T \left( G_{ETF} + G + j\omega C \right)} \]  

\[ = - \frac{I\alpha \left( v_{jh}(\omega) + P_{ph}(\omega) \right)}{T \left( G_{ETF} + G + j\omega C \right)} \]  

(3.32)
The Johnson noise and phonon noise are the only sources of noise considered here, and since they are uncorrelated, they can be summed in quadrature to give

$$|\triangle i_{\text{total}}(\omega)|^2 = |\triangle i_{\text{jh}}(\omega)|^2 + |\triangle i_{\text{ph}}(\omega)|^2$$

(3.33)

where the Johnson noise is expressed as

$$\triangle i_{\text{jh}}(\omega) = \frac{v_{\text{jh}}(\omega)}{R}$$

(3.34)

and the phonon noise $\triangle I_{\text{ph}}(\omega)$ is given by equation (3.32). With these terms equation (3.33) yields

$$\langle |\triangle i_{\text{total}}(\omega)|^2 \rangle = \frac{v_{\text{jh}}^2(\omega)}{R} \left| \frac{I^2\alpha}{T(G_{\text{ETF}} + G + j\omega C)} \right|^2 + \frac{P_{\text{ph}}^2(\omega)}{T(G_{\text{ETF}} + G + j\omega C)} \left| \frac{I\alpha}{T(G_{\text{ETF}} + G + j\omega C)} \right|^2$$

(3.35)

For the phonon noise term we substitute $P_{\text{ph}}^2(\omega)$ with equation (3.21) and find

$$\langle |\triangle i_{\text{ph}}(\omega)|^2 \rangle = 2k_b \left( T_b^2 + T^2 \right)^2 \frac{G}{T^2} \left( \frac{\alpha P}{TG} \right)^2 \frac{1}{1 + \frac{\omega^2 \tau_{\text{eff}}^2}{\tau_0^2}}$$

(3.36)

and after some algebraic manipulation (Appendix A.2) we arrive at

$$\langle |\triangle i_{\text{ph}}(\omega)|^2 \rangle = 2k_b \left( T_b^2 + T^2 \right) \cdot \frac{G}{V^2} \left( \frac{\alpha P}{TG} \right)^2 \left( \frac{\tau_{\text{eff}}}{\tau_0} \right)^2 \frac{1}{1 + \frac{\omega^2 \tau_{\text{eff}}^2}{\tau_0^2}}$$

(3.37)

where

$$\tau_{\text{eff}} = \frac{C}{G_{\text{eff}}} = \frac{C}{G + G_{\text{ETF}}}$$

(3.38)

Similarly substituting equation (3.22) into the Johnson noise is give

$$\langle |\triangle i_{\text{jh}}(\omega)|^2 \rangle = 4k_b TR \left| \frac{1}{R} - \frac{-I^2\alpha}{(G_{\text{ETF}} + G + j\omega C)T} \right|^2$$

(3.39)

and again, after some algebraic manipulation (Appendix A.2), we find

$$\langle |\triangle i_{\text{jh}}(\omega)|^2 \rangle = \frac{4k_b T}{R} \left( \frac{\tau_{\text{eff}}}{\tau_0} \right)^2 \frac{1}{1 + \frac{\omega^2 \tau_{\text{eff}}^2}{\tau_0^2}}$$

(3.40)

The frequency spectrum of the signal current $\triangle I(\omega)$ can be determined by taking the Fourier transform of equation (3.14). This is evaluated in Appendix A.3 and is given by

$$|\triangle I(\omega)| = \left( \frac{1}{\tau_{\text{eff}}} - \frac{1}{\tau_0} \right) \frac{E_{\gamma}}{V} \frac{\tau_{\text{eff}}}{\sqrt{1 + \frac{\omega^2 \tau_{\text{eff}}^2}{\tau_0^2}}}$$

(3.41)
Table 3.2: Parameters for simplified transition edge sensor.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias temperature</td>
<td>$T$</td>
<td>100 mK</td>
</tr>
<tr>
<td>Heat sink temperature</td>
<td>$T_B$</td>
<td>50 mK</td>
</tr>
<tr>
<td>Operating point voltage</td>
<td>$V$</td>
<td>3 $\mu$V</td>
</tr>
<tr>
<td>Absorber heat capacity</td>
<td>$C$</td>
<td>10 $\text{pJ/K}$</td>
</tr>
<tr>
<td>Thermal conductance</td>
<td>$G$</td>
<td>1 $\text{nW/K}$</td>
</tr>
<tr>
<td>Temperature sensitivity</td>
<td>$\alpha$</td>
<td>190</td>
</tr>
<tr>
<td>Operating point resistance</td>
<td>$R$</td>
<td>0.2 $\Omega$</td>
</tr>
<tr>
<td>Operating point current</td>
<td>$I$</td>
<td>15 $\mu$A</td>
</tr>
</tbody>
</table>

With these expressions we can now model the spectral response of the detector with parameters listed in Table 3.2. Figure 3.9 shows the sensor signal in comparison to the Johnson and phonon noise. The signal and phonon noise are both damped at frequencies greater than $1/2\pi\tau_{eff}$. Both the signal and phonon noise represent thermal power in the system, and although the noise component is frequency independent (see equation (3.21)), the TES response to thermal fluctuations is limited by its intrinsic time constant $1/2\pi\tau_{eff}$. As a result both the signal and phonon noise are suppressed above this frequency. The Johnson noise is suppressed by the ETF at frequencies below $1/2\pi\tau_{eff}$, and above this frequency it is given by equation (3.22).

In the following chapter we will discuss the additional sources of noise that can limit TES calorimeters from achieving this energy resolution.
Figure 3.9: Signal and current noise of a simple calorimeter.
Chapter 4
Calorimeter Theory
The following chapter develops a comprehensive model for the response of the calorimeter and its system noise. The model presented here follows the calorimeter theory developed by Irwin [110], Lindeman [111], Figueroa [112], and Cunningham [42]. We first evaluate a basic calorimeter, which models the thermal and electrical system, and then apply the model to a sample TES. In later sections we present a complex calorimeter model that allows for variable noise sources and more accurately reproduces the noise measured in our devices.

4.1 Basic Calorimeter Theory

The following section discusses the thermal detector and its electrical bias circuit with a basic model of a TES. This model produces equations to describe the sensor response, its noise characteristics and the optimal energy resolution. Lastly, we consider these equations for typical TES parameters.

The response of the TES is governed by two coupled equations describing the thermal and electrical circuits. The schematic of the transition edge sensor and the Thevenin equivalent bias circuit is shown in Figure 4.1. The equivalent bias circuit is discussed in Appendix A.4. The electrical circuit includes a voltage bias $V_{\text{bias}}$, load resistor $R_L$, and circuit noise source $v_{cn}$. The thermal circuit within the calorimeter includes the absorber with heat capacity $C(T)$ at a temperature $T(t)$ connected to the cold bath at temperature $T_b$ via a weak link with thermal conductance $G(T)$. Thermal power can be introduced into the sensor with absorption of a gamma ray $P_\gamma$ or as phonon noise from the weak thermal link $p_{ph}$. The detector noise coupled into the electrical circuit is given by $v_{dn}$.

The transition edge sensor is indicated as a variable resistor with a value dependent on temperature $T$ and current $I$.

In this model, the bias voltage heats the absorber, and the associated bias power is dissipated through the weak thermal link. Thermal fluctuations across the weak link introduce variations in power via $p_{ph}$ and the absorption of a photon will deposit an energy $P_\gamma$. The thermal differential equation that describes the detector shown in Figure 4.1 is

$$C(T) \frac{dT(t)}{dt} = I(t)V(t) - P_{\text{bath}}(T, T_b) + p_{ph} + P_\gamma \tag{4.1}$$

From equation (3.9) the thermal link can be expressed as

$$P_{\text{bath}}(T, T_b) = K(T^n - T_b^n) \tag{4.2}$$

The voltage $V(t)$ across the sensor is given by the bias voltage in addition to the voltage noise

$$V(t) = I(t)R(T, I) + v_{dn}(t) \tag{4.3}$$

Substituting equations (4.2) and (4.3) into equation (4.1) we find
Figure 4.1: Schematic of a basic calorimeter. The electrical and thermal systems can be expressed as two coupled equations which govern the sensor response. The individual components are described in the text.

\[
C(T) \frac{dT(t)}{dt} = I(t)^2 R(T, I) + I(t) v_{dn}(t) - K (T^n - T_b^n) + p_{ph} + P_T \tag{4.4}
\]

For the electrical equation we apply Kirchhoff’s voltage law, the sum of the voltages in a closed network is zero, \( \sum_k V_k = 0 \) and find

\[
\sum_k V_k = V_{bias} - I(t) R_L + v_{cn}(t) - v_{dn} - I(t) R(T, I) = 0 \tag{4.5}
\]

Solving equation (4.5) for \( I(t) \) and substituting into equation (4.5) we find

\[
0 = V_{bias} - I(t) R_L + v_{cn}(t) - v_{dn} - I(t) R(T, I)
= V_{bias} + v_{cn}(t) - v_{dn}(t) - I(t) (R_L + R(T, I)) \tag{4.6}
\]

To solve equations (4.6) and (4.4) we must first linearize the system using a Taylor expansion. Recall that for a function of \( n \) variables \( (x_1, x_2, x_3, ... x_n) \) the linear expansion around point \( a = (a_1, a_2, a_3, ... a_n) \) is given by

\[
f(x) = f(a) + \sum_{i=1}^{n} (x_i - a_i) \frac{\partial f}{\partial x_i} (a_1, a_2, ... a_n) + \sum_{i=1}^{n} O \left(|x_i - a_i|^2\right) \tag{4.7}
\]
Linearizing equation (4.6) around $R_0$, $T_0$, and $I_0$ we arrive at

$$0 = V_{bias} + v_{cn}(t) - v_{dn}(t) - \left( R_L + R_0 \right) I$$

$$+ \left( \frac{\partial}{\partial T} \left( V_{bias} + v_{cn}(t) - v_{dn}(t) - I(t) (R_L + R(T, I)) \right) \right) \bigg|_{I_0}^{T_0} \Delta I$$

$$+ \left( \frac{\partial}{\partial T} \left( V_{bias} + v_{cn}(t) - v_{dn}(t) - I(t) (R_L + R(T, I)) \right) \right) \bigg|_{I_0}^{T_0} \Delta T$$

Taking the derivatives we find

$$0 = v_{cn}(t) - v_{dn}(t) - \left( R_L + R_0 + I_0 \frac{\partial R(T, I)}{\partial I} \right) \Delta I - \left( I_0 \frac{\partial R(T, I)}{\partial T} \right) \Delta T$$

We can define the quantity

$$\alpha \equiv \frac{T_0}{R_0} \left. \frac{\partial R(T, I)}{\partial T} \right|_{I_0}^{T_0}$$

(4.10)

as a measure of the sensitivity of the TES resistance to changes in temperature, and introduce the $\beta$ parameter, a measure of the current sensitivity at the operating point

$$\beta \equiv \frac{I_0}{R_0} \left. \frac{\partial R(T, I)}{\partial I} \right|_{I_0}^{T_0}$$

(4.11)

With equations (4.10) and (4.11), equation (4.9) becomes

$$0 = (v_{cn}(t) - v_{dn}(t)) - \left( R_L + R_0 + R\beta \right) \Delta I - \left( \frac{I_0 R_0}{T_0} \alpha \right) \Delta T$$

(4.12)

Solving equation (4.12) for $\Delta T$ we arrive at

$$\Delta T = \frac{T_0}{I_0 R_0 \alpha} \left( (v_{cn}(t) - v_{dn}(t)) - (R_L + R_0 (1 + \beta)) \Delta I \right)$$

$$= \frac{T_0}{I_0 R_0 \alpha} \left( v_{cn}(t) - v_{dn}(t) \right) - \frac{T_0 R_0}{I_0 R_0 \alpha} \left( 1 + \beta + \frac{R_L}{R_0} \right) \Delta I$$

$$= \frac{T_0}{V \alpha} \left( v_{cn}(t) - v_{dn}(t) \right) - \frac{T_0}{I_0 \alpha} \left( 1 + \beta + \frac{R_L}{R_0} \right) \Delta I$$

(4.13)

The thermal equation equation (4.4), is solved in a similar manner. Expanding about the operating point we find

$$\frac{d}{dt} \Delta T = \frac{1}{C} \left( I_0^2 R - K (T^n - T^n_0) + I_0 v_{dn}(t) + p_{ph}(t) + P_\gamma \right)$$

$$+ \frac{1}{C} \left. \left( I(t)^2 R(T, I) + I(t)v_{dn}(t) - K (T(t)^n - T^n_0) + p_{ph}(t) + P_\gamma \right) \right|_{I_0}^{T_0} \Delta I$$

$$+ \left. \left( \frac{1}{C(t)} \left( I(t)^2 R(T, I) + I(t)v_{dn}(t) - K (T(t)^n - T^n_0) + p_{ph}(t) + P_\gamma \right) \right) \right|_{I_0}^{T_0} \Delta T$$

(4.14)
Recall from equation (3.12) that in steady state $I^2R = K (T^n - T^n_b)$ and evaluating

$$
\frac{d}{dt} \Delta T = \frac{1}{C} \left( (I_0 v_{dn}(t) + p_{ph}(t) + P_\gamma) + \frac{1}{C} \left( 2I_0 R_0 + I_0^2 \frac{\partial R(T,I)}{\partial T} + v_{dn}(t) \right) \right) \Delta I
$$

$$
+ \left( \frac{1}{C} \left( I_0^2 \frac{\partial R(T,I)}{\partial T} - KnT^{n-1} \right) \right)
$$

$$
- \frac{1}{C^2} \frac{\partial C(T)}{\partial T} \bigg|_{T_0} \left( I_0^2 R_0 - K (T^n - T^n_b) + I_0 v_{dn}(t) + p_{ph}(t) + P_\gamma \right) \Delta T \quad (4.15)
$$

Simplifying we find

$$
\frac{d}{dt} \Delta T = \frac{1}{C} \left( (I_0 v_{dn}(t) + p_{ph}(t) + P_\gamma) + \left( 2 + \beta \right) I_0 R_0 + v_{dn}(t) \right) \Delta I
$$

$$
+ \left( \frac{I_0^2 R_0 \alpha}{T_0} - KnT^{n-1} \right) \Delta T
- \frac{1}{C^2} \left. \frac{\partial C(T)}{\partial T} \right|_{T_0} \left( I_0 v_{dn}(t) + p_{ph}(t) + P_\gamma \right) \Delta T \quad (4.16)
$$

If we take all second order derivatives to zero and with equation (3.10) for the thermal conductance $G$ we arrive at

$$
C \frac{d}{dt} \Delta T = I_0 v_{dn}(t) + p_{ph}(t) + P_\gamma + \left( 2 + \beta \right) I_0 R_0 \Delta I + \left( \frac{I_0^2 R_0 \alpha}{T_0} - G \right) \Delta T \quad (4.17)
$$

substituting $P = I^2R$ and $V = IR$

$$
C \frac{d}{dt} \Delta T = I_0 v_{dn}(t) + p_{ph}(t) + P_\gamma + V \left( 2 + \beta \right) \Delta I + \left( \frac{P \alpha}{T_0} - G \right) \Delta T \quad (4.18)
$$

The temperature and current of the system are linearly dependent, and therefore we substitute equation (4.13) into equation (4.18) and solve for the current. This is solved in Appendix A.5 with the result of

$$
\frac{C}{G} \frac{d}{dt} \left( \Delta I + \frac{-v_{cn}(t) + v_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right) =
$$

$$
- \left( L \left( \frac{1 - \frac{R_L}{R_0}}{1 + \beta + \frac{R_L}{R_0}} \right) + 1 \right) \Delta I + \left( 1 - L \right) \frac{v_{cn}(t)}{R_0 (1 + \beta) + R_L}
$$

$$
- \frac{v_{dn}(t)}{(R_0 (1 + \beta) + R_L)} - L \frac{(P_{ph}(t) + P_\gamma)}{I_0 (R_0 (1 + \beta) + R_L)} \quad (4.19)
$$

where $L \equiv \frac{P \alpha}{G T_0}$ is the low-frequency loop gain of the sensor. This equation can be solved analytically to obtain the calorimeter current response to a photon absorption. We set
all noise terms to zero and use $P_\gamma = E_\gamma \delta(t - t_\gamma)\)

$$\frac{d}{dt} \Delta I = -\frac{G}{C} \left( L \left( 1 - \frac{R_L}{R_0} \right) + 1 \right) \Delta I - \frac{\alpha P}{CT_0 I_0 R_0 (1 + \beta + \frac{R_L}{R_0})} E_\gamma \delta(t - t_\gamma)$$  \hspace{1cm} (4.20)

$$\Delta I = \frac{\alpha I_0}{T_0 (1 + \beta + \frac{R_L}{R_0})} E_\gamma \frac{C}{\tau_{\text{eff}}}$$  \hspace{1cm} (4.21)

Solving for $\Delta I$, following the same method as that in Section 3.1, we find

$$\Delta I = \frac{\alpha I_0}{T_0 (1 + \beta + \frac{R_L}{R_0})} E_\gamma \frac{C}{\tau_{\text{eff}}}$$  \hspace{1cm} (4.22)

where

$$\tau_{\text{eff}} = \frac{C}{G} \frac{1 + \frac{R_L}{R_0}}{1 + \frac{R_L}{R_0} + \frac{1}{\frac{1}{\beta + \frac{R_L}{R_0}}} = \frac{\tau_0}{1 + \frac{R_L}{R_0} + \frac{1}{\frac{1}{\beta + \frac{R_L}{R_0}}}}$$  \hspace{1cm} (4.23)

This result can be compared to that derived in Section 3.3. In the limit of $\beta \to 0$ and $R_L \ll R_0$ the results reduce to those found in Section 3.3. To increase the count rate $\tau_{\text{eff}}$ should be as large as possible. As the value of $\beta$ is sensor specific and not easily adjusted and $R_L/R_0 \to 0$ for voltage biased sensors, the loop gain $L$ should be made as large as possible. The loop gain is maximized for sensors with high temperature sensitivity (large $\alpha$) operated with a low bath temperature and a large bias power. The thermal conductance $G$ should be made as large as possible; however, the phonon noise increases with the thermal conductance given in equation (3.21) and therefore $G$ must be optimized for the desired count rate and necessary noise performance.

### 4.2 Noise Analysis in Frequency Domain

To calculate the noise spectrum we will follow the method introduced in Section 3.5 and continue the analysis in the frequency domain. Using equation (3.26) we take the Fourier transform of equation (4.19) and arrive at

$$\left( j\omega \frac{C}{G} + 1 + L \frac{1 - \frac{R_L}{R_0}}{1 + \beta + \frac{R_L}{R_0}} \right) \Delta I = \left( 1 - L \frac{j\omega C}{G} \right) \frac{v_{\text{cn}}(\omega)}{R_0 (1 + \beta) + R_L}

- \left( 1 + j\omega \frac{C}{G} \right) \frac{v_{\text{dn}}(\omega)}{R_0 (1 + \beta) + R_L}

- L \frac{P_\gamma(\omega) + p_{\text{dn}}(\omega)}{I (R_0 (1 + \beta) + R_L)}$$  \hspace{1cm} (4.24)
Sensor Responsivity

The analysis of the current noise first requires the calculation of the sensor responsivity. The responsivity is the change in sensor current per absorbed signal power, and is given by [113]

$$ S(\omega) = \frac{\partial I}{\partial P_\gamma} \quad (4.25) $$

With equation (4.25) we can calculate the sensor responsivity to photon absorption $P_\gamma$ from equation (4.24)

$$ S(\omega) = \frac{\partial I}{\partial P_\gamma} = \frac{-1}{V} \left( 1 + \beta + \frac{R_L}{R_0} \right) \left( 1 + \frac{L}{1 + \beta + \frac{R_L}{R_0}} \right) \left( 1 + j\omega\tau_{\text{eff}} \right) \quad (4.26) $$

Using the definition of $\tau_{\text{eff}}$ from equation (4.23) we find

$$ S(\omega) = \frac{-L}{(1 + \beta + \frac{R_L}{R_0}) \tau_0} \frac{1}{(1 + j\omega\tau_{\text{eff}})} \quad (4.27) $$

Current Noise

We now calculate the current noise of the spectrometer. The current noise for a given noise source $n(\omega)$ is the average of the magnitude of the noise

$$ \langle |\Delta I_n|^2 \rangle = \left\langle \left| \frac{\partial I}{\partial n} \cdot n(\omega) \right|^2 \right\rangle \quad (4.28) $$

With equation (4.28) the current noise for the individual sources can be calculated. First we calculate $\frac{\partial I}{\partial n}$ for each noise source.

$$ \frac{\partial I}{\partial v_n} = \frac{-1}{1 + \beta + \frac{R_L}{R_0}} \left( 1 + \frac{L}{1 + \beta + \frac{R_L}{R_0}} \right) \left( 1 + j\omega\tau_0 \right) \quad (4.29) $$

$$ \frac{\partial I}{\partial v_{cn}} = \frac{-1}{1 + \beta + \frac{R_L}{R_0}} \left( 1 + \frac{L}{1 + \beta + \frac{R_L}{R_0}} \right) \left( 1 - L + j\omega\tau_0 \right) \quad (4.30) $$

Simplifying with equation (4.23) we arrive at

$$ \frac{\partial I}{\partial v_{dn}} = \frac{-1}{1 + \beta + \frac{R_L}{R_0}} \frac{\tau_{\text{eff}}}{\tau_0} \left( 1 + j\omega\tau_0 \right) \frac{1}{(1 + j\omega\tau_{\text{eff}}) R} \quad (4.31) $$

$$ \frac{\partial I}{\partial v_{cn}} = \frac{-1}{1 + \beta + \frac{R_L}{R_0}} \frac{\tau_{\text{eff}}}{\tau_0} \left( 1 - L + j\omega\tau_0 \right) \frac{1}{(1 + j\omega\tau_{\text{eff}}) R} \quad (4.32) $$
The thermal noise enters in to the model in same pathway as $P_{\gamma}$ and we can therefore use equation (4.27) for the derivative. The current noise of each source is therefore

$$\langle |\triangle i_{tn}(\omega)|^2 \rangle = \frac{(L)^2}{(1 + \beta + \frac{R_L}{R_0})^2} \left(\frac{\tau_{\text{eff}}}{\tau_0}\right)^2 \frac{1}{1 + \omega^2 \tau_{\text{eff}}^2} \left(\frac{P_{tn}(\omega)}{R_0}\right)^2$$

(4.33)

$$\langle |\triangle i_{dn}(\omega)|^2 \rangle = \frac{1}{(1 + \beta + \frac{R_L}{R_0})^2} \left(\frac{\tau_{\text{eff}}}{\tau_0}\right)^2 \frac{1}{1 + \omega^2 \tau_{\text{eff}}^2} \left(\frac{v_{dn}(\omega)}{R_0}\right)^2$$

(4.34)

$$\langle |\triangle i_{cn}(\omega)|^2 \rangle = \frac{1}{(1 + \beta + \frac{R_L}{R_0})^2} \left(\frac{\tau_{\text{eff}}}{\tau_0}\right)^2 \frac{(1 - L)^2 + \omega^2 \tau_0^2}{1 + \omega^2 \tau_{\text{eff}}^2} \left(\frac{v_{cn}^2(\omega)}{R_0}\right)$$

(4.35)

These individual noise terms can be summed in quadrature to give the total noise

$$\langle |\triangle i_{\text{total}}(\omega)|^2 \rangle = \langle |\triangle i_{dn}(\omega)|^2 \rangle + \langle |\triangle i_{tn}(\omega)|^2 \rangle + \langle |\triangle i_{cn}(\omega)|^2 \rangle$$

(4.36)

4.3 Noise Equivalent Power and Energy Resolution

The sensitivity of a transition edge sensor can also be expressed in terms of the noise equivalent power (NEP). The NEP is equal to the input power for which the signal-to-noise ratio is one. For a known current noise $\triangle i_n(\omega)$ and its responsivity $S_n(\omega)$, the NEP can be expressed as [114]

$$\text{NEP}(\omega) = \frac{\langle |\triangle i_n(\omega)|^2 \rangle}{S_n(\omega)}$$

(4.37)

The NEP for the noise sources of the basic calorimeter can be calculated using the responsivity from equation (4.27) and equations (4.33), (4.34), and (4.35). The NEP for these sources of noise are

$$\text{NEP}_{tn}(\omega) = p_{tn}(\omega)$$

(4.38)

$$\text{NEP}_{dn}(\omega) = \frac{1 + j\omega\tau_0}{-L} \cdot I_0 v_{dn}(\omega)$$

(4.39)

$$\text{NEP}_{cn}(\omega) = \frac{1 - L + j\omega\tau_0}{-L} \cdot I_0 \cdot v_{cn}(\omega)$$

(4.40)

The total NEP, $\text{NEP}_{\text{total}}$, is determined by summing the individual noise terms in quadrature. The total NEP is used to determine the limiting energy resolution that be achieved. For a signal processed using optimum (Wiener) filtering as described in Appendix C, the
theoretical resolution can be calculated by integrating the NEP over all frequencies as the following [32, 115]

\[ \Delta E_{FWHM} = 2\sqrt{2\ln 2} \left( \int_0^\infty \frac{4}{\text{NEP}_{total}^2(f)} df \right)^{-\frac{1}{2}} \]  

(4.41)

From equations (4.38), (4.39), and (4.40) we find

\[ \text{NEP}_{total}^2(\omega) = p_{tn}^2(\omega) + \frac{1 + \omega^2 \tau_0^2}{L^2} \cdot I_0^2 v_{dn}^2(\omega) + \frac{(1 - L)^2 + \omega^2 \tau_0^2}{L^2} \cdot I_0^2 v_{cn}^2(\omega) \]  

(4.42)

where \( p_{tn}(\omega) \) and \( v_{dn}(\omega) \) are defined by equations (3.21) and (3.22). The Johnson noise of the load resistor is given as

\[ v_{cn}^2(\omega) = 4k_B T_L R_L \]  

(4.43)

The integration of equation (4.42) is found in Appendix A.6 and results in

\[ \Delta E_{FWHM} = 2\sqrt{2\ln 2} \left( \frac{\tau_0 I_0}{L} \sqrt{\left( p_{tn}^2 + \frac{I_0^2}{L^2} \left( v_{dn}^2 + v_{cn}^2 (1 - L)^2 \right) \right) (v_{dn}^2 + v_{cn}^2)} \right) \]  

(4.44)

For the case of strong electrothermal feedback where \( R_L \ll R_0, T_b \ll T_0, \) and \( L \gg 1 \) the result from equation (4.44) can be simplified (See Appendix A.6) to

\[ \Delta E_{FWHM} = 2\sqrt{2\ln 2} \sqrt{\frac{4k_B T_0^2 C}{\alpha} \frac{\pi}{2}} \]  

(4.45)

in agreement with the equation found in the literature [106].

### 4.4 Calorimeter Noise Example

The current noise and noise equivalent power for a basic gamma-ray microcalorimeter using typical parameters are shown in Figures 4.2 and 4.3. The values used for this example are listed in Table 4.1 and calculated in Appendix B. As with the simple calorimeter described in Chapter 3, both the signal and phonon noise are damped at frequencies greater than the thermal time constant \( \tau_{eff} \) calculated from equation (4.23). At low frequencies the noise contribution from the sensor and load resistor are similar; however above \( \frac{1}{2\pi \tau_{eff}} \) the Johnson current noise is no longer suppressed by ETF and becomes the dominate source of detector noise. From equation (4.44) the energy resolution for this example is 8.7 eV, in the case of strong ETF, where \( R_L \ll R_0 \) and \( T_b \ll T_0 \) the resolution is improved to 6.8 eV.
Figure 4.2: Current noise in a basic calorimeter. Sensor parameters listed in Table 4.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias temperature</td>
<td>$T_0$</td>
<td>100 mK</td>
</tr>
<tr>
<td>Heat sink temperature</td>
<td>$T_B$</td>
<td>50 mK</td>
</tr>
<tr>
<td>Temperature of load resistor</td>
<td>$T_L$</td>
<td>100 mK</td>
</tr>
<tr>
<td>Operating point voltage</td>
<td>$V$</td>
<td>2.5 $\mu$V</td>
</tr>
<tr>
<td>Absorber heat capacity</td>
<td>$C$</td>
<td>5.4 nJ/K</td>
</tr>
<tr>
<td>Thermal conductance</td>
<td>$G$</td>
<td>0.63 nW/K</td>
</tr>
<tr>
<td>Temperature sensitivity</td>
<td>$\alpha$</td>
<td>10</td>
</tr>
<tr>
<td>Current sensitivity</td>
<td>$\beta$</td>
<td>0</td>
</tr>
<tr>
<td>Operating point resistance</td>
<td>$R_0$</td>
<td>0.2 $\Omega$</td>
</tr>
<tr>
<td>Load resistor</td>
<td>$R_L$</td>
<td>0.01 $\Omega$</td>
</tr>
<tr>
<td>Operating point current</td>
<td>$I_0$</td>
<td>12 $\mu$A</td>
</tr>
</tbody>
</table>
In the following section we improve upon the model by separating the absorber and TES sensor and divide the TES into two subsystems, one for the electron and another for the phonons of the TES. Both the electron and phonon system of the absorber are assumed to be strongly coupled and are therefore considered as one system. Each of these systems is defined by a heat capacity $C$ and temperature $T$ identified by a subscript. The electrical system has been improved with the inclusion of a circuit noise source $I_{cn}$, capacitor $C_{cap}$ and inductor $L$. In most cases the capacitance $C_{cap}$ can be neglected as the $RC$ time constant is much faster than the $L/R$ of the electrical circuit. Thermal energy can be deposited into each system via $P_{tn}$, where the subscript $n$ is the system. The thermal subsystems are connected to one another by different thermal conductances $G$. The TES phonon system is connected to the cold via a thermal conductance $G_{pb}$. The electron system of the TES is coupled to the readout through $R$ with a voltage noise source $v_{dn}$. These additional elements provide a more accurate representation of the actual system.

As with the previous sections, the electrical and thermal systems can be expressed by a set of differential equations. According to Kirchhoff’s laws the current and voltage of

![Figure 4.3: Noise equivalent power (NEP) of a basic calorimeter.](image)
Figure 4.4: Schematic of a complex calorimeter. The sensor consists of a TES separated into a phonon and electron system with attached absorber. The bias circuit includes voltage bias $V_{bias}$, load resistor $R_L$, capacitor $C_{\text{cap}}$, and inductor $L$. The circuit voltage and current noise sources are indicated by $v_{cn}$ and $i_{cn}$.
the system can be expressed as

\[ I \frac{dI(t)}{dt} = -I(t)R(T, I) + V(t)R(T, I) - v_{dn}(t)R(T, I) \]  
(4.46)

\[ R_L C_{\text{cap}} \frac{dV(t)}{dt} = -R_L I(t) - V(t) + V_{\text{bias}} + v_{cn}(t) - R_L i_{cn}(t) \]  
(4.47)

For the TES electron system, power is deposited by the bias, the voltage noise, and the thermal noise between the TES-phonon and absorber systems. The power is dissipated through the thermal links to the other systems. This can be expressed as

\[ C_e \frac{dT_e(t)}{dt} = I(t)^2R(T, I) - K_{ep} \left(T_{ep}^{\text{ace}} - T_{ep}^{\text{ase}}\right) - K_{ae} \left(T_{ae}^{\text{ace}} - T_{ae}^{\text{ase}}\right) + p_{ae}(t) + I(t)v_{dn}(t) + p_{ep} + p_{ae} \]  
(4.48)

For the TES-phonon and absorber systems, the power is exchanged between the adjacent systems via thermal links. These are given by

\[ C_p \frac{dT_p(t)}{dt} = K_{ep} \left(T_{p}^{\text{ace}} - T_{p}^{\text{ase}}\right) - K_{pb} \left(T_{p}^{\text{bp}} - T_{b}^{\text{bp}}\right) - K_{ap} \left(T_{ap}^{\text{ace}} - T_{ap}^{\text{ase}}\right) + p_{tp}(t) + p_{ap} + p_{ep} \]  
(4.49)

\[ C_a \frac{dT_a(t)}{dt} = K_{ae} \left(T_{a}^{\text{ace}} - T_{a}^{\text{ase}}\right) - K_{ap} \left(T_{ap}^{\text{ace}} - T_{ap}^{\text{ase}}\right) + p_{ta}(t) - p_{ae} - p_{ap} \]  
(4.50)

These five equations must now be expanded about the operating point \((I, V, T_e, T_p, T_a)\). This process is the same as with the earlier sections, with the added complication of the three thermal subsystems, each with an independent temperature. In the linearization process, these temperatures must be taken into consideration when taking the derivatives. For example, the thermal conductance between the absorber and TES-phonon system is given by

\[ G_{ap}^a = \left. \frac{d}{dT_a} K_{ap} \left(T_{ap}^{\text{ace}} - T_{ap}^{\text{ase}}\right) \right|_{T_a} \]  
(4.51)

\[ = K_{ap}n_{ap}T_{ap}^{\text{ase}-1} \]  
(4.52)

when taken with respect to the absorber temperature and

\[ G_{ap}^p = \left. \frac{d}{dT_p} K_{ap} \left(T_{ap}^{\text{ace}} - T_{ap}^{\text{ase}}\right) \right|_{T_p} \]  
(4.53)

\[ = K_{ap}n_{ap}T_{p}^{\text{ase}-1} \]  
(4.54)

with respect to the TES-phonon temperature. For systems at the same temperature, the values will be the same. With this notation equations (4.46)-(4.50) can be linearized and then translated into the frequency domain yielding

\[ j\omega L \Delta I = -R(1 + \beta)\Delta I + \Delta V - \frac{\alpha V}{T_e} \Delta T_e - v_{dn} \]  
(4.55)
\[ j\omega R_L C_{cap} \Delta V = -R_L \Delta I - \Delta V + v_{cn}(\omega) - R_L i_{cn}(\omega) \]  
\[ j\omega C_e \Delta T_e = (2 + \beta) V \Delta I - \left( G_{ep}^e + G_{ae}^e \right) \Delta T_e + G_{ep}^p \Delta T_p + G_{ap}^a \Delta T_a + p_{te}(\omega) + p_{ep} - p_{ae} \]  
\[ j\omega C_p \Delta T_p = - \left( G_{ep}^p + G_{pb}^p + G_{ap}^p \right) \Delta T_p + G_{ep}^e \Delta T_e + G_{ap}^a \Delta T_a + p_{tp}(\omega) + p_{ap} - p_{ep} \]  
\[ j\omega C_a \Delta T_a = \left( G_{ae}^a + G_{ap}^a \right) \Delta T_a + G_{ae}^e - \alpha P + j\omega C_a \ldots \]  
Solving this set of equations algebraically would be impractical; however it can be easily converted into matrices and, for a given \( \omega \), solved analytically using a computer. The equations can be arranged in the form

\[ X \Delta = N \]  

where

\[ X = \begin{bmatrix} R(1 + \beta) + j\omega L & -1 & \frac{\alpha V}{T} \\ R_L & 1 + j\omega R_L C_{cap} & 0 \\ -(2 + \beta) V & 0 & G_{ep}^e + G_{ae}^e - \alpha P + j\omega C_e \ldots \\ 0 & 0 & -G_{ep}^e \\ 0 & 0 & -G_{ae}^e \\ -G_{ep}^p + G_{pb}^p + j\omega C_p & -G_{ap}^a & G_{ae}^a + G_{ap}^a + j\omega C_a \end{bmatrix} \]  

\[ \Delta = \begin{bmatrix} \Delta I \\ \Delta V \\ \Delta T_e \\ \Delta T_p \\ \Delta T_a \end{bmatrix} \]  

\[ N = \begin{bmatrix} v_{dn}(\omega) \\ v_{cn}(\omega) - R_L i_{cn}(\omega) \\ p_{te}(\omega) - I v_{dn}(\omega) + p_{ep} - p_{ae} \\ p_{tp}(\omega) + p_{ap} - p_{ep} \\ p_{ta}(\omega) - p_{ae} - p_{ap} \end{bmatrix} \]  

With equation (4.60) we can solve for \( \Delta \) as

\[ \Delta = NX^{-1} \]  

The first parameter of interest is the responsivity. From the definition given in equation (4.25), the responsivity for a power input at location \( p \) with readout method \( r \) is given by
\[ \begin{align*} S_{r,p} &= \frac{\partial \Delta_r}{\partial N_p} \quad (4.65) \end{align*} \]

For example, the current responsivity of the sensor to power input into the absorber is given by

\[ S_{I,A} = S_{1,5} = \frac{\partial \Delta V}{p_{\text{ta}}} = \frac{\partial \Delta_1}{\partial N_5} = X^{-1}_{1,5} \quad (4.66) \]

where the subscript numbers indicate the row of interest (i.e. Row 1 → Current, Row 2 → Voltage, ...). Similar to equation (4.28) the contribution from the noise source \( N \) to the readout \( R \) is given by

\[ \langle |\Delta_r|^2 \rangle = \left| \sum_k S_{r,k} \cdot N_k \right|^2 \quad (4.67) \]

Recall from equation (4.37) that the noise equivalent power for each noise term can be calculated as

\[ \text{NEP}_{r,p} = \left| \frac{1}{S_{r,p}} \sum_k S_{r,k} \cdot N_k \right| \quad (4.68) \]

\[ = \left| \frac{1}{S_{r,p}} \sum_k \frac{\partial \Delta_r}{\partial N_k} \cdot N_k \right| \quad (4.69) \]

as this considers only those elements of \( N_k \) for which the noise term of interest is present.

For example, a current readout, \( r = 1 \), the NEP from the electron-phonon noise \( p_{\text{ep}} \) referred to the energy input in the absorber, \( p = 5 \), would be given as

\[ p_{\text{ep}} = \begin{bmatrix} 0 \\ 0 \\ p_{\text{ep}} \\ p_{\text{ep}} \\ 0 \end{bmatrix} \quad (4.70) \]

\[ \text{NEP}_{1,5} (p_{\text{ep}}) = \left| \frac{1}{S_{1,5}} \sum_k \frac{\partial \Delta_r}{\partial N_k} \cdot N_k (p_{\text{ep}}) \right| \quad (4.71) \]

\[ = \left| \frac{1}{S_{1,5}} \left( \frac{\partial \Delta_1}{\partial N_3} p_{\text{ep}} - \frac{\partial \Delta_1}{\partial N_4} p_{\text{ep}} \right) \right| \quad (4.72) \]

\[ = \left| \frac{1}{S_{1,5}} (S_{1,3} p_{\text{ep}} - S_{1,4} p_{\text{ep}}) \right| \quad (4.73) \]

As with the previous section, the total NEP is calculated by summing the individual noise terms in quadrature. With the summed NEP the energy resolution can be calculated using equation (4.41), numerical integrating over the range of frequencies.
### Table 4.2: Complex calorimeter modeling parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias temperature</td>
<td>$T$</td>
<td>100 mK</td>
</tr>
<tr>
<td>Temperature sensitivity</td>
<td>$\alpha$</td>
<td>25</td>
</tr>
<tr>
<td>Current sensitivity</td>
<td>$\beta$</td>
<td>0</td>
</tr>
<tr>
<td>Capacitor</td>
<td>$C_{\text{cap}}$</td>
<td>0</td>
</tr>
<tr>
<td>Inductor</td>
<td>$L$</td>
<td>0</td>
</tr>
<tr>
<td>Bias Temperature</td>
<td>$T$</td>
<td>100 mK</td>
</tr>
<tr>
<td>Heat Sink Temperature</td>
<td>$T_b$</td>
<td>50 mK</td>
</tr>
<tr>
<td>Absorber Temperature</td>
<td>$T_a$</td>
<td>100 mK</td>
</tr>
<tr>
<td>Detector Electron System Temperature</td>
<td>$T_e$</td>
<td>100 mK</td>
</tr>
<tr>
<td>Detector Phonon System Temperature</td>
<td>$T_p$</td>
<td>100 mK</td>
</tr>
<tr>
<td>Temperature of load resistor</td>
<td>$T_L$</td>
<td>100 mK</td>
</tr>
<tr>
<td>Cold bath-Phonon Thermal Conductance</td>
<td>$G_{\text{pb}}$</td>
<td>0.62 nW/K</td>
</tr>
<tr>
<td>Electron-Phonon Thermal Conductance</td>
<td>$G_{\text{ep}}^{c}$ and $G_{\text{ep}}^{p}$</td>
<td>31.2 nW/K</td>
</tr>
<tr>
<td>Absorber-Electron Thermal Conductance</td>
<td>$G_{\text{ae}}^{c}$ and $G_{\text{ae}}^{p}$</td>
<td>0 nW/K</td>
</tr>
<tr>
<td>Absorber-Phonon Thermal Conductance</td>
<td>$G_{\text{ap}}^{a}$ and $G_{\text{ap}}^{p}$</td>
<td>7.2 nW/K</td>
</tr>
<tr>
<td>Absorber Heat Capacity</td>
<td>$C_a$</td>
<td>5.4 pJ/K</td>
</tr>
<tr>
<td>Detector Electron Heat Capacity</td>
<td>$C_e$</td>
<td>$5.1 \times 10^{-3}$ pJ/K</td>
</tr>
<tr>
<td>Detector Phonon Heat Capacity</td>
<td>$C_p$</td>
<td>1.3 pJ/K</td>
</tr>
<tr>
<td>Operating point resistance</td>
<td>$R$</td>
<td>0.2 $\Omega$</td>
</tr>
<tr>
<td>Load resistor</td>
<td>$R_L$</td>
<td>0.01 $\Omega$</td>
</tr>
<tr>
<td>Operating point voltage</td>
<td>$V_{\text{bias}}$</td>
<td>3 $\mu$V</td>
</tr>
<tr>
<td>Operating point current</td>
<td>$I$</td>
<td>15 $\mu$A</td>
</tr>
</tbody>
</table>

### 4.6 Complex Calorimeter Noise Example

The current noise and NEP for an example complex calorimeter is shown in Figures 4.5 and 4.6. The parameters for this example are listed in Table 4.2. Similar to the basic calorimeter discussed in Section 4.4, the thermal noise between the cold bath and the sensor dominates at low frequencies and detector Johnson noise at high frequencies. The addition of the composite TES and absorber introduce noise from the TES phonon-electron and TES phonon-absorber interfaces. In the mid-frequency range the noise is dominated by these two sources. The NEP is shown in Figure 4.6, the total NEP is summed accordingly to equation (4.41) and the energy resolution for this example is 20.5 eV. The versatility of this model allows for the analysis of a multiple frequency dependent noise sources and will be used in Chapter 7 for the analysis of noise spectra from a TES operated in a liquid cryogenic dewar and pulse tube refrigeration system.

The dependence of the energy resolution on these parameters is shown in Figure 4.7. The energy resolution is normalized to the 20.5 eV for the parameters listed in Table 4.2.
Figure 4.5: Current noise in a complex calorimeter. Sensor parameters listed in Table 4.2.
Figure 4.6: Noise equivalent power (NEP) of a complex calorimeter.
The resolution is most sensitive to variations in the absorber-phonon thermal conductance and the heat capacity of the absorber. The dependence of the absorber heat capacity and $\alpha$ is agreement with equation (4.45), with the energy resolution improving with decreasing $C_a$ and increasing with $\alpha$. Other parameters, such as bath temperature and TES electron-phonon thermal conductance have less of an impact on the performance of the sensor.

This model will be used to understand the performance of a TES spectrometer in Chapter 7. The remainder of this chapter will focus on assessing the feasibility of measuring $^{242}$Pu with transition edge sensors.

### 4.7 Transition Edge Sensors for Isotopic Measurements

The following section discusses the feasibility of using transition edge sensors for measuring gamma-ray emissions from $^{242}$Pu. The improved energy resolution these sensors offer in comparison to the current HPGe technology is substantial and may allow for the measurement of gamma rays that have previously been undetectable. Estimates of the noise using the complete TES model suggest that a tin based TES system can, in principle, provide an energy resolution of 50 – 90 eV, well below the line separation between $^{242}$Pu gamma rays and nearest lying lines. We discuss the possibility and limitations of this measurement.

#### 4.7.1 Sensor Performance

To estimate the sensitivity of a spectrometer, a 1 mm$^3$ tin absorber with an energy resolution of 100 eV at 45 keV was modeled using Geant4 [116]. The details of the modeling are discussed extensively in Chapter 6. The partial spectrum in the vicinity of the 45-keV line from decay of $^{242}$Pu for a 10 mg Pu sample of 1.3% $^{238}$Pu, 60.3% $^{239}$Pu, 24.3% $^{240}$Pu, 9.1% $^{241}$Pu, and 5.0% $^{242}$Pu is shown in Figure 4.8. The detection of $^{242}$Pu at 44.915 keV is most affected by the close proximity of the $^{240}$Pu emission line at 45.242 keV. Assuming a 24-hr data acquisition at a count rate of 10 Hz (1 detector · day), the total counts in the $^{242}$Pu and $^{240}$Pu peaks would be $\sim$ 50 and 4000 counts, respectively. Although this is sufficient to detect the presence of $^{242}$Pu, the limited number of counts in the peak introduces a substantial uncertainty in quantifying the $^{242}$Pu concentration directly. In the following section we present a method for quantifying the statistical uncertainty of a peak measurement and estimate the uncertainty in the quantification of $^{242}$Pu.

#### 4.7.2 Quantifying Measurement Sensitivity

The following section presents a methodology to quantify the maximum precision of an isotope ratio measurement in the case where only counting statistics are considered. This fundamental statistical experimental error may be regarded as a reasonable estimate...
Figure 4.7: Normalized energy resolution for variations in sensor parameters. The energy resolution is most sensitive to the thermal coupling between the absorber and TES and the heat capacity of the absorber.
Figure 4.8: Geant4 simulation of the sensor response to a 10 mg sample of reactor grade Pu. The dark line represents the simulation results convolved with the 100 eV detector response. The $^{242}$Pu line is discernible while next to the substantially stronger $^{240}$Pu line.
of the minimum uncertainty that can be expected. This will depend on experimental parameters which for this discussion are assumed to include the ratio of the intensities from two Gaussian shaped lines with a constant background and a detector response independent of energy. Earlier we discussed the gains in precision transition edge sensors can offer over current detection technologies; in the following section we will quantify these gains for a variety of experimental parameters, set the requirements for making a particular spectroscopic measurement and evaluate the factors limiting the accuracy of the measurement. We will use the formalism originally presented by Ryder for determining the minimum detectable mass fractions in energy-dispersive X-ray spectroscopy [117], which has recently has been applied to isotopic ratio measurements by gamma-ray spectroscopy using transition edge sensors [38] and HPGe systems [118].

To develop the analytical expressions for the line intensities and their standard deviations we consider the case shown in Figure 4.9 of two Gamma-ray emission lines at known energies $E_1$ and $E_2$ with intensities $I_1$ and $I_2$ on a constant background $U$ (see Table 4.3). In the following discussion we define the fractional precision of a peak area $\sigma$ as the one sigma estimate of the uncertainty in the net peak area divided by the net peak area $I$. Both these parameters are a function of the background counts per unit energy in the spectrum, the resolution of the detector, and the line separation of the interfering peaks. The analytical equations for the peak areas $I_1$ and $I_2$ are determined by least square fitting of two Gaussian curves to the observed number of signal counts $N_k$ as shown in Figure 4.10. The mean number of expected counts in channel $k$ is given by

$$M_k = (U + I_1 f (k\varepsilon - E_1) + I_2 f (k\varepsilon - E_2)) \varepsilon$$

(4.74)

where
Figure 4.10: Left: A spectrum with $N_k$ counts in channel $k$. The uncertainty in each channel is Poisson distributed with a standard deviation $\sqrt{N_k}$, indicated with gray vertical bars. Right: The dashed lines show the least squares fit generated using the expression in equation (4.74). The standard deviation in the total number of counts $I_1$ and $I_2$ is the total contribution from the uncertainties in each channel of the measurement.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1, E_2$</td>
<td>Gamma-ray energies</td>
</tr>
<tr>
<td>$\Delta E$</td>
<td>Separation between gamma-ray energies</td>
</tr>
<tr>
<td>$\Delta E_{\text{FWHM}}$</td>
<td>Detector energy resolution, $2.35\sigma$</td>
</tr>
<tr>
<td>$k$</td>
<td>Channel number</td>
</tr>
<tr>
<td>$N_k$</td>
<td>Counts in channel $k$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Width of channel</td>
</tr>
<tr>
<td>$I_1, I_2$</td>
<td>Peak areas</td>
</tr>
<tr>
<td>$\sigma_1, \sigma_2$</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>$M_k$</td>
<td>Mean of $N_k$</td>
</tr>
</tbody>
</table>
\[ f(E_i) = \frac{1}{\sigma\sqrt{2\pi}} e^{-\frac{(E - E_i)^2}{2\sigma^2}} \]  

(4.75)

and the Gaussian width \( \sigma \) is assumed to be known and constant for both peaks. The quantities of \( I_1 \) and \( I_2 \) are selected to minimize the total sum of squares given by

\[ T = \sum_k (M_k - N_k)^2 \]  

(4.76)

that occurs when

\[ \frac{\partial T}{\partial I_1} = \frac{\partial T}{\partial I_2} = 0 \]  

(4.77)

The unknown intensities \( I_1 \) and \( I_2 \) can be obtained through a system of equations from applying equation \( (4.77) \) to equation \( (4.76) \). Assuming the channel bin width \( \varepsilon \) is much smaller than the detector resolution, \( \varepsilon \ll \sigma \), the summations can be expressed as an integral over the two distributions and solved analytically. These are derived in Appendix E and the intensities are given by

\[ I_1 = \frac{2\sigma\sqrt{\pi}}{1 - b^2} (S_1 - bS_2 - (1 - b)U) \]  

(4.78)

\[ I_2 = \frac{2\sigma\sqrt{\pi}}{1 - b^2} (S_2 - bS_1 - (1 - b)U) \]  

(4.79)

where

\[ b = e^{-\frac{(E_1 - E_2)^2}{4\sigma^2}} \]  

(4.80)

and

\[ S_j = \sum_k N_k f(k\varepsilon - E_j) \]  

(4.81)

We can now quantify uncertainty in the intensities for each peak in the fits. The standard deviation of \( I_1 \) and \( I_2 \) can be determined from equation equations \( (4.78) \) and \( (4.79) \) and recalling that for a quantity \( Y(x_1, x_2, ...) \) determined from measurements \( x_1, x_2, ... \) the standard deviation is given by

\[ \sigma^2 = \sum_i \left( \frac{\partial Y}{\partial x_i} \sigma_i \right)^2 \]  

(4.82)

where \( \sigma_i \) is the standard deviation of the \( x_i \) measurement. Assuming \( N_k \) is Poisson-distributed, the standard deviation in each channel \( k \) is given by \( \sqrt{M_k} \), and the total error is obtained by a summation over all channels in quadrature. Following the same approach as above (See Appendix E), we assume the channel width \( \varepsilon \) is much smaller
than the detector resolution and the standard deviation can be solved analytically and is
given by

\[ \sigma_1^2 = AU + BI_1 + CI_2 \]  \hspace{1cm} (4.83)

\[ \sigma_2^2 = AU + BI_2 + CI_1 \]  \hspace{1cm} (4.84)

where

\[ A = \frac{2\sqrt{\pi}}{1 - b^2} \]  \hspace{1cm} (4.85)

\[ B = \frac{2\left(1 - 2b^2 + b^{10}\right)}{\sqrt{3}(1 - b^2)^2} \]  \hspace{1cm} (4.86)

\[ C = \frac{2\left(b^4 - 2b^7 + b^2\right)}{\sqrt{3}(1 - b^2)^2} \]  \hspace{1cm} (4.87)

Using the equations derived above we can calculate the relative statistical error \( \sigma/\bar{I} \) for
the measurement of the 44.915 keV lines of \(^{242}\)Pu.

### 4.7.3 Direct Measurement of \(^{242}\)Pu

Using the equations derived in the previous section we can now calculate the precision
for the measurement of the 44.915-keV gamma ray of \(^{242}\)Pu. The \(^{242}\)Pu gamma ray is
separated by 327 eV from the \(^{240}\)Pu line at 45.242 keV. We assume an energy resolution
of 100 eV and use the results of the GEANT simulation discussed in Section 4.7.1 for the
values of \(N_{242}, N_{240}\), and \(U\).

Figure 4.11 illustrates the uncertainty in the \(^{242}\)Pu counts as a function of the ratio
of \(N_{242}\) to \(N_{240}\) for increasing number of detector days. A detector day represents the
number of counts recorded in a single detector during a 24 hour period at a rate of 10 Hz
or \(\sim 15000\) counts/day. To obtain even a moderate statistical uncertainty of \(\pm 10\%\) requires
measurement times of one week for the single pixel detector assumed, while measurements
with statistical uncertainties of a few percent, as required for many NDA applications,
would require about one month of counting. Both are unacceptably long.
Figure 4.11: Precision of the $^{242}\text{Pu}$ gamma ray line at 44.915 keV as a ratio of the $^{242}\text{Pu}$ to $^{240}\text{Pu}$ counts for increasing number of detector-days. One detector-day represents the expected number of counts recorded in a single detector during a 24 hour period at a rate of 10 Hz. A background of 5 counts per channel was assumed with a detector resolution of 100 eV. The vertical line indicates the ratio of the reactor grade plutonium discussed in Section 4.7.1.
Chapter 5

Experimental Apparatus
The following chapter discusses the TES sensor fabrication and describes the cryostat used to operate the sensors at 0.1 K. The operating performance of the cryostat and the expected gamma-ray detection efficiency is also presented.

5.1 Sensor Design

In the design of a transition edge sensor we consider two important parameters which can be varied during the deposition: the thickness of the individual layers and the total thickness of the sensor. The sensor fabricated at LLNL are composed of two materials, molybdenum with a transition temperature $T_C = 0.92 \text{ K}$ and copper. By the proximity effect the transition temperature of the molybdenum is suppressed by the copper within a characteristic coherence length of 100 nm [119, 120]. The transition temperature of the sensor is determined by the ratio of the thicknesses of these two materials with $T_C$ decreasing with increasing Cu thickness. A ratio of 2 nm Mo and 7 nm Cu were found to have the desired transition temperature of $\sim 100 \text{ mK}$. For a constant ratio of Mo and Cu, $T_C$ is independent of the total device thickness. Figure 5.1 shows the decreasing transition temperature with copper thickness and constant $T_C$ for increasing total device thickness. The number of layers can be adjusted to set the device resistance to 1 Ω as required for use with AC biased SQUID readout systems.

![Figure 5.1: The TES transition temperature of a 2 nm Mo layer with increasing thickness of the copper layer (left) and $T_C$ for constant Mo/Cu ratio of ratio of 2:7 with increasing total device thickness (right) [121].](image)

5.2 Sensor Fabrication

The transition edge sensors used for this work were fabricated using standard photolithography techniques at the Lawrence Livermore National Laboratory. The fabri-
cation of a transition edge sensor begins with a 4” circular <100> silicon wafer. A schematic of the TES fabrication process is shown in Figure 5.4. A 0.5 μm layer of low-stress thermally grown Si$_3$N$_4$ is formed over the entire wafer using a low pressure chemical-vapor-deposition. Measurement shown in Figure 5.2 indicate the layer is formed with a surface roughness $\sigma < 2$ nm RMS, necessary to ensure the sensors are uniform across the 4” wafer.

Figure 5.2: Surface roughness measurements made using a Position Sensitive Detector (PSD) on the Si$_3$N$_4$ layer. The wafer has a surface roughness of $\sigma = 0.55$ nm RMS, less than 2 nm required for sensor fabrication.

The wafer is then coated with a positive photoresist (PR) and exposed using a mask with alignment marks for the front and the window on the back-side. The PR is then developed and the Si$_3$N$_4$ covering the Si wafer is removed using a reactive ion etch. The wafer is then placed in a wet etch solution of KOH is for several hours. This etchant preferentially etches the crystalline planes in the <100> Si and will preferentially create sloped side walls consisting of <111> planes. After the etching remains a 0.5 μm thick SiN membrane on which the sensor will be fabricated. The thickness of this window determines the thermal conductance between the sensor and the cold bath. This is calculated in Appendix B.4 and is 0.62 mW/K.

The Mo/Cu layers are then deposited on the front-face of the wafer. Deposition is done using an ultra-high vacuum (UHV) sputtering system with 2 inch diameter DC magnetron sputtering targets of 99.9995% purity molybdenum and copper with the deposition pressure in the chamber maintained at 2.5 mTorr using 99.999% Ar gas. During the process 22 layers of alternating layers of 2 nm Mo and 7 nm Cu are deposited over the entire wafer, beginning with Mo as Cu does not adhere well to SiN and ending with two layers of Cu in order to protect the Mo from oxidizing. Figure 5.3 shows a cross section of a TES following the Mo/Cu deposition, the interfacial surface roughness of these layers is less than 1 Å. After the multilayer deposition the wafer is coated with photoresist and patterned with the sensor mask. The excess Mo/Cu is then etched away using a strong acid solution followed by removal of the remaining photoresist. The Mo wiring layer is defined by applying a photoresist lift-off layer patterned with the wiring layer mask. After 300 nm
Mo layer is deposited over the photoresist the wafer is immersed in a resist stripper which leaves only the desired wiring pattern. The absorber is attached directly to the sensor by hand using a small dot of Stycast epoxy. The epoxy is ellipsoidal in shape, approximately 25 \( \mu m \) thick and between 100 \( \mu m \) and 200 \( \mu m \) in diameter. The variability in the cross section of the epoxy introduces an uncertainty in both the thermal conductivity and heat capacity. The range of these values are calculated in Appendix B.3 and Appendix B.2, with the thermal conductivity and heat capacity ranging from 3.1 nW/K to 12.6 nW/K. and 0.33 pJ/K and 1.32 pJ/K, respectively. Once the Stycast has cured, the sensor is ready for use, a schematic of the completed sensor is shown in Figure 5.5.

5.3 Detection Efficiency

The cryostat is optimized for gamma rays in the energy range of 5 – 100 keV. The detector is held at 0.1 K behind four thin windows, one at 300 K, 50 K, 3 K and 0.1 K, respectively. The distance between the outermost window at 300 K and the detector is only 1 cm to ensure good solid angle coverage despite the small absorber size. The outermost window consists of 500 \( \mu m \) beryllium, and sets the detection efficiency at lower energies. It is designed for a transmission above 50% at 5 keV to allow measuring the actinide L X-rays in the 10 to 20 keV range. The spectrometer quantum efficiency for higher energy gamma rays is set by the thickness of the tin absorbers. Figure 5.7 shows the quantum efficiency for a 500 \( \mu m \) tin absorber, which is about ~90% in the 45 keV region for measurement of the \( ^{242}\text{Pu} \) line. Tantalum has been proposed as an absorber, and although the quantum efficiency is slightly less at 45 keV, the substantial increase in efficiency above 70 keV would be valuable for other measurements. However, tantalum
Figure 5.4: Schematic of the step in TES fabrication.

1. Begin with a 4” Silicon wafer, <100> orientation.
2. Thermally grown SiN.
3. Coat with photoresist.
4. Pattern with the wiring mask.
5. Reactive ion etch to remove SiN.
6. Etch the Si in KOH and strip the photoresist.
7. Deposit Mo/Cu layers over entire wafer.
8. Cover with photoresist and pattern with the sensor mask.
10. Cover with photoresist and pattern with the wiring mask.
11. Deposit 300nm Mo layer.
12. Use lift-off to remove excess Mo.
13. Apply dot of Stycast epoxy and attached tin absorber.
Figure 5.5: Schematic of a transition edge sensor. The cross sectional view (above) shows the TES on the thin SiN window and attached absorber. The overhead view shows the TES without attached absorber with molybdenum bond pads for wiring.
Figure 5.6: Optical micrograph of a transition edge sensor. At the center of the image is the TES on a SiN window, to the right is a TES with no window. The wiring patterns to the left and below center are for testing the deposition process.
Figure 5.7: Quantum efficiency of transition edge sensor and cryostat. The quantum efficiency of the TES spectrometer with tin absorber is set by the Be window transmission at low energies, and by the absorption of the tin at high energy.

based gamma-ray TESs have not worked due to a large secondary decay time. Neither have any other absorber materials other than tin.

5.4 Cryostat Design

Transition edge sensors require a temperature $\sim 100\,\text{mK}$ for operation. Typically, this involves a precooling stage to $\sim 4\,\text{K}$ and a low temperature stage to $\lesssim 0.1\,\text{K}$. Traditionally, precooling is provided by liquid nitrogen ($\text{LN}_2$) and liquid helium ($\text{LHe}$). Recently pulse tube refrigerator (PTR) have been used to provide mechanical cooling to temperatures of approximately $3\,\text{K}$. Both methods of precooling use a refrigeration method called adiabatic magnetization refrigeration (ADR) to reach temperatures below $100\,\text{mK}$. The
following discusses the operation and performance of the precooling systems and adiabatic magnetization refrigeration systems.

Earlier device characterization was performed in a liquid cryogen system. A schematic of this cryostat is shown in Figure 5.8. The system consists of three nested vessels at a temperature of 300 K, 77 K, and 4.2 K. The outermost vessel is at room temperature (300 K shield), and serves as the vacuum enclosure insulating the inner vessels. Inside is the first cold vessel (77 K shield) cooled by a liquid nitrogen tank to \( T \sim 77 \) K. The next vessel (4 K shield) is cooled to \( T \sim 4.2 \) K by a liquid helium tank. Within the liquid helium tank is volume designed to accommodate the 5T superconducting magnet and its magnetic shielding for the ADR described in Section 5.4.2. Attached to the ADR stage is the 100 mK coldplate with a detector cold finger which brings the TES closer to thin beryllium windows, increasing the solid angle coverage of the source.

### 5.4.1 Two-stage pulse tube refrigerator

Cooling to a temperature of \( \sim 3 \) K is achieved with a two-stage pulse tube refrigerator (PTR). Similar to the Stirling or Gifford-McMahon cryocoolers, pulse tube refrigerators use the compression and expansion of He gas to achieve cooling [122]. The main advantage of the pulse tube refrigerator over other forms of mechanical cooling is the absence of any moving components, such as the rotary valve, in direct contact with the cold stage. This substantially reduces the vibrations at the low temperature detector stage and the associated microphonic noise [123]. The two main elements of a PTR are a thin walled tube with heat exchangers located at each end and a thermal regenerator. A schematic of a PTR is shown in Figure 5.9. Additionally, a free running compressor is required to provide a continuous high and low gas pressure with a rotary valve generating pressure oscillations within the pulse tube [124]. The regenerator and heat exchangers provide thermal coupling for the working gas to the environment, while the gas inside the pulse tube is thermally isolated and therefore has a temperature that varies with pressure. The cooling is generated by the smooth and periodic pressure variations displacing the \(^4\)He working gas in the pulse tube. By adjusting the impedance connecting the reservoir to the pulse tube and the size of the reservoir, the phase between the pressure wave from the rotary valve and the gas velocity in the pulse tube is optimized for maximum cooling efficiency [107]. In the following we will present a qualitative discussion of the thermodynamic processes for cooling in a PTR.

The cooling process in the PTR occurs in two steps, a compression and an expansion phase. The temperature evolution of gas within the PTR during these steps is shown in Figure 5.10. During the compression step the rotary valve connects the system to the high pressure output of the compressor. The heat of compression \( Q_0 \) is removed from the compressor by a heat exchanger. Inside the PTR the pressure in the pulse tube increases from the low pressure \( p_L \) to a higher pressure \( p_H \). With the pressure in the He reservoir close to the average pressure in the system, the gas is driven from the pulse tube towards the reservoir. This compresses the gas adiabatically and results in a temperature increase.
Figure 5.8: Schematic of a liquid cryogen cryostat. The liquid nitrogen and liquid helium provide precooling to 77 K and ~ 4.2 K, respectively. The ADR system is discussed in Section 5.4.2 and can be thermally isolated from the LHe bath by a mechanical heat switch. The TES sensor is located on a cold finger which can be brought within a centimeter of room temperature.
Figure 5.9: A schematic of a single-stage pulse tube refrigerator. Adiabatic compression of the $^4$He occurs in the pulse tube, excess heat $Q_H$ is removed by upper heat exchanger, and heat $Q_C$ is absorbed from the system in the lower heat exchanger. A thermal regenerator is used provide thermal coupling of the gas to the system. A compressor and rotary valve provide the pressure oscillations within the pulse tube necessary for cooling. The heat of compression $Q_0$ is ultimately removed from the compressor by cooling water.

The regenerator takes up heat from the gas as it moves from the compressor into the pulse tube while the gas that flows into the reservoir gives off heat $Q_H$ to the surroundings.

During the expansion step the system is connected to the low pressure output of the compressor, decreasing the pressure in the pulse tube from $p_H$ to $p_L$. The flow is reserved and the He that has moved from the pulse tube to the compressor flows back towards the regenerator. As the system is thermally isolated, the gas temperature drops with pressure, resulting in a gas temperature that is below $T_L$. The gas extracts heat from the regenerator as it flows through, warming the gas to the temperature $T_L$. The cooling power is the amount of heat the gas removes from the heat exchanger, $Q_C$. At the end of each pulse the He gas is the same place of in cryostat as at was at beginning of the cycle. This compression and expansion cycle repeats at the frequency set by the rotary valve.

The function of the pulse tube is to insulate the cooling process in the lower heat exchanger from the heat being removed from the upper heat exchanger. It is designed such that the working gas in the warm heat exchanger only moves part way into the pulse tube before the flow is reversed, so that the gas in the lower temperature heat exchanger does not reach the warmer end. During each cycle the gas in the middle portion of
Figure 5.10: The pulse tube pressure as a function of time (above) and the temperature of the $^4$He working gas as a function of position inside the PTR (below). During the compression phase (solid black line) the gas is adiabatically compressed to a pressure $p_H$ and moves into the pulse tube with the excess heat removed by the heat exchangers at the top. The flow is reversed during expansion phase (solid gray line) and with the decreasing pressure the gas cools to a temperature below $T_L$. The gas warms back to a temperature $T_L$ in the lower heat exchanger, the heat it removes cools the lower heat exchanger. Adapted from Tanaeva [125].
the pulse tube moves inside forming a temperature gradient that insulates the two ends [124]. The volume and dimensions of modern pulse tubes are designed to optimize the temperature stratification within the pulse tube and to limit gas mixing within the volume. Flow straighteners are used at the ends of the tube to reduce the turbulent gas flow.

Single stage PTR systems can achieve base temperatures close to 30 K. In order to operate at lower temperatures two PTR are used in series, with the first used to precleaning the second. A schematic of a two-stage PTR is shown in Figure 5.11. Operating from the base temperature of the first PTR, the second stage can typically reach temperatures of ~5 K and temperatures as low as 1.3 K have been reported [126]. While a multistage PTR can reach lower temperatures, the precleaning stage reduces the gas flow to the colder stages and limits the cooling power of the system. Discussions of the thermodynamics of multistage PTR can be found in the literature [127]. In each stage of a multistage PTRs the regenerators are filled with different materials to optimize heat exchange with the He gas. In current systems the 50 K regenerator uses stainless steel and phosphor bronze screens, as well as small lead spheres in the lower section. For the 4 K regenerator small Pb and ErNi spheres are used [122]. Additionally, the orifices between the pulse tubes and the He reservoir, and between the pulse tubes and the rotary valve, are designed to create a phase shift between gas compression and gas flow, limiting the injection of hot He gas into the pulse tube. For the system used at Lawrence Livermore National Laboratory, the size of these constrictions is optimized for maximum cooling power at a valve frequency of ~2 Hz. Without load, the pulse tube refrigerator attains a base temperature of ~2.5 K with a power consumption of ~6.5 kW set by the Leybold Coolpak 6200 compressor.

5.4.2 Adiabatic Demagnetization Refrigerator

Cooling below the base temperature of the pulse tube refrigerator is achieved by isothermal magnetization and adiabatic demagnetization of a paramagnetic salt. Adiabatic demagnetization refrigerators (ADRs) consist of paramagnetic materials coupled to the cold bath of the PTR cold stage through a heat switch.

This cooling process is illustrated in Figure 5.12 in terms of the decrease in entropy of the system. We begin with the paramagnetic salt thermally connected to the bath at temperature $T_0$. We then apply an external magnetic field, aligning the magnetic moments of the electrons in the paramagnet in direction of the applied magnetic field. This increase in ordering decreases the entropy of the system. The heat of magnetization, produced as the entropy decreases, is absorbed by the bath. Once the maximum magnetic field $B_f$ is applied, most of the magnetic moments are aligned, and the temperature is allowed to equilibrate to that of the precleaning bath. The salt is subsequently thermally decoupled from the cold bath by opening the heat switch, and the magnetic field is gradually decreased, $B_f \rightarrow 0$. During this endothermic process the entropy of the paramagnet salt remains constant and as the magnetic moments return to random orientations the temperature decreases accordingly (Figure 5.12) [128, 129]. Once the system has reached its base temperature $T_f$, it gradually warms up due to external heat leaks [130]. As the
Figure 5.11: Schematic of two-stage pulse tube refrigerator. The periodic pressure cycles generated by the compressor and rotary valve move the $^4$He working gas through the upper heat exchangers releasing heat into the environment while the 4K and 50K cold heads (heat exchangers) remove heat from the system.
base temperature $T_f$ is much lower than the 100 mK required to operate the TES, a small current is applied to the ADR magnet, regulating the detector stage at a temperature slightly below the transition temperature $T_C$ of the TES. The temperature of the detector stage is regulated using a feedback control system and can be kept stable to ±10 µK.

The thermodynamic process of adiabatic demagnetization can be described by considering the entropy $S$ of non-interacting magnetic dipoles with total electronic spin $J$ in the paramagnetic ions. At a temperature $T$ and magnetic field $B$ the entropy is given by [107]

$$S = \frac{x}{2} \left( \coth \left( \frac{x}{2} \right) - (2J + 1) \coth \left( \frac{x (2J + 1)}{2} \right) \right) + \ln \left( \frac{\sinh \left( \frac{2J+1}{2} \right)}{\sinh \left( \frac{x}{2} \right)} \right)$$  \hspace{1cm} (5.1)

with

$$x = \frac{g B \mu_B}{k_B T}$$  \hspace{1cm} (5.2)

where $\mu_B$ is the Bohr magneton, given by $\mu_B = e h / 2 m_e = 9.27 \times 10^{-24}$ J/T and $g$ is the Landé g-factor. In the limit where $B \to 0$, equation (5.1) is not valid as the interactions between the moments within the salt are no longer negligible. These small interactions produce an internal field that results in spin ordering at very low temperatures. At low magnetic fields we therefore replace $B$ in equation (5.1) with an effective magnetic field, given by

$$B_{\text{eff}} = \sqrt{B_f^2 + B_{\text{int}}^2}$$  \hspace{1cm} (5.3)

where $B_{\text{int}}$ is the internal field produced from the neighboring magnetic moments in the salt. The base temperature of the stage is given by [107]

$$T_f = \frac{B_{\text{eff}} T_0}{B_f} \rightarrow \frac{B_{\text{int}} T_0}{B_f}$$  \hspace{1cm} (5.4)

Modern ADRs often use a two-stage design in which two paramagnetic salts are demagnetized simultaneously. With this design an intermediate temperature stage using a second paramagnetic material (usually referred to as the guard stage) intercepts the heat leak from the pulse tube cooler. This acts as a thermal guard to the detector stage and allows for ADR cooling to be used with a reservoir temperature of ~4 K [131]. For the cryostat discussed here, a gadolinium gallium garnet Gd$_3$Ga$_5$O$_{12}$ (GGG) is used for the guard stage, as it offers a comparably high heat capacity, high thermal conductivity, and a magnetic ordering temperature of 380 mK [132]. The GGG stage supports the detector stage, which uses paramagnetic iron ammonium sulfate, Fe(NH$_4$)(SO$_4$)$_2$ x 12H$_2$O, commonly known as ferric ammonium alum or FAA. The low ordering temperature of FAA at ~26 mK sets the minimum temperature the ADR can cool down to; however, its low heat capacity requires the use of the GGG guard stage to reduce the heat load from the pulse tube cooler [133]. The material properties of FAA and GGG are summarized in 5.1. The entropies of FAA and GGG are shown in Figure 5.12 for $B = B_{\text{int}}$ and $B = 6.5$ T, these
Figure 5.12: Entropy as a function of temperature for GGG (above) and FAA (below). During the refrigeration process the salt is isothermally magnetized (AB) and after coming to thermal equilibrium with the precooling bath is thermally isolated and adiabatically demagnetized (BC). The salt then warms up following the entropy curve for \( B = B_{\text{eff}} \). The cooling power for each salt is given by the shaded area.
Table 5.1: Properties of iron ammonium sulfate (FAA), and Gadolinium Gallium Garnet (GGG) paramagnets.

<table>
<thead>
<tr>
<th></th>
<th>GGG [132]</th>
<th>FAA [133, 134]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical Formula</td>
<td>Gd$_3$Ga$<em>5$O$</em>{12}$ Fe(NH$_4$)(SO$_4$)$_2$ × 12H$_2$O</td>
<td></td>
</tr>
<tr>
<td>Spin $J$</td>
<td>$\frac{7}{2}$</td>
<td>$\frac{5}{2}$</td>
</tr>
<tr>
<td>Landé $g$ Factor</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Internal Field $B_{int}$ (T)</td>
<td>0.48</td>
<td>0.038</td>
</tr>
<tr>
<td>Ordering Temperature (mK)</td>
<td>380</td>
<td>26</td>
</tr>
</tbody>
</table>

show the change in entropy during an ADR cooling cycle. We cycle both stages using a single superconducting 6.5 T magnet and a single mechanical heat switch. The heat switch is electrically controlled with a stepper motor inside the cryostat to avoid leaks into the vacuum at feedthroughs.

5.5 Cryostat performance

The entire cryostat cool down to $< 0.1$ K is automated, and takes approximately 16 – 18 hours from room temperature due to the large mass of the ADR magnet and its magnetic shielding. The ADR cycle uses a magnetizing current of 36 A for a maximum magnetization field of $B = 6.5$ T, and can be programmed ahead of time when the pulse tube has reached a temperature below 4 K. An example cooldown from room temperature is shown in Figure 5.13.

Without regulation, the ADR attains a base temperature of 30 mK, in agreement with the ordering temperature of 26 mK for the FAA paramagnet according to Table 5.1. The GGG guard stage equilibrates around 380 mK, although this number depends somewhat on the initial temperature of the demagnetization cycle, as expected from figure 5. As the cryostat base temperature is much lower than the 100 mK required for TES operation we therefore use a small current in the ADR magnet to regulate the detector stage to the desired temperature. For an operating temperature of 100 mK, the hold time between hour demagnetization cycles is greater than 48 hours with 32 signal wires connected to the TES detector stage.
Figure 5.13: Cooldown cycle of the pulse-tube ADR for regulation at 0.1 K. Cooling from room temperature to the pulse tube cooler base temperature requires 16 – 18 hours. After the one hour ADR cycle the operating temperature of 100 mK can be maintained for more than 48 hours.
Chapter 6

Transition Edge Sensor Modeling
6.1 Simulation Methodology

The response of the spectrometer was modeled using Monte-Carlo simulations with Geant4. Geant4 is a versatile software toolkit implemented in C++ using object-oriented technology for modeling particle interactions in matter [116]. Although Geant4 has support for numerous physics processes, the measurements of interest will focus on photons of energies below 200keV, and the simulation exclusively uses the electromagnetic (EM) physics packages. The frameworks for the EM packages are contained in both the Low-Energy [135] and in the Standard [136] electromagnetic packages. The Low-Energy package was selected as it incorporates atomic relaxation processes including X-ray fluorescence and Auger electron emission [137] that provide an important component to the detector response. Within the Low-Energy package two models are available, the first built on data libraries, Evaluated Photon Data Library (EPDL) [138] for photons and Evaluated Electrons Data Library (EEDL) [139] for electrons and a second using the analytical models developed for the Penelope Monte Carlo code [140]. The algorithm based on Penelope was selected as it is more appropriate for low-energy calculations, showing good agreement for energies down to a few keV [141]. The simulation provides a detailed account of the radiation interactions and the energy deposited in the material for each incident photon. The deposited energy is assumed to be fully converted to heat and measured by the transition edge sensor, so that the total energy deposited in the absorber can be used to generate an energy spectrum.

Monoenergetic photon sources can be modeled sufficiently well using the default Geant4 particle engine; however, to simulate a real world sample with a single or mixture of isotopes requires a more extensive application. To account for the numerous photon energies the Geant4 simulation was integrated with RadSrc, an open source software package that determines the appropriate gamma-ray spectrum for a given isotopic composition [142]. Since the isotope database included with the software has a limited number of isotopes and decay information, it was modified to include the relevant isotopes of plutonium using decay data available from the Lawrence Berkeley National Laboratory Isotopes Project [143].

To understand the detector response two systems were modeled using Geant4. Initially only the absorber was modeled and used to understand the tradeoff between absorber thickness and area by calculating the fraction of photons absorbed for different thickness/area ratios. The second included the details of an existing liquid cryostat from LLNL and was used to determine the feasibility of measuring $^{242}$Pu in mixed isotope samples.

6.2 Simplified Absorber Model

In this simplified model, only the absorber was present with the objective of determine the absorber dimensions which optimize the full energy of deposition. The desired energy
resolution of 100 eV requires the volume of the absorber be limited to $1\, \text{mm}^3$ as discussed in Chapter 3.1. For this analysis the absorber, shown in Figure 6.1, was taken as a rectangular parallelepiped with fixed volume of $1\, \text{mm}^3$ and variable dimensions of $x$, $y$, and $z$. For a constant absorber geometry, an isotropic source of monoenergetic photons with energy ranging from 5 to 200 keV was placed 5 cm from the surface of the absorber. These source photons interacted with the absorber and the energy lost from electron and photon escape as well as the total energy absorbed was recorded. This idealized system neglects scattering in the radiation source, the shielding and cryostat. While not an accurate model of the experimental system this simplified model provides an understanding of how the partial energy depositions from Compton scattering in the Sn absorber and photon escape after an absorption event (as discussed in Chapter 3.2) are affected by the geometry of the absorber. In addition to tin, both lead and tantalum were simulated as absorbers. For the absorbers to have the same limiting energy resolution, $\Delta E_{\text{FWHM}} = 2.355\sqrt{\frac{k_B T}{C}}$, the heat capacities must be the same. The volumetric heat capacity of tin and tantalum are very similar, $0.015\, \text{J/m}^3\cdot\text{K}$ and $0.012\, \text{J/m}^3\cdot\text{K}$, respectively, and therefore the same absorber dimensions were used. The heat capacity of lead is substantially higher at $0.092\, \text{J/m}^3\cdot\text{K}$, requiring the volume be reduced to $0.16\, \text{mm}^3$. The material properties and heat capacity calculations are discussed in Appendix B. To adequately sample the range of possible dimensions, thirty geometries were simulated for each material. For tin and tantalum absorbers, the dimensions ranged from $0.001 \times 1 \times 1\, \text{cm}$ to $0.26 \times 0.06 \times 0.06\, \text{cm}$ were used. For lead the dimensions ranged from $0.001 \times 0.4 \times 0.4\, \text{cm}$ to $0.26 \times 0.025 \times 0.025\, \text{cm}$.

The fraction of interacted photons to total incident source photons (attenuated photons) with increasing absorber thickness normalized to the absorption of 5 keV photons is shown in Figure 6.2. For a constant volume $V$ an increase in the absorber thickness $z$ decreases the surface area perpendicular to the direction of the source photons $A = x \cdot y$. 

Figure 6.1: Simplified Geant4 absorber model used for determine the dimensions which optimize the full energy of deposition. The isotropic photon source, located 5 cm from the absorbed, irradiated the absorber with monoenergetic photons with energy ranging from 5 to 200 keV. 

\[ A = x \cdot y \]
Figure 6.2: Fraction of incident photon energy deposited or lost with increasing tin absorber thickness. Above 100 keV the energy increases in 20 keV steps to the maximum of 200 keV. The dotted gray line indicates 45 keV photon energy.

The ideal thickness therefore optimizes the loss resulting from a decreased solid angle with the increase in absorption probability with larger thicknesses \( z \). For the case of a tin absorber, the fraction attenuated increases with thickness to maximum of \( \sim 0.25 \text{ mm} \) and above this value the loss in solid angle is dominates. The highlighted line of Figure 6.2 indicates 45 keV photons.

Figure 6.3 shows a simulated spectrum from a 45 keV photons source incident on a \( 0.25 \times 2 \times 2 \text{ mm} \) tin absorber. The principle components of the spectrum include the full-energy peak, the Compton scattering, and the tin escape peaks. The energies of x-ray from the principle K- and L-shell emission lines for tin are listed in Table 6.1 and the most intense are visible in the spectrum and result from the K\( \alpha_1 \), the K\( \alpha_2 \) and the K\( \beta \) escape. The less intense L escape peaks also as present.

A simulated spectrum of an absorber with dimensions of \( 0.25 \times 2 \times 2 \text{ mm} \) is shown in Figure 6.4. With these dimension complete attenuation is achieved at low energies, decreasing to \( \sim 80\% \) at the K-edge of tin at 29 keV. With increasing photon energy this fraction decreases with less than 20% for energies greater than 100 keV. A fraction of the photons which interact within the absorber will be absorbed entirely. The ratio of the fully absorbed to attenuated photons is the full-energy peak efficiency. The highest full-energy peak efficiency is found for low energy photons, abruptly decreasing at the K-edge.
Table 6.1: Energies of x-ray from the principle K- and L-shell emission lines for tin [144, 145, 146].

<table>
<thead>
<tr>
<th>Shell</th>
<th>Energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kα₁</td>
<td>25271.3</td>
</tr>
<tr>
<td>Kα₂</td>
<td>25044.3</td>
</tr>
<tr>
<td>Kβ₁</td>
<td>28486.0</td>
</tr>
<tr>
<td>Lα₁</td>
<td>3443.98</td>
</tr>
<tr>
<td>Lα₂</td>
<td>3435.42</td>
</tr>
<tr>
<td>Lβ₁</td>
<td>3662.80</td>
</tr>
<tr>
<td>Lβ₂</td>
<td>3904.86</td>
</tr>
<tr>
<td>Lγ₁</td>
<td>4131.12</td>
</tr>
</tbody>
</table>

Figure 6.3: Simulation of the energy spectrum with 20 eV energy bins from a 45 keV photon source incident on a $0.25 \times 2 \times 2$ mm tin absorber.
Figure 6.4: The fraction of incident photons attenuated (upper), the fraction of fully absorbed to attenuated photons (middle), and the full-energy peak efficiency (bottom) for a $0.25 \times 2 \times 2$ mm tin absorber.
Figure 6.5: Fraction of incident photon energy deposited or lost from photon or electron escape for those photons that have been attenuated in the tin absorber. Note that the K absorption edge at 29.2 keV produces a large change in the fraction of energy loss from photon escape.

and gradually decreases with higher energies. The product of these two parameters is the probability that an incident photon will produce a full energy deposition. For 45 keV photons the total photopeak efficiency is $\sim 60\%$.

The simulation also offers insight into relative importance of the absorption and loss mechanisms with varying photon energy. The percentage of photon energy deposited in the volume or lost via photon or electron escape is shown in Figure 6.5. At energies below the tin K-edge absorption is dominant. At energies above the K-edge, the escape of X-ray fluorescence photons greatly increases the fraction of photon loss to $\sim 20\%$. For higher energies, photon and electron escape account for $\sim 20\%$ and $\sim 5\%$, respectively, of the incident photon energy.

Additional simulations were made using lead and tantalum as the absorbing material. The fraction of attenuated photons was maximized for dimensions of $0.2 \times 2.3 \times 2.3$ mm and $0.04 \times 2 \times 2$ mm for tantalum and lead, respectively. The photon attenuation fraction for these materials with optimized dimensions is shown in Figure 6.6. For energies below 40 keV tantalum absorbers show improved attenuation over tin as it is limited by the K-edge at 29 keV. Tin and tantalum have similar performance from 40 keV up to the K-edge of tantalum at 67.4 keV. Above this energy tantalum offers a substantially improvement.
Figure 6.6: The fraction of attenuated photon from the Geant4 simulations of a $0.25 \times 2 \times 2$ mm tin, $0.2 \times 2.3 \times 2.3$ mm tantalum and $0.04 \times 2 \times 2$ mm lead absorber.
Table 6.2: Approximate isotopic composition (wt %) of various grades of plutonium [147].

<table>
<thead>
<tr>
<th></th>
<th>Spent fuel</th>
<th>Weapon</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{238}$Pu</td>
<td>1.3</td>
<td>0.012</td>
</tr>
<tr>
<td>$^{239}$Pu</td>
<td>60.3</td>
<td>93.8</td>
</tr>
<tr>
<td>$^{240}$Pu</td>
<td>24.3</td>
<td>5.8</td>
</tr>
<tr>
<td>$^{241}$Pu</td>
<td>9.1</td>
<td>0.35</td>
</tr>
<tr>
<td>$^{242}$Pu</td>
<td>5.0</td>
<td>0.022</td>
</tr>
</tbody>
</table>

Despite having a higher cross section than both tin and tantalum, the fraction attenuated in lead is substantially reduced as a result the smaller volume. The absorption edge at 88 keV does improve the performance however it is still below that of tin. For the measurement of $^{242}$Pu at 44.915 keV both tantalum and tin absorber are expected to show similar performance. Measurements of gamma rays above 70 keV would gain from the use of tantalum absorbers; however, as discussed in Chapter 5, attempts to use this material have not been successful.

6.3 Detector and Cryostat Model

A Geant4 model of an existing liquid cryostat from LLNL, described in Chapter 5, was also developed. This simulation includes all components of the device- the tin absorber, transition edge sensor, and SiN wafer. The model also included the 300 K, 77 K, and 4 K thermal shields. The outer vacuum enclosure at 300 K shield is fabricated from mumetal ($\sim 80\%$ Ni, $\sim 15\%$ Fe, $\sim 4\%$ Mo) to provide magnetic shielding. For simplicity, this outer thermal shield was modeled as nickel only. The inner 77 K and 4 K shields were modeled as Al. All three layers were 0.1 mm thick. A schematic of the system is shown in Figure 6.7.

The response of the Geant4 system was compared to experimental data using a collimated $^{241}$Am point source located 8 cm from the transition edge sensor. A detailed schematic of the $^{241}$Am model is shown in Figure 6.8. To determine the feasibility of directly measuring $^{242}$Pu, 10 mg samples of reactor and weapons grade plutonium were modeled using the isotopic compositions listed in Table 6.2.

The Geant4 model of the simplified detector and cryostat geometry is shown in Figure 6.7. The simulated spectrum convolved with a Gaussian with a 100eV resolution is shown along with a directly measured $^{241}$Am spectrum in Figure 6.9. The contribution to the Compton background from the various spectrometer components can be seen when compared with the simulated spectrum of the absorber shown in Figure 6.3. The background below 40 keV results from scatter within the tin absorber. Scattering in the cryostat shields contributes in the 40 to 60 keV region, with a backscatter peak present around 50 keV. The simulation shows good agreement with the experimental results with the exception of 50 to 60 keV region where the magnitude of the backscatter peak is smaller.
Figure 6.7: Schematic of the cryostat modeled in the Geant4 simulation.
Figure 6.8: Schematic of the cylindrical encapsulated $^{241}\text{Am}$ used for the Geant4 simulations. The point source inside the lead was located 8 cm from the transition edge sensor with the photon direction randomly sampled in either the forward or reverse direction within an angle $\phi = 16^\circ$ of the source-TES axis.

than measured. This discrepancy is most likely from the absence of a secondary source encapsulation in the model. The $^{241}\text{Am}$ was modeled as a point source suspended in the middle of the lead shield, while with actual sources the radiative material is contained within a secondary encapsulation inside of the collimation. As it was not possible to open the lead shield to investigate, this additional component was omitted. The photons which interact within the secondary encapsulation can backscatter into the spectrometer and contribute to the increased counts in the 50 keV region observed in the experimental data. As this discrepancy is not a limitation of the Geant4 framework, the simulation can be assumed to be adequate for the simulation of plutonium samples.

The Geant4 model was then used to determine the sensitivity of the spectrometer to $^{242}\text{Pu}$ and assess the feasibility of a direct measurement of the isotope. This study considers two 10 mg samples of plutonium, with isotopic compositions listed in Table 6.2. These values were chosen as they are representative of the compositions found in spent fuel and nuclear weapons. The energy spectrum from the Geant4 simulation of reactor grade Pu is shown in Figure 4.8 and is reproduced for convenience in Figure 6.10. As can be seen in the figure, the $^{242}\text{Pu}$ full-energy peak at 44.915 keV is very close to the $^{240}\text{Pu}$ line at 45.242 keV, with a separation of 327 eV. The spectrometer response is assumed to be Gaussian with an energy resolution of 100 eV the $^{242}\text{Pu}$ signature can be resolved from the stronger $^{240}\text{Pu}$ line. The maximum count rate of 10 Hz is set by the thermal time constant of the transition edge sensor, as discussed in Chapter 3.2.3. Under
Figure 6.9: Comparison of a measured $^{241}$Am spectrum and a Geant4 simulation convolved with a 100 eV Gaussian. The measured 59.5 keV full-energy peak has an energy resolution of 100 eV. The simulation geometry includes the 300 K mumetal shield, Al shielding and the Cu backing of the 100 mK stage. The small peaks at 39 and 43 keV in the Geant4 simulation are the absorption of Cu escape x-rays produced from the interaction of the tin escape x-rays in the copper located behind the TES.
Figure 6.10: Geant4 simulation of 10 mg of reactor grade plutonium. The 44.915 keV line of $^{242}\text{Pu}$ is visible next to the stronger $^{240}\text{Pu}$ line. The simulation results convolved with a Gaussian of 100 eV FWHM is indicated by the solid line.

Under these conditions the ratio of $^{242}\text{Pu}$ to $^{240}\text{Pu}$ counts in a 24 hour measurement period is $\sim 47/4000$. The simulation results of the weapons grade plutonium is shown in Figure 6.11. Containing a factor of 100 less $^{242}\text{Pu}$ than reactor grade material, the $^{242}\text{Pu}$ gamma-ray line at 45.242 keV is not measurable.
Figure 6.11: Geant4 simulation of 10 mg of weapons grade plutonium. Plutonium enriched for weapons contains a factor 100 less $^{242}\text{Pu}$ than that found in reactors, consequently the $^{242}\text{Pu}$ signature is not discernible against the background.
Chapter 7

Experimental Results
This chapter discusses the measurements made using a transition edge sensor. Results from a liquid cryogen dewar and pulse tube refrigeration system are presented and compared with the noise model from Chapter 4.

7.1 Measurements in Liquid Cryogen Dewar

The following section discusses the noise performance and gamma-ray measurements in the liquid cryogen dewar described in Section 5.4.

7.1.1 Noise Performance

The transition edge sensor noise measured with respect to the SQUID preamplifier input is shown in Figure 7.1. With the exception of the 60 Hz pickup from AC power lines, the noise is white at a level of $20 \text{pA}/\sqrt{\text{Hz}}$. At frequencies below $\sim 1 \text{kHz}$ it is set by the noise between the TES phonon system and the cold bath, above this frequency the noise is dominated by the coupling between the absorber and the TES phonon system.

The complex calorimeter model discussed in Chapter 4, was used to analyze the noise from a TES operated in a liquid cryostat. In this analysis an optimization procedure was performed to determine the values of the analytical model that provided optimum agreement between the model and experimental results. The initial noise spectrum was calculated using the sensor parameters calculated in Appendix B. Each parameter was then iteratively optimized using a least squares fitting routine. The parameter values were bound to within a factor of ten of the values calculated in Appendix B. The final set of parameters after optimization are listed in Table 7.1 and were all within $\pm 20\%$ of the initial values. Using these values the modeled current noise is shown in Figure 7.1. With the addition of the 60 Hz pickup as an additional circuit noise source, the model is in good agreement with the measured noise of the sensor. The antialiasing filter used for these measurements is not included in the noise model and accounts for the discrepancy in the predicted and observed noise level at higher frequencies. The limiting energy resolution can be calculated from the integral of the total noise (See equation (4.41)) and for this measurement is about 30 eV.

7.1.2 Measurements

The liquid cryogen dewar was used to make a measurement of the photons emitted from a highly enriched uranium samples from the Y-12 National Security Complex in Oak Ridge, TN. oxidized metal fragments produced during the uranium casting process. The material is a by-product from uranium fabrication, consisting of residual oxidized metal fragments formed at the interface of the refining crucible and the uranium form [148]. The composition of the sample was measured using an inductively coupled plasma mass spectrometer (ICP-MS) facility at the Savannah River National Laboratory and is listed
Figure 7.1: Measured current noise in a TES operated in a liquid cryostat system compared with the expected noise from the model.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature sensitivity</td>
<td>$\alpha$</td>
<td>5</td>
</tr>
<tr>
<td>Current sensitivity</td>
<td>$\beta$</td>
<td>2</td>
</tr>
<tr>
<td>Capacitor</td>
<td>$C_{cap}$</td>
<td>0</td>
</tr>
<tr>
<td>Inductor</td>
<td>$L$</td>
<td>0</td>
</tr>
<tr>
<td>Bias Temperature</td>
<td>$T$</td>
<td>120 mK</td>
</tr>
<tr>
<td>Heat Sink Temperature</td>
<td>$T_b$</td>
<td>90 mK</td>
</tr>
<tr>
<td>Absorber Temperature</td>
<td>$T_a$</td>
<td>120 mK</td>
</tr>
<tr>
<td>Detector Electron System Temperature</td>
<td>$T_e$</td>
<td>120 mK</td>
</tr>
<tr>
<td>Detector Phonon System Temperature</td>
<td>$T_p$</td>
<td>120 mK</td>
</tr>
<tr>
<td>Temperature of load resistor</td>
<td>$T_L$</td>
<td>120 mK</td>
</tr>
<tr>
<td>Cold bath-Phonon Thermal Conductance</td>
<td>$G_{pb}$</td>
<td>3.1 nW/K</td>
</tr>
<tr>
<td>Electron-Phonon Thermal Conductance</td>
<td>$G_{ep}$ and $G_{p}\epsilon$</td>
<td>62 nW/K</td>
</tr>
<tr>
<td>Absorber-Electron Thermal Conductance</td>
<td>$G_{ae}$ and $G_{ae\epsilon}$</td>
<td>0 nW/K</td>
</tr>
<tr>
<td>Absorber-Phonon Thermal Conductance</td>
<td>$G_{ap}$ and $G_{ap\epsilon}$</td>
<td>6.8 nW/K</td>
</tr>
<tr>
<td>Absorber Heat Capacity</td>
<td>$C_a$</td>
<td>2.6 pJ/K</td>
</tr>
<tr>
<td>Detector Electron Heat Capacity</td>
<td>$C_e$</td>
<td>$5.1 \times 10^{-3}$ pJ/K</td>
</tr>
<tr>
<td>Detector Phonon Heat Capacity</td>
<td>$C_p$</td>
<td>4.9 pJ/K</td>
</tr>
<tr>
<td>Operating point resistance</td>
<td>$R$</td>
<td>0.1 $\Omega$</td>
</tr>
<tr>
<td>Load resistor</td>
<td>$R_L$</td>
<td>0.01 $\Omega$</td>
</tr>
<tr>
<td>Operating point voltage</td>
<td>$V_{bias}$</td>
<td>3 $\mu$V</td>
</tr>
<tr>
<td>Operating point current</td>
<td>$I$</td>
<td>15 $\mu$A</td>
</tr>
</tbody>
</table>
Table 7.2: Atomic composition of uranium oxide sample obtained from Y-12 National Security Complex in Oak Ridge, TN. Composition measured using inductively coupled plasma mass spectrometry.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Composition (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{233}$U</td>
<td>1.59</td>
</tr>
<tr>
<td>$^{234}$U</td>
<td>0.83</td>
</tr>
<tr>
<td>$^{235}$U</td>
<td>89.99</td>
</tr>
<tr>
<td>$^{236}$U</td>
<td>0.43</td>
</tr>
<tr>
<td>$^{238}$U</td>
<td>7.08</td>
</tr>
</tbody>
</table>

in Table 7.2. A 0.05 ml solution was evaporated unto a small platinum disk (planchet), and the residual radioactive material was fused into the disk using a propane flame. The sample was measured using a transition edge sensor with each pulse recorded for offline analysis using the optimum filter discussed in Section 4.3. As the total activity of the sample was low, approximately $1.7 \times 10^4$ Bq (45 mCi), and a single 1 mm$^3$ sensor was used, the count rate was approximately 0.5 Hz. The warm-up of the 100 mK stage limited a single acquisition to 6 hours, and to improve statistics four separate measurements were made. For each acquisition the adiabatic magnetic refrigeration cycle was used to cool the TES to 90 mK and the sensor biased at nominally the exact same bias point in the transition. For every cooling cycle the response of the detector varies slightly as the operating point within the transition can shift and nonlinearities within the transition can appear. Thermal drifts during an acquisition also affect the detector response. Consequently, although the energy resolution for each individual spectrum ranged between 140 eV and 160 eV, the combined spectrum degraded the resolution to approximately 180 eV.

The combined spectrum measured using a single TES in comparison to two HPGe detector systems is shown in Figure 7.2. The coaxial HPGe detector has a substantial Compton continuum and lower energy resolution such that only the strongest lines are visible. Trace amounts of indium present in the lead shielding surrounding the coaxial HPGe detector produce the $K_{\alpha 1}$ line at 24.21 keV. The $^{73m}$Ge peak at 53.53 keV is produced from neutron interactions with the $^{73}$Ge detector material [149]. The 20 mm-thick, 2000 mm$^2$ semi-planar HPGe detector has a reduced Compton background; however, many of the lines are still obscured. The small sensor size of the TES allows for a substantial reduction in the background and the higher energy resolution is sufficient to resolve weak gamma-ray emissions from isotopes of plutonium, including $^{238}$Pu at 43.498 keV, and $^{239}$Pu at 38.661 keV and 51.624 keV in addition to previously undetectable uranium gamma-rays from $^{235}$U at 34.7 keV and the $^{236}$U line at 49.46 keV. Although $^{242}$Pu was not present in the sample, from the sensitivity discussion in Section 4.7, an energy resolution of 180 eV is adequate to measure its gamma-ray signature.
Figure 7.2: Spectrum of a oxidized uranium metal fragments taken using a coaxial HPGe detector (upper spectrum), a planar HPGe detector (middle spectrum), and a superconducting transition edge sensor (lower spectrum). [39].

7.2 Measurements in Pulse Tube Cryostat

The following section discusses the performance of the single transition edge sensor used in the previous section as installed in a PTR cryostat. PTR cryostats do not rely on expensive liquid cryogens and can operate a TES at temperatures below 100 mK for more than 24 hours, making the system ideal for spectroscopic measurements.

7.2.1 Noise Performance

The superconducting quantum interference device (SQUID) preamplifier and TES sensor operated in the liquid cryogen system were moved to the PTR system discussed in the Chapter 5. This pulse tube system was originally designed for TES arrays and was modified to work with a single preamplifier and TES sensor. While the 300 K to 4 K wiring was unchanged, a printed circuit (PC) board was fabricated to accommodate the wiring from the 4 K stage to the detector (100 mK) stage. Additionally, the detector stage was redesigned for testing sensors and operating single TES devices. Following the modification of the cryostat and the installation of this sensor and readout electronics,
the noise performance of the device was measured. As shown in Figure 7.3, the noise contribution from the PTR system was initially several orders of magnitude greater than that in the liquid dewar. Despite having nominally similar circuits for readout, the initial measurements taken in the PTR system had an energy resolution of approximately $5\text{ keV}$. In order to reduce the noise numerous modifications were made to the cryostat and associated electronics. The cables used for temperature regulation and control of the heat switch motor were filtered using $220\,\text{nF}$ and $22\,\text{nF}$ capacitive filters, respectively. A cable shield was added to the ADR magnet and heat switch cables and were connected at a single common point ground. The rotary valve was operated using a three phase power supply and the cable connecting the two was found to produce substantial radiative noise, requiring additional cable shields and grounding. For the readout electronics, the preamplifier output was filtered with $4\,\mu\text{F}$ filters and the electrical power for both the preamplifier and bias circuitry were transferred to $12\,\text{V DC}$ battery power. The cryostat electronics, including the magnet and heat switch power supplies, temperature controllers, and computer were moved to an isolation transformer to prevent interference caused by ground loops. The rotary valve generated substantial pickup and was separated from the other electronics and connected via a separate isolation transformer. Both isolation transformers, instrumentation racks, and cryostat were connected to a common earth ground. With these modifications, the noise floor of the SQUID preamplifier, shown in Figure 7.3, was substantially reduced and subsequently the resolution of the device improved.

In addition to the $60\,\text{Hz}$ pickup seen in earlier measurements, additional frequencies associated with relatively high amplitude noise appear in the noise spectrum. The source of this noise has been experimentally demonstrated to arise from the cooling system. To isolate the source of this pickup, a noise measurement was made with the compressor and rotary valve turned off and another with the compressor shut off and the rotary valve on for a short period of time ($< 10\,\text{s}$). Although both components should be operated simultaneously, the rotary valve can be operated briefly without the compressor without damaging the system. The measured noise from these two tests are shown in Figure 7.4. As can be seen the noise in the $7\,\text{kHz}$ region is the result of the compressor operation and not from the rotary valve. Unfortunately both are needed to maintain the cooling of the cryostat and therefore it is not possible to eliminate this pickup. Potential methods to suppress this noise are discussed in Chapter 8.2. These noise sources were included in the noise model and both the model and experimental measurement are shown in Figure 7.5. The model uses the same detector properties as those in Table 7.1 with the addition of the pickup at specific frequencies. The modeled noise is in good agreement with the experiment, although at higher frequencies the model predicts a lower total noise than was measured. This is the result of feedback in the room temperature amplifiers and is not included in the complex calorimeter model.

The signal and noise spectrum from the model can be compared with a measured pulse from the TES. The results of the model can be converted to the time domain for a comparison with the measured voltage pulse from the TES during operation. A comparison
Figure 7.3: Current noise from the transition edge sensor referred to the SQUID input coil taken shortly after the sensor was operational (gray line), and after modification to the cryostat were made to reduce the noise (black line).
Figure 7.4: The noise measured at the input of the SQUID with the compressor on and off.

Figure 7.5: Current noise as measured at the input of the SQUID operated in PTR system.
of the observed and modeled pulses are shown in Figure 7.6. The modeled pulse has a rise time $300 \mu$sec, as set by the thermal conductance of the Stycast connecting the absorber to the TES. The decay time of the pulse, determined by the thermal conductance of the SiN membrane is $\sim 10$ ms. While the modeled pulse is in overall agreement with the measured pulse, the fall time is longer in the measured pulse, this long athermal decay time has been observed in other microcalorimeter systems and the origins are currently not understood [150, 151]. The inclusion of the higher frequency pickup at 7 kHz is also visible in the modeled pulse. As shown in Figure 7.7, the 7kHz pickup can be clearly seen in both the experimental and modeled results. To understand the affect this pickup has on a spectroscopic measurement the noise profile shown in Figure 7.5 was sampled in the time domain and added to an idealized pulse from a 60 keV photon. This set of data was processed to create a energy spectrum with an energy resolution of 460 eV, in close agreement with the resolution of the measurements discussed in the following section.

### 7.2.2 Gamma-ray Measurements

After the reduction in noise, efforts were made to make spectroscopic measurements on $^{241}$Am and $^{133}$Ba sources. For this measurement, the TES was operated with a bath temperature of 95 mK. All events were recorded using a 12 bit analog-to-digital GAGE CompuScope 12100 PCI card and saved electronically for offline processing. Figure 7.6 is
Figure 7.7: Expanded view of the TES pulse and pulse generated from complex calorimeter model with the 7 kHz pickup is clearly visible.
Figure 7.8: Spectrum of an $^{241}$Am source taken using a single TES. The energy resolution (full width at half maximum) of the 60 keV line is 670 keV.

An example of a single event saved using the analog-to-digital system. After the acquisition, all events that appeared to be strongly affected by pickup or other anomalies were removed. The remaining pulses were then processed using an optimum (Wiener) filtering routine discussed in Appendix C. Figure 7.8 shows the spectrum from a $^{241}$Am source. The photopeak at 59.5 keV and tin escape lines at 31.5 keV and 34.541 keV are visible. The energy resolution of the 59.5 keV line is 668 eV.

An additional measurement was made of $^{133}$Ba, the spectrum is shown in Figure 7.9. Visible in the spectrum are the photopeak at 80.997 keV. The two large peaks at 30 and 35 keV are the result of the $K_{\alpha_{2}}$ and $K_{\alpha_{1}}$ cesium x-ray lines at 30.62 keV and 30.97 keV, and the $K_{\beta_{3}}$ and $K_{\beta_{1}}$ lines at 34.92 keV and 34.99 keV. Tin escape peaks around 52.5 keV and 55.7 keV can also be seen. The energy resolution of the 81 keV full-energy peak is 1.0 keV.

### 7.3 Discussion

The noise pickup in the PTR system is substantial and limits the performance of the sensor. Although the noise reduction techniques helped improved the energy resolution from $\sim$ 5 keV to 668 eV at 60 keV, the performance is still insufficient for the direct mea-
Figure 7.9: Spectrum of a $^{133}$Ba source. The two low energy peaks are the result of close lying cesium $K_{\alpha 2}$ and $K_{\alpha 1}$ lines at 30.62 keV and 30.97 keV, respectively and the cesium $K_{\beta 3}$ and $K_{\beta 1}$ lines at 34.92 keV and 34.99 keV, respectively. The energy resolution (full width at half maximum) of the 80.99 keV line is 1.0 keV.
measurement of $^{242}\text{Pu}$. As both the compressor and rotary valve must be operated for cooling, it is not possible to remove this pickup entirely and can only be suppressed to limit the effect on the signal. The expected noise performance can be predicted using the noise model used in Section 7.1.1. The 7 kHz pickup can be removed from the model, and the resulting signal and noise can be processed in the time domain for an estimate of the energy resolution without this noise contribution. Removal of the 7 kHz pickup improves the energy resolution to approximately 370 eV. This is still higher than the energy resolution calculated in Section 7.1.1 as the pickup in the $\sim 100$ Hz region degrades the performance.

An estimate also can be made of the energy resolution that can be achieved in the measurement of $^{242}\text{Pu}$ if the 7 kHz pickup could be removed. Using the measurement precision modeled developed in Chapter 4.7 with the same detector parameters, i.e. a background of 5 counts per channel with a detector count rate of 10 Hz, the precision in the $^{242}\text{Pu}$ measurement can be determined and for various energy resolutions is shown in Figure 7.10. With an energy resolution of 350 eV a total uncertainty of $\sim 6\%$ in the intensity of the 44.915 – keV peak from decay of $^{242}\text{Pu}$ would require over 100 detector · days. Multiple month measurements are prohibitive, especially when compared with existing NDA techniques that require only one day (See Table 1.1) and as discussed in Chapter 2, energy resolutions below 350 eV are necessary for direct measurements of $^{242}\text{Pu}$. To obtain higher precision the energy resolution will need to be improved by at least 100 eV and multiple sensors would be needed to obtain adequate statistics on a time scale of less than one week.
Figure 7.10: Precision in the measurement of $^{242}$Pu with a single pixel detector operated at 10 Hz per pixel for different sensor energy resolutions.
Chapter 8

Summary and Conclusions
8.1 Findings

Current nondestructive analysis methods cannot measure the $^{242}$Pu gamma ray signature directly, and therefore rely on correlations to infer the amount present. The uncertainty in these correlations, particularly in the case of materials of unknown origin, can be substantial and affects the overall quality of the plutonium analysis. The isotopic composition of plutonium varies with the reactor type and operating conditions and consequently is useful in determining the origin of the material. In the study of nuclear fuel from a BWR, a factor of $\sim 4$ improvement in the measurement of the $^{238}$Pu/$^{242}$Pu atom ratio would reduce the uncertainty in the initial $^{235}$U enrichment by a factor of $\sim 3$. Such an improvement would prove invaluable in nuclear safeguards. This thesis has investigated the possibility of measuring gamma ray emissions from $^{242}$Pu using high resolution transition edge sensors based on tin absorbers with superconducting Mo/Cu multilayer transition edge sensors.

The first part of the thesis has examined the detector requirements for measuring $^{242}$Pu. To understand the limits of performance and characterize the dependence these detectors have on a variety of design parameters, an analytical model was developed. The model shows that transition edge sensors can be built to meet the performance requirements for the measurement of $^{242}$Pu. From this model it was found that with nominal characteristics these devices have a limiting energy resolution of approximately $30\text{ eV}$, provided the operating temperature is $< 100\text{ mK}$ and the device is limited in size to $1\text{ mm}^3$. Ideally the noise is limited by the coupling between the absorber and the transition edge sensor; however, in practice additional noise sources from pick-up and other non-idealities degrade the performance.

The dependence on the energy resolution, acquisition time and sensor volume for this measurement were discussed and quantified the accuracy and precision that can be obtained with particular sensor characteristics. From this analysis it was shown that the direct detection of the 44.915 keV gamma-ray line of $^{242}$Pu is possible assuming nominal TES characteristics with 100 eV resolution and can be quantified in the presence of a $^{240}$Pu gamma-ray line at 45.242 keV, even if the emission is $\sim 1000$ times stronger. The accuracy and precision of the measurement depends on the percentage of the $^{242}$Pu in the sample, on the energy resolution of the TES detector and the total acquisition time. Based on the limitations of currently available TES fabrication techniques and the intrinsically low efficiency of the small tin absorber, it can be inferred that for concentrations of $^{242}$Pu found in reactor fuel, a detector with an energy resolution of about 100 eV would have to be operated for several weeks to obtain a precision in $^{242}$Pu measurement of $\sim 4\%$. To reduce the total measurement time, multiple well-characterized, high quality sensors would be required.

The second part of this thesis discussed the efforts to implement such a detector. Measurements made using a liquid cryogen system of a uranium oxide sample had an energy resolution of 180 eV for a single TES operated for six hours. To obtain better statistics, four acquisitions were made and the spectra summed. Small nonlinearities
in the detector response and drift in the signal height over days of operation degraded the energy resolution to $\sim 200\text{ eV}$. Although this resolution is well above the $30\text{ eV}$ theoretical limit, it is still sufficient to measure $^{242}\text{Pu}$ as the peak separation is $324\text{ eV}$ and it is reasonable to assume that currently available spectral analysis programs can extract the intensity of the low energy peak without significant error above that of counting statistics. To operate this sensor without the use of expensive liquid cryogens, we have designed and built, in collaboration with VeriCold Technologies, a liquid cryogen free PTR system. This system uses pressurized helium for precooling to $3\text{ K}$ and an ADR stage to cool to $< 100\text{ mK}$. The mechanical cooling system introduced significant noise requiring substantial modifications to the cryostat and support electronics to reduce. With these improvements the best performance obtained with this TES was $670\text{ eV}$ at $60\text{ keV}$. At present the performance of the sensor is limited by the pickup from the compressor required to maintain the precooling stage. To suppress this significant pickup will require additional modifications to the compressor and rotary valve.

Transition edge sensors have achieved energy resolution of $60 - 90\text{ eV}$ for gamma-rays up to $100\text{ keV}$. This energy resolution is sufficient for the measurement of the $^{242}\text{Pu}$ gamma ray. Simulations have indicated that the increased resolution combined with the decreased Compton continuum allows for the detection of this isotope in reactor grade plutonium samples. However, this gamma-signature is weak and with the low count rate of the TES long acquisition times and/or multiple sensors are required to obtain sufficiently small total uncertainties. Measurements made using the liquid cryogen system have shown an energy resolution of approximately $180\text{ eV}$ at $60\text{ keV}$. Operation of this sensor in the pulse tube refrigeration system had higher noise due to the pickup from the compressor used for cooling. Despite signal filtering and additional shielding the sensor could not provide the energy resolution necessary for the direct measurement of the $44.915\text{ keV}$ gamma ray of $^{242}\text{Pu}$. Despite this, the data can be accurately reproduced using a numerical noise model. If the noise contributions from the mechanical cooling could be suppressed, the performance of the device would be $\sim 250\text{ eV}$, adequate to demonstrate the feasibility of this measurement.

### 8.2 Future Efforts

Through this research questions have arisen that require further investigation. To precisely measure low-intensity gamma-ray signatures, arrays of well-characterized sensors must be fabricated. Liquid cryogen systems are expensive to operate; however, the additional noise from PTR systems must be reduced in order for practical measurements to be made. Further reduction in the noise level will require additional modifications to the cryostat. The helium lines provide an electrical connection from the compressor to the rotary valve and cryostat, and are a coupling path for the compressor noise into the system. Nonconductive fittings should be added to these lines to electrically isolate the cryostat from the compressor and prevent this pickup. As the helium lines are $\sim 50\text{ ft}$ in
length, the compressor can also be relocated to another room and powered from an electrical distribution panel on a circuit separate from the cryostat and readout electronics to reduce the interference from the magnetic fields emitted from the compressor. If these improvements are successful in removing the excess noise, this work has shown that these sensor hold promise for high resolution spectroscopic measurements in nuclear safeguards.
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Appendix A

Derivations
A.1 Temperature Response of a Simple Transition Edge Sensor

The thermal equation governing the response of the transition edge sensor is given by

\[ C \frac{dT(t)}{dt} = P_{\text{bath}}(T, T_b) + E_\gamma \delta(t - t_\gamma) \]  
(A.1)

where

\[ P_{\text{bath}}(T, T_b) = G(T - T_b) \]  
(A.2)

substituting equation (A.2) into equation (A.1) we arrive at

\[ C \frac{dT(t)}{dt} = G(T(t) - T_b) + E_\gamma \delta(t - t_\gamma) \]  
(A.3)

rearranging

\[ \frac{dT(t)}{dt} + \frac{G}{C} T(t) = \frac{1}{C} (GT_b) + \frac{E_\gamma}{C} \delta(t - t_\gamma) \]  
(A.4)

This is an ordinary differential equation of the form

\[ y' + P(x)y = Q(x) \]  
(A.5)

whose solution is

\[ y = \frac{\int Q(x)M(x)dx}{M(x)} \]  
(A.6)

where \( M(x) \) is the integrating factor, given by

\[ M(x) = e^{\int P(x)dx} \]  
(A.7)

Solving for \( T(t) \)

\[ \left( e^{\int \frac{G}{C} dt} T(t) \right)' = \left( e^{\int \frac{G}{C} dt} \left( \frac{1}{C} (GT_b) + \frac{E_\gamma}{C} \delta(t - t_\gamma) \right) \right) \]

\[ T(t) = \frac{\int e^{\int \frac{G}{C} dt} \left( \frac{1}{C} (GT_b) + \frac{E_\gamma}{C} \delta(t - t_\gamma) \right) dt}{e^{\int \frac{G}{C} dt}} \]

\[ = \int e^{\frac{G}{C} t} \left( \frac{1}{C} (GT_b) + \frac{E_\gamma}{C} \delta(t - t_\gamma) \right) dt \]

\[ = \int e^{\frac{G}{C} t} \frac{1}{C} (GT_b) dt + \int e^{\frac{G}{C} t} \frac{E_\gamma}{C} \delta(t - t_\gamma) dt \]
Recall $\int f(x)\delta(x) = f(0)$, for $t_\gamma = 0$

$$T(t) = \frac{C_1}{C} (GT_b) e^{\frac{E}{C} t} + \frac{E_e}{C} e^{\frac{E}{C} t}$$

$$= T_b + \frac{E_e}{C} e^{\frac{E}{C} t}$$

$$= T_b + \frac{E_e}{C} e^{\frac{1}{\tau_0}}$$  \hfill (A.8)

**A.2 Simplification of the Simple Calorimeter Phonon and Johnson Noise**

From equation (3.36) the phonon noise can be expressed as

$$\langle |\triangle I_{ph}(\omega)|^2 \rangle = 2k_b \left( T_b^2 + T^2 \right) G \left| \frac{-I\alpha}{(G_{ETF} + G + j\omega C) T} \right|^2$$

$$= 2k_b \left( T_b^2 + T^2 \right) G \left| \frac{-I\alpha}{\tau_{eff} (1 + j\omega \tau_{eff}) T} \right|^2$$

$$= 2k_b \left( T_b^2 + T^2 \right) G \frac{T^2 \alpha^2 \tau_{eff}^2}{C^2 T^2} \frac{1}{1 + \omega^2 \tau_{eff}^2}$$

Recall $P = \frac{V^2}{R} = IV$

$$= 2k_b \left( T_b^2 + T^2 \right) \frac{G \alpha^2 \tau_{eff}^2}{R C^2 T^2} \cdot \frac{1}{1 + \omega^2 \tau_{eff}^2}$$

$$= 2k_b \left( T_b^2 + T^2 \right) \frac{G}{PR} \left( \frac{\alpha P}{TG} \right)^2 \left( \frac{\tau_{eff}}{\tau_0} \right)^2 \frac{1}{1 + \omega^2 \tau_{eff}^2}$$

We arrive at

$$\langle |\triangle I_{ph}(\omega)|^2 \rangle = 2k_b \left( T_b^2 + T^2 \right) \frac{G}{V^2} \left( \frac{\alpha P}{TG} \right)^2 \left( \frac{\tau_{eff}}{\tau_0} \right)^2 \frac{1}{1 + \omega^2 \tau_{eff}^2}$$

The Johnson noise from equation (3.39) is given by

$$\langle |\triangle I_{jh}(\omega)|^2 \rangle = 4k_b T R \left( \frac{1}{R} + \frac{-I^2 \alpha}{(G_{ETF} + G + j\omega C) T} \right)^2$$
Simplifying

\[ \langle |\Delta I_{jh}(\omega)|^2 \rangle = 4k_b TR \left| \frac{1}{R} + \frac{-I^2\alpha}{TC (1 + j\omega\tau_{eff})} \right|^2 \]

\[ = 4k_b TR \left| \frac{1}{R} + \frac{-I^2\alpha\tau_{eff}}{TC (1 + j\omega\tau_{eff})} \right|^2 \]

\[ = 4k_b TR \left| \frac{TC (1 + j\omega\tau_{eff}) - RI^2\alpha\tau_{eff}}{RTC (1 + j\omega\tau_{eff})} \right|^2 \]

\[ = 4k_b TR \left| \frac{C (1 + j\omega\tau_{eff}) - \frac{p_0}{\tau_{eff}}}{RC (1 + j\omega\tau_{eff})} \right|^2 \]

\[ = 4k_b TR \left| \frac{\tau_0 (1 + j\omega\tau_{eff}) - \tau_{eff} G_{EFF}}{R\tau_0 (1 + j\omega\tau_{eff})} \right|^2 \]

\[ = 4k_b TR \left| \frac{\tau_{eff} \left( \frac{\tau_0}{\tau_{eff}} + j\omega\tau_0 - \frac{G_{EFF}}{G} \right)}{R\tau_0 (1 + j\omega\tau_{eff})} \right|^2 \]

\[ = 4k_b TR \left| \frac{\tau_{eff} \left( G + G_{EFF} - \frac{G_{EFF}}{G} + j\omega\tau_0 \right)}{R\tau_0 (1 + j\omega\tau_{eff})} \right|^2 \]

\[ = 4k_b TR \left| \frac{\tau_{eff}}{R\tau_0 (1 + j\omega\tau_{eff})} \right|^2 \]

we arrive at

\[ \langle |\Delta I_{jh}(\omega)|^2 \rangle = \frac{4k_b T}{R} \left( \frac{\tau_{eff}}{\tau_0} \right)^2 \frac{1 + \omega^2 \tau_0^2}{1 + \omega^2 \tau_{eff}^2} \]

### A.3 Power Spectrum of TES Signal Current

To calculate the frequency spectrum of the signal current in a TES we begin with equation (3.16)

\[ \Delta T(t) = \frac{E_X}{C} e^{-\frac{t}{\tau_{0}}} \]  
(A.9)

Recalling equation (3.31)

\[ \Delta I = -\frac{V}{R^2} \frac{\partial R}{\partial T} \Delta T \]  
(A.10)

\[ \Delta I = -\frac{\alpha I}{T} \Delta T \]  
(A.11)
Substituting equation (3.16) into equation (A.11) the current variation from the absorption of a photon will be

\[ \Delta I(t) = \frac{\alpha I E_\gamma}{T} e^{-\frac{i}{\tau_{\text{eff}}}} \]  
\[ = G \frac{\alpha P}{T G} \frac{I}{P} e^{-\frac{i}{\tau_{\text{eff}}}} \]  
\[ = -\frac{1}{\tau_0} \left( \frac{\alpha P}{TG} \right) \frac{1}{V} e^{-\frac{i}{\tau_{\text{eff}}}} \]  
\[ = -\left( \frac{1 + \frac{\alpha P}{\tau_0 G}}{\tau_0} - \frac{1}{\tau_0} \right) \frac{1}{V} e^{-\frac{i}{\tau_{\text{eff}}}} \]  
\[ = -\left( \frac{1}{\tau_{\text{eff}}} - \frac{1}{\tau_0} \right) \frac{E_\gamma}{V} e^{-\frac{i}{\tau_{\text{eff}}}} \]  

The frequency power spectrum resulting from a photon absorption is given by

\[ \Delta I(\omega) = \int_0^\infty \Delta I(t) e^{-j\omega t} d\omega \]  

Substituting equation (A.16) into equation (A.17)

\[ \Delta I(\omega) = \int_0^\infty -\left( \frac{1}{\tau_{\text{eff}}} - \frac{1}{\tau_0} \right) \frac{E_\gamma}{V} e^{-\frac{i}{\tau_{\text{eff}}} e^{-j\omega t}} d\omega \]  

where \( j^2 = -1 \).

\[ \Delta I(\omega) = -\left( \frac{1}{\tau_{\text{eff}}} - \frac{1}{\tau_0} \right) \frac{E_\gamma}{V} \frac{1}{\tau_{\text{eff}}} + j\omega \]  

The magnitude of the signal frequency power spectrum is

\[ |\Delta I(\omega)| = \left( \frac{1}{\tau_{\text{eff}}} - \frac{1}{\tau_0} \right) \frac{E_\gamma}{V} \frac{\tau_{\text{eff}}}{\sqrt{1 + \omega^2 \tau_{\text{eff}}^2}} \]  

A.4 Thevenin Equivalent Bias Circuit

A schematic of the experimental bias circuit used to operate a TES is shown in Figure A.1. A power supply is used to provide a voltage \( V_b \) through the bias resistor \( R_b \). The voltage is applied to in parallel to shunt resistor \( R_S \) and the TES \( R(T, I) \) with inductor \( L \). To simplify the analysis, this can be expressed as a Thevenin \( R(T, I) \) with inductor \( L \). For this example, the Thevenin equivalent voltage is given by

\[ V_{th} = \frac{V_b R_S}{R_S + R_b} \]
Figure A.1: A schematic of the experimental bias circuit used to operate a TES (left) and the Thevenin equivalent circuit (right).

For typical values of $R_S$ and $R_b$, $V_{th} \sim \mu V$. The equivalent resistance is given as

$$R_{th} = \frac{R_SR_b}{R_S + R_b}$$  \hspace{1cm} (A.22)

for $R_b \gg R_s$, $R_{th} \rightarrow R_S$. This equivalent circuit is used in the basic and complex calorimeter derivations [111].

A.5 Simplification of the Basic Calorimeter Thermal and Current Response

The following is the derivation of the basic calorimeter discussed in Section 4.1 with the addition of a circuit noise source, $i_{cn}(t)$. The circuit is shown in Figure A.2. Starting with the thermal equation

$$C \frac{d}{dt} \triangle T = I_0 v_{dn}(t) + p_{ph}(t) + P_{\gamma}(t) + V (2 + \beta) \Delta I + \left( \frac{P_{\alpha}}{T_0} - G \right) \Delta T$$  \hspace{1cm} (A.23)

and

$$\triangle T = \frac{T_0}{\alpha V} (v_{cn}(t) - R_L i_{cn}(t) - v_{dn}(t)) - \frac{T_0}{\alpha I_0} \left( 1 + \beta + \frac{R_L}{R_0} \right) \Delta I$$  \hspace{1cm} (A.24)
Figure A.2: Schematic of a basic calorimeter. The components are the same as that in Figure 4.1 with the addition of a variable current noise source $i_{cn}(t)$.

Rearranging (A.24)

$$\Delta T = -\frac{T_0}{\alpha I_0 R_0} (R_0 (1 + \beta) + R_L) \Delta I + \frac{T_0}{\alpha V} (v_{cn}(t) - R_L i_{cn}(t) - v_{dn}(t))$$

$$= -\frac{T_0}{\alpha V} ((R_0 (1 + \beta) + R_L) \Delta I + v_{cn}(t) - R_L i_{cn}(t) - V_{dn}(t))$$

$$= -\frac{T_0}{\alpha V} (R_0 (1 + \beta) + R_L) \left( \Delta I + \frac{-v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right)$$

(A.25)

Substituting equation (A.25) into equation (A.23) and simplifying

$$C \frac{d}{dt} \left( -\frac{T_0}{\alpha V} (R_0 (1 + \beta) + R_L) \left( \Delta I + \frac{-v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right) \right) =$$

$$I_0 V_{dn}(t) + p_{ph}(t) + P_\gamma(t) + V (2 + \beta) \Delta I$$

$$+ \left( \frac{P_\alpha}{T_0} - G \right) \left( -\frac{T_0}{\alpha V} (R_0 (1 + \beta) + R_L) \left( \Delta I + \frac{-v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right) \right)$$

(A.26)
\[
-C \left( \frac{T_0 (R_0 (1 + \beta) + R_L)}{\alpha V} \right) \frac{d}{dt} \left( \Delta I + \frac{-v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right) = \\
V (2 + \beta) \Delta I + I_0 v_{dn}(t) + p_{ph}(t) + P_\gamma(t) \\
+ \left( \frac{P_\alpha}{T} - G \right) \left( -T_0 \frac{(R_0 (1 + \beta) + R_L)}{\alpha V} \right) \Delta I \\
+ \left( \frac{T_0 (R_0 (1 + \beta) + R_L)}{\alpha V} \right) \left( \frac{v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right) 
\] (A.27)

\[
-C \left( \frac{T_0 (R_0 (1 + \beta) + R_L)}{\alpha V} \right) \frac{d}{dt} \left( \Delta I + \frac{-v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right) = \\
V (2 + \beta) \Delta I + I_0 v_{dn}(t) + p_{ph}(t) + P_\gamma(t) \\
+ \left( \frac{P_\alpha}{T_0} - G \right) \left( -T_0 \frac{(R_0 (1 + \beta) + R_L)}{\alpha V} \right) \Delta I \\
+ \left( \frac{T_0 (R_0 (1 + \beta) + R_L)}{\alpha V} \right) \left( \frac{v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right) 
\] (A.28)

\[
-C \left( \frac{T_0 (R_0 (1 + \beta) + R_L)}{\alpha V} \right) \frac{d}{dt} \left( \Delta I + \frac{-v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right) = \\
V (2 + \beta) \Delta I + I_0 v_{dn}(t) + p_{ph}(t) + P_\gamma(t) \\
+ \left( \frac{P_\alpha}{T_0} - G \right) \left( -T_0 \frac{(R_0 (1 + \beta) + R_L)}{\alpha V} \right) \Delta I \\
+ \left( \frac{T_0 (R_0 (1 + \beta) + R_L)}{\alpha V} \right) \left( \frac{v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right) 
\] (A.29)

\[
-C \left( \frac{T_0 (R (1 + \beta) + R_L)}{\alpha V} \right) \frac{d}{dt} \left( \Delta I + \frac{-v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right) = \\
V (2 + \beta) \Delta I + \left( \frac{P_\alpha}{T} - G \right) \left( -T_0 \frac{(R_0 (1 + \beta) + R_L)}{\alpha V} \right) \Delta I \\
+ I_0 v_{dn}(t) + p_{ph}(t) + P_\gamma(t) \\
+ \left( \frac{P_\alpha}{T_0} - G \right) \left( -T_0 \frac{(R_0 (1 + \beta) + R_L)}{\alpha V} \right) \left( \frac{-v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right) 
\] (A.30)
\[
\frac{d}{dt} \left( \Delta I + \frac{-v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right) = \left( \frac{-\alpha V}{T_0 (R_0 (1 + \beta) + R_L)} \right) \Delta I \\
+ \left( \frac{-\alpha V}{T_0 (R (1 + \beta) + R_L)} \right) \left( I_0 v_{dn}(t) + p_{ph}(t) + P_{\gamma}(t) + \left( \frac{P\alpha}{T_0} - G \right) \left( \frac{-T_0 (R_0 (1 + \beta) + R_L)}{\alpha V} \right) \left( \frac{-v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right) \right) \quad (A.31)
\]

We will solve each component piecewise

\[
\frac{d}{dt} \left( \Delta I + \frac{-v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right) = A \Delta I + B \quad (A.32)
\]

where

\[
A = \left( \frac{-\alpha V}{T_0 (R_0 (1 + \beta) + R_L)} \right) \left( V (2 + \beta) + \left( \frac{P\alpha}{T_0} - G \right) \left( \frac{-T_0 (R_0 (1 + \beta) + R_L)}{\alpha V} \right) \right) \quad (A.33)
\]

and

\[
B = \left( \frac{-\alpha V}{T_0 (R_0 (1 + \beta) + R_L)} \right) \left( I_0 v_{dn}(t) + p_{ph}(t) + P_{\gamma}(t) + \left( \frac{P\alpha}{T_0} - G \right) \left( \frac{-T_0 (R_0 (1 + \beta) + R_L)}{\alpha V} \right) \left( \frac{-v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{(R_0 (1 + \beta) + R_L)} \right) \right) \quad (A.34)
\]

Start with \(A\)

\[
A = \left( \frac{-\alpha V}{T_0 (R_0 (1 + \beta) + R_L)} \right) \left( V (2 + \beta) + \left( \frac{P\alpha}{T_0} - G \right) \left( \frac{-T_0 (R_0 (1 + \beta) + R_L)}{\alpha V} \right) \right) \quad (A.35)
\]

\[
= \left( \frac{-\alpha}{T_0 (R_0 (1 + \beta) + R_L)} \right) \left( V^2 (2 + \beta) - \frac{T_0 G}{\alpha} \left( \frac{P\alpha}{TG} - 1 \right) (R_0 (1 + \beta) + R_L) \right) \quad (A.36)
\]

\[
= -\alpha \frac{2V^2 + V^2 \beta}{T_0 (R (1 + \beta) + R_L)} + G \left( \frac{P\alpha}{TG} - 1 \right) \quad (A.37)
\]
Recall that \( V^2 = PR \)

\[
A = \frac{-2PR_0\alpha - PR_0\alpha \beta}{T_0 (R_0 (1 + \beta) + R_L)} + \frac{P\alpha}{T_0} - G 
\]  
(A.38)

\[
= \frac{-2PR_0\alpha T_0}{T_0^2 (R_0 (1 + \beta) + R_L)} - \frac{T_0^2 PR_0\alpha \beta}{T_0^2 (R_0 (1 + \beta) + R_L)} + \frac{P\alpha T (R_0 (1 + \beta) + R_L)}{T_0^2 (R_0 (1 + \beta) + R_L)} - \frac{GT^2 (R_0 (1 + \beta) + R_L)}{T_0^2 (R_0 (1 + \beta) + R_L)} 
\]  
(A.39)

\[
= \frac{-2PR_0\alpha T_0 - TPR_0\alpha \beta + (P\alpha - GT) (T_0 (R_0 (1 + \beta) + R_L))}{T_0^2 (R_0 (1 + \beta) + R_L)} 
\]  
(A.40)

\[
= \frac{-2PR_0\alpha T_0 - TPR_0\alpha \beta + (PT_0 R_0\alpha - GR_0 T^2) (1 + \beta + \frac{R_L}{R_0})}{R_0 T_0^2 (1 + \beta + \frac{R_L}{R_0})} 
\]  
(A.41)

\[
= \frac{-2PR_0\alpha T_0 - TPR_0\alpha \beta + PT_0 R_0\alpha + PT_0 R_0\alpha + PR_0\alpha \beta + PT_0 R_L\alpha - GR_0 T_0^2 - \beta GR_0 T_0^2 - GR_L T_0^2}{R_0 T_0^2 (1 + \beta + \frac{R_L}{R_0})} 
\]  
(A.42)

\[
= \frac{-PT_0 R_0\alpha + PT_0 R_L\alpha - GR_0 T_0^2 - \beta GR_0 T_0^2 - R_0 G \frac{R_L}{R_0} T_0^2}{R_0 T_0^2 (1 + \beta + \frac{R_L}{R_0})} 
\]  
(A.43)

\[
= \frac{PT_0 R_0\alpha}{R_0 T_0^2 (1 + \beta + \frac{R_L}{R_0})} + \frac{-GR_0 T^2 (1 + \beta + \frac{R_L}{R_0})}{R_0 T_0^2 (1 + \beta + \frac{R_L}{R_0})} 
\]  
(A.44)

\[
= \frac{P\alpha R (1 + \frac{R_L}{R_0})}{R_0 T_0 (1 + \beta + \frac{R_L}{R_0})} - G 
\]  
(A.45)

\[
A = -G \left( L \left( \frac{1 - \frac{R_L}{R_0}}{1 + \beta + \frac{R_L}{R_0}} + 1 \right) \right) 
\]  
(A.46)

where the low frequency loop gain \( L \) is given by

\[
L \equiv \frac{P\alpha}{GT_0} 
\]  
(A.47)

Simplifying \( B \)

\[
B = \left( \frac{-\alpha V}{T_0 (R_0 (1 + \beta) + R_L)} \right) \left( I_0 v_{dn}(t) + p_{ph}(t) + P_{\gamma}(t) \right) 
\]

\[
+ \left( \frac{P\alpha}{T_0} - G \right) \left( \frac{-T_0 (R_0 (1 + \beta) + R_L)}{\alpha V} \right) \left( \frac{-v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)}{R_0 (1 + \beta) + R_L} \right) 
\]  
(A.48)
\[
= \left( \frac{-\alpha V}{T_0 (R_0 (1 + \beta) + R_L)} \right)
\left( I_0 v_{dn}(t) + p_{ph}(t) + P_\gamma(t) + \left( \frac{P \alpha}{T_0} - G \right) \left( \frac{-T_0}{\alpha V} \right) (-v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)) \right)
\]

\[
= \left( \frac{-\alpha V}{T_0 (R_0 (1 + \beta) + R_L)} \right)
\left( -\frac{G T_0}{\alpha V} (L - 1) (-v_{cn}(t) + R_L i_{cn}(t) + V_{dn}(t)) + (I_0 v_{dn}(t) + p_{ph}(t) + P_\gamma(t)) \right)
\]

\[
= \left( \frac{-1}{(R_0 (1 + \beta) + R_L)} \right)
\left( G (L - 1) (v_{cn}(t) - R_L i_{cn}(t) - V_{dn}(t)) + \frac{\alpha V}{T_0} (I_0 v_{dn}(t) + p_{ph}(t) + P_\gamma(t)) \right)
\]

\[
= \left( \frac{-G (L - 1) (v_{cn}(t) - R_L i_{cn}(t) - V_{dn}(t))}{(R_0 (1 + \beta) + R_L)} - \frac{\alpha V}{T_0} (I_0 v_{dn}(t) + p_{ph}(t) + P_\gamma(t)) \right)
\]

\[
= \frac{G (1 - L) (v_{cn}(t) - R_L i_{cn}(t) - v_{dn}(t))}{(R_0 (1 + \beta) + R_L)} - \frac{\alpha V}{T_0} (I_0 v_{dn}(t)) - \frac{\alpha V}{T_0} (p_{ph}(t) + P_\gamma(t))
\]

\[
B = \frac{G (1 - L) (v_{cn}(t) - R_L i_{cn}(t))}{(R_0 G T_0 (1 + \beta) + R_L)}
\]

\[
\frac{D}{(R_0 (1 + \beta) + R_L)} - \frac{\alpha V}{T_0} (I_0 v_{dn}(t)) - \frac{\alpha V}{T_0} (p_{ph}(t) + P_\gamma(t))
\]

Simplifying \( C \)

\[
C = \frac{G (1 - L) (v_{cn}(t) - R_L i_{cn}(t))}{(R_0 (1 + \beta) + R_L)}
\]

\[
= \frac{G (1 - L) (v_{cn}(t) - R_L i_{cn}(t))}{R_0 (1 + \beta) + R_L}
\]

Simplifying \( D \)

\[
D = - \left( \frac{G (1 - L)}{(R_0 (1 + \beta) + R_L)} + \frac{\alpha IV}{T_0} \frac{1}{(R_0 (1 + \beta) + R_L)} v_{dn}(t) \right)
\]
Recall $P = IV$

$$D = -G \left( \frac{(1 - L)}{\bar{R}_0 (1 + \beta) + R_L} + \frac{\alpha P}{GT_0 (R_0 (1 + \beta) + R_L)} \right) v_{dn}(t)$$  \hspace{1cm} (A.58)

$$= -G \left( \frac{(1 - L) + \frac{\alpha P}{GT_0}}{R_0 (1 + \beta) + R_L} \right) v_{dn}(t)$$  \hspace{1cm} (A.59)

$$= -G \frac{v_{dn}(t)}{(R_0 (1 + \beta) + R_L)}$$  \hspace{1cm} (A.60)

Simplifying $E$

$$E = -\frac{\alpha V}{T_0} \frac{(p_{ph}(t) + P_\gamma(t))}{(R_0 (1 + \beta) + R_L)}$$  \hspace{1cm} (A.61)

$$= -\frac{\alpha IV}{T_0 I_0} \frac{(p_{ph}(t) + P_\gamma(t))}{(R_0 (1 + \beta) + R_L)}$$  \hspace{1cm} (A.62)

$$= -GL \frac{(p_{ph}(t) + P_\gamma(t))}{I_0 (R_0 (1 + \beta) + R_L)}$$  \hspace{1cm} (A.63)

Substituting $C$, $D$, and $E$ (equations (A.56), (A.60), and (A.63)) for $B$ (equation (A.54)) we find

$$B = \bar{G} (1 - L) \frac{v_{cn}(t) - R_L i_{cn}(t)}{R_0 (1 + \beta) + R_L} + \frac{-G}{(R_0 (1 + \beta) + R_L)} \frac{v_{dn}(t)}{\bar{v}_{dn}(t)} + GL \frac{(p_{ph}(t) + P_\gamma(t))}{I_0 (R_0 (1 + \beta) + R_L)}$$  \hspace{1cm} (A.64)

Substituting $A$ (A.46) and $B$ (A.64) into (A.32) we arrive at

$$C \frac{d}{dt} \left( \Delta I + \frac{-v_{cn}(t) + R_L i_{cn}(t) + v_{dn}(t)}{R_0 (1 + \beta) + R_L} \right) = -G \left( L \frac{(R_0)}{(1 + \beta + \frac{R_L}{R_0}) - 1} + 1 \right) \Delta I + \bar{G} \frac{(p_{ph}(t) + P_\gamma(t))}{I_0 (R_0 (1 + \beta) + R_L)}$$  \hspace{1cm} (A.65)

Simplifying

$$C \frac{d}{dt} \left( \Delta I + \frac{-v_{cn}(t) + R_L i_{cn}(t) + v_{dn}(t)}{R_0 (1 + \beta) + R_L} \right) = \left( L \frac{(1 - \frac{R_L}{R_0})}{(1 + \beta + \frac{R_L}{R_0}) + 1} \right) \Delta I + \bar{G} \frac{(p_{ph}(t) + P_\gamma(t))}{I_0 (R_0 (1 + \beta) + R_L)}$$  \hspace{1cm} (A.66)

Setting $i_{cn}(t) = 0$ we arrive at equation (4.19).
A.6 Calculation of Energy Resolution from Noise Equivalent Power

Calculation of Energy Resolution

From equation (4.41) the energy resolution is given by [32]

\[ \triangle E_{FWHM} = 2\sqrt{2\ln 2} \left( \int_{0}^{\infty} \frac{4}{\text{NEP}^2(f)} df \right)^{-\frac{1}{2}} \]  
(A.67)

where \( f = \omega / 2 \pi \) and the total NEP is given by equation (4.42). The integral can be solved as

\[ \int_{0}^{\infty} \frac{1}{a + b \cdot (2\pi x^2)} dx = \frac{\sqrt{\pi}a}{4b} = \frac{1}{4b\sqrt{\pi/a}} = \frac{1}{4\sqrt{ab}} \]  
(A.68)

Total NEP can be expressed as

\[ \text{NEP}^2(2\pi f) = \frac{1}{L^2} \left( p_{tn}^2 + \frac{(2\pi f)^2 \tau_0^2}{L^2} \cdot I_0^2 v_{dn}^2 + \frac{(1 - L)^2}{L^2} \cdot I_0^2 \left( v_{cn}^2 + R_L^2 i_{cn}^2 \right) \right) \]  
(A.69)

Solving for \( a \) and \( b \) we find

\[ a = p_{tn}^2 + \frac{I_0^2}{L^2} \left( v_{dn}^2 + (1 - L)^2 \left( v_{cn}^2 + R_L^2 i_{cn}^2 \right) \right) \]  
(A.70)

\[ b = \frac{\tau_0^2 I_0^2}{L^2} \left( v_{dn}^2 + v_{cn}^2 + R_L^2 i_{cn}^2 \right) \]  
(A.71)

Substituting equations (A.70) and (A.71) into (A.68)

\[ \frac{1}{4\sqrt{ab}} = \frac{1}{4 \frac{\tau_0 I_0}{L} \sqrt{\left( p_{tn}^2 + \frac{I_0^2}{L^2} \left( v_{dn}^2 + (1 - L)^2 \left( v_{cn}^2 + R_L^2 i_{cn}^2 \right) \right) \right) \left( v_{dn}^2 + v_{cn}^2 + R_L^2 i_{cn}^2 \right)}} \]  
(A.72)

The energy resolution is given by

\[ \triangle E_{FWHM} = 2\sqrt{2\ln 2} \frac{\tau_0 I_0}{L} \sqrt{\left( p_{tn}^2 + \frac{I_0^2}{L^2} \left( v_{dn}^2 + (1 - L)^2 \left( v_{cn}^2 + R_L^2 i_{cn}^2 \right) \right) \right) \left( v_{dn}^2 + v_{cn}^2 + R_L^2 i_{cn}^2 \right)} \]  
(A.73)
Comparison with Strong Electrothermal Feedback

For zero load resistance $R_L = 0$ the equation (A.73) becomes

$$
\Delta E_{FWHM} = 2\sqrt{2\ln 2} \sqrt{\frac{T_0}{L^2} \left[ L^2 p_{tn}^2 \cdot I_0^2 v_{dn}^2 + I_0^3 v_{dn}^3 \right]} \quad (A.74)
$$

$$
\Delta E_{FWHM} = 2\sqrt{2\ln 2} \sqrt{\frac{T_0}{L^2} \cdot L \cdot I_0 \left[ p_{tn}^2 v_{dn}^2 + \frac{I_0^2 v_{dn}^4}{L^2} \right]} \quad (A.75)
$$

For $L \ll 1$ we find

$$
\Delta E_{FWHM} = 2\sqrt{2\ln 2} \sqrt{\frac{T_0}{L} \cdot \frac{I_0 \cdot p_{tn} v_{dn}^2}{L}} \quad (A.76)
$$

We define $p_{tn}$ and $v_{dn}$ by equations (3.21) and (3.22).

$$
\Delta E_{FWHM} = 2\sqrt{2\ln 2} \sqrt{\frac{T_0}{L} \cdot \frac{I_0 \cdot \tau_0}{L} \cdot \frac{p_{tn} \cdot v_{dn}^2}{L}} \quad (A.77)
$$

For $T_b \ll T_0$ and $\tau_0 = C/G$

$$
\Delta E_{FWHM} = 2\sqrt{2\ln 2} \sqrt{\frac{C \cdot I_0}{G \cdot L} \sqrt{\left( 2k_B \left( T_b^2 + T_0^2 \right) \right) \left( 4k_B T_0 R \right)}} \quad (A.78)
$$

Rearranging

$$
\Delta E_{FWHM} = 2\sqrt{2\ln 2} \sqrt{\frac{2k_B T_0}{L} \cdot \frac{C \cdot I_0}{G \cdot L} \cdot \frac{2GT_0 R}{2GT_0}} \quad (A.79)
$$

$$
\Delta E_{FWHM} = 2\sqrt{2\ln 2} \sqrt{\frac{2k_B C T_0}{L} \cdot \frac{2GT_0 R I_0^2}{G^2 \cdot 4T_0}} \quad (A.80)
$$

$$
\Delta E_{FWHM} = 2\sqrt{2\ln 2} \sqrt{4k_B C T_0^2 \sqrt{\frac{R I_0^2}{2T_0 L^2 G}}} \quad (A.81)
$$

Recall $P = I R^2$ and

$$
\Delta E_{FWHM} = 2\sqrt{2\ln 2} \sqrt{4k_B C T_0^2 \sqrt{\frac{P}{2T_0 G} \left( \frac{GT_0}{P \alpha} \right)^2}} \quad (A.82)
$$

$$
\Delta E_{FWHM} = 2\sqrt{2\ln 2} \sqrt{4k_B C T_0^2 \sqrt{\frac{1}{2T_0 G P} \left( \frac{GT_0}{\alpha} \right)^2}} \quad (A.83)
$$

Substituting $P = \frac{GT_0}{n}$

$$
\Delta E_{FWHM} = 2\sqrt{2\ln 2} \sqrt{4k_B C T_0^2 \cdot \frac{1}{\alpha} \sqrt{\frac{1}{2T_0 G \cdot GT_0} \left( GT_0 \right)^2}} \quad (A.84)
$$

$$
\Delta E_{FWHM} = 2\sqrt{2\ln 2} \sqrt{4k_B C T_0^2 \cdot \frac{1}{\alpha} \sqrt{\frac{n}{2}}} \quad (A.85)
$$
In agreement with the expression found in [106].
Appendix B

Calculation of Sensor Parameters
In the following we calculate the heat capacities, thermal conductivities for various materials used in transition edge sensors. Material properties used for these calculations are listed in Section B.6.

**B.1 Heat Capacity of Tin and Transition Edge Sensor**

For normal metals at temperatures well below the Debye temperature $\theta_D$, $T < \theta_D/10$, the heat capacity is given by the sum of the electron and phonon heat capacities, $C_{el}$ and $C_{ph}$, respectively. The electronic heat capacity scales linearly with temperature and the phonon heat capacity scales by $T^3$, this can be expressed as [107, 110]

$$C_{total} = C_{el} + C_{ph}$$

$$= \gamma T + \beta T^3$$

where

$$\beta = \frac{12}{5} \pi^4 k_B N_0 \left( \frac{1}{\theta_D} \right)^3$$

$N_0$ is the atom number density and $\gamma$ is the Sommerfeld constant. For a material of density $\rho$, atomic mass $A$, and volume $V$, equation (B.2) can be expressed as

$$C_{total} = \frac{\rho}{A} \gamma T + \frac{12}{5} \pi^4 k_B N_0 \left( \frac{T}{\theta_D} \right)^3$$

At the superconducting transition temperature $T_C$, the heat capacity increases by $1.43\gamma T$ above its normal-state value, where $\gamma T$ is the normal state electronic specific heat. Below $T_C$ the electronic specific heat decreases exponentially and at temperatures $T \ll T_C$, the heat capacity of the system is dominated by the phonon system

$$C_{total} \approx C_{ph} = \frac{12}{5} \pi^4 k_B N_0 \left( \frac{T}{\theta_D} \right)^3$$

**B.1.1 Heat Capacity of Tin Absorber**

The operating temperature of $T = 100 \text{mK}$ is substantially below the 3.72 K transition temperature of tin. The heat capacity of the tin absorber can be calculated using equation (B.5)

$$C_{ph} = \frac{12}{5} \pi^4 \left(3.7 \times 10^{28} \text{ m}^{-3}\right) \left(1.38 \times 10^{-23} \text{ J/K}\right) \left(0.1 \text{ K/200 K}\right)^3$$

$$= 0.015 \text{ J/m}^3\cdot\text{K}$$

(B.6)
Using an optical micrograph, the dimensions of the absorber were measured to be approximately $0.55 \text{ mm} \times 0.7 \text{ mm} \times 0.5 \text{ mm} = 0.19 \text{ mm}^3$. This corresponds to a heat capacity of

$$C_{\text{tin}} = (0.015 \frac{J}{m^3 \cdot K}) (0.19 \times 10^{-9} m^3) = 2.9 \mu J/K$$

(B.7)

### B.1.2 Heat Capacity of Molybdenum-Copper Transition Edge Sensor

The transition edge sensor is composed of 15 layers of 4 nm thick molybdenum and 16 layers of 9 nm thick copper. The total heat capacity of the sensor will be the sum of the heat capacities of the individual layers given by equation (B.4). As the complex calorimeter model requires both the electronic $C_{\text{el}}$ and phonon $C_{\text{ph}}$ heat capacities, each will be calculated separately. Results of these calculations are given in Table B.1. The heat capacity for copper is

$$C_{\text{Cu,el}} = 0.1407 \frac{\text{mol}}{\text{cm}^3} \cdot 0.695 \frac{\text{mJ}}{\text{mol} \cdot K^2} \cdot 0.1 \text{ K} = 9.78 \times 10^{-6} \frac{\text{J}}{\text{cm}^3 \cdot K}$$

$$C_{\text{Cu,ph}} = \frac{12}{5} \pi^4 \left( 0.084 \times 10^{24} \text{ cm}^{-3} \right) \left( 1.38 \times 10^{-23} \frac{\text{J}}{\text{K}} \right) \left( \frac{0.1 \text{ K}}{200 \text{ K}} \right)^3 = 3.39 \times 10^{-8} \frac{\text{J}}{\text{cm}^3 \cdot K}$$

A single layer of copper within the transition edge sensor has dimensions of $9 \text{ nm} \times 500 \mu m \times 500 \mu m = 2.25 \times 10^{-9} \text{ cm}^3$, the total heat capacity is

$$C_{\text{Cu,el}} = \left( 9.78 \times 10^{-6} \frac{\text{J}}{\text{cm}^3 \cdot K} \right) \left( 2.25 \times 10^{-9} \text{ cm}^3 \right) = 2.2 \times 10^{-2} \mu J/K$$

$$C_{\text{Cu,ph}} = \left( 3.39 \times 10^{-8} \frac{\text{J}}{\text{cm}^3 \cdot K} \right) \left( 2.25 \times 10^{-9} \text{ cm}^3 \right) = 7.6 \times 10^{-5} \mu J/K$$

$$C_{\text{Cu,total}} = 2.2 \times 10^{-2} \mu J/K$$

Similarly for the molybdenum,

$$C_{\text{Mo,el}} = 0.107 \frac{\text{mol}}{\text{cm}^3} \cdot 2.0 \frac{\text{mJ}}{\text{mol} \cdot K^2} \cdot 0.1 \text{ K} = 2.14 \times 10^{-5} \frac{\text{J}}{\text{cm}^3 \cdot K}$$
\[ C_{\text{Mo,ph}} = \frac{12}{5} \pi^4 \left( 0.064 \times 10^{24} \text{ cm}^{-3} \right) \left( 1.38 \times 10^{-23} \text{ J/K} \right) \left( \frac{0.1 \text{ K}}{200 \text{ K}} \right)^3 \]

\[ = 2.58 \times 10^{-8} \text{ J/cm}^3\text{-K} \]

A single layer of molybdenum has dimensions of 4 nm \( \times \) 500 \( \mu \)m \( \times \) 500 \( \mu \)m \( = 1.0 \times 10^{-9} \) cm\(^3\), and total a heat capacity of

\[ C_{\text{Mo,el}} = \left( 2.14 \times 10^{-5} \text{ J/cm}^3\text{-K} \right) \left( 1.0 \times 10^{-9} \text{ cm}^3 \right) \]

\[ = 2.14 \times 10^{-2} \text{ pJ/K} \]

\[ C_{\text{Mo,ph}} = \left( 2.58 \times 10^{-8} \text{ J/cm}^3\text{-K} \right) \left( 1.0 \times 10^{-9} \text{ cm}^3 \right) \]

\[ = 2.58 \times 10^{-5} \text{ pJ/K} \]

\[ C_{\text{Mo,total}} = 2.14 \times 10^{-2} \text{ pJ/K} \]

The Mo-Cu TES is comprised of 15 layers of 4 nm Mo and 16 layers of 9 nm Cu. The normal state heat capacity of the sensor is

\[ C_{\text{TES,normal}} = 15 \left( 2.14 \times 10^{-2} \text{ pJ/K} \right) + 16 \left( 2.2 \times 10^{-2} \text{ pJ/K} \right) \]

\[ = 0.67 \text{ pJ/K} \quad (B.8) \]

The Bardeen, Cooper, Schrieffer (BCS) theory of superconductivity states that at the transition temperature the heat capacity increases by 1.43 times the normal state electronic heat capacity [107]. For the Mo-Cu TES this is

\[ C_{\text{TES,SC}} = C_{\text{TES,normal}} + 1.43C_{\text{el, total}} \]

\[ = 0.67 \text{ pJ/K} + 1.43 \left( 0.67 \text{ pJ/K} \right) \quad (B.9) \]

\[ = 1.63 \text{ pJ/K} \quad (B.10) \]

As the resistance of the TES varies from its normal to superconducting state, the heat capacity of the TES will vary between 0.67 \( \text{ pJ/K} \) and 1.63 \( \text{ pJ/K} \), respectively. Since the sensor is biased at approximately 20% of the normal resistance, we will take

\[ C_{\text{TES}} = 1.44 \text{ pJ/K} \quad (B.11) \]
Table B.1: Phonon and electron heat capacities of a TES.

<table>
<thead>
<tr>
<th></th>
<th>Copper</th>
<th>Molybdenum</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Phonon</td>
<td>Electron</td>
<td>Phonon</td>
</tr>
<tr>
<td>Normal State</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single Layer [pJ/K]</td>
<td>7.60 × 10^{-5}</td>
<td>2.2 × 10^{-2}</td>
<td>2.58 × 10^{-5}</td>
</tr>
<tr>
<td>Total [pJ/K]</td>
<td>1.22 × 10^{-3}</td>
<td>3.52 × 10^{-1}</td>
<td>3.87 × 10^{-4}</td>
</tr>
<tr>
<td>Superconducting</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single Layer [pJ/K]</td>
<td>7.60 × 10^{-5}</td>
<td>5.35 × 10^{-2}</td>
<td>2.58 × 10^{-5}</td>
</tr>
<tr>
<td>Total [pJ/K]</td>
<td>1.22 × 10^{-3}</td>
<td>8.55 × 10^{-1}</td>
<td>3.87 × 10^{-4}</td>
</tr>
<tr>
<td>At Operating Point [pJ/K]</td>
<td>1.22 × 10^{-3}</td>
<td>7.55 × 10^{-1}</td>
<td>3.87 × 10^{-4}</td>
</tr>
</tbody>
</table>

B.2 Heat Capacity of Stycast Epoxy

The heat capacity of Stycast 2850FT is given by [152]

\[ C_{\text{Stycast}} = \rho_{\text{Stycast}} V_{\text{Stycast}} \left( B_1 T + B_3 T^3 + B_5 T^5 + \ldots \right) \]  \hspace{1cm} (B.12)

where

\[ B_1 = 7 \times 10^{-6} \text{ J/g·K}^2 \]
\[ B_3 = 4.56 \times 10^{-6} \text{ J/g·K}^4 \]
\[ B_5 = 1.67 \times 10^{-6} \text{ J/g·K}^6 \]

and

\[ V = L \pi r^2 \]

The manufacturer [153] lists the nominal density of Stycast as 2.40 g/cm³. The epoxy is approximately 25 µm thick with a radius between 50 µm and 100 µm. Using equation (B.12) the heat capacity of the Stycast can range from 0.33 pJ/K and 1.32 pJ/K at the operating temperature of \( T = 100 \text{ mK} \).

B.3 Thermal Conductance of Stycast Epoxy

The tin absorber is attached to the TES using a small amount of epoxy (Stycast 2850FT). The epoxy is approximately 25 µm thick and can range between 100 µm and 200 µm in diameter. The thermal resistance of Stycast is the sum of the bulk thermal resistance of the Stycast \( R_{\text{Stycast}} \) and the Kapitza boundary resistance \( R_{\text{Kap}} \) at the two interfaces. This effective thermal resistance is given by [154]
\[ R_{\text{Eff}} = R_{\text{Stycast}} + 2(R_{\text{Kap}}) \tag{B.13} \]

Recall that the reciprocal of thermal resistivity is thermal conductivity, \( R_{\text{Eff}} = \frac{1}{G_{\text{Eff}}} \). To calculate the bulk thermal conductance we first calculate the Stycast the thermal conductivity \( \Lambda \), given by \[ \Lambda = AT^B \left[ \frac{\mu W}{cm \cdot K} \right] \tag{B.14} \]

where \( A = 92 \mu W \cdot cm^{-1} \cdot K^{-1} \), \( B = 2.65 \) for Stycast 2850FT. The bulk thermal resistance with a cross sectional area \( A \), and a thickness \( L \) is given by \[ R_{\text{Stycast}} = \frac{L}{\Lambda A} \tag{B.15} \]

The cross sectional area of the Stycast dot can range from \( A = 7.8 \times 10^3 \mu m^2 \) to \( 3.1 \times 10^4 \mu m^2 \) with a constant thickness of 25 \( \mu m \). The range of the bulk thermal conductance at 100 mK is

\[
G_{\text{Stycast}} (7.8 \times 10^3 \mu m^2) = \left( 9.2 \cdot 0.1^{2.65} \frac{nW}{\mu m \cdot K} \right) \frac{7.8 \times 10^3 \mu m^2}{25 \mu m} = 6.4 \text{nW/}K
\]

\[
G_{\text{Stycast}} (3.1 \times 10^4 \mu m^2) = 25.6 \text{nW/}K
\]

The Kapitza interface conductance at Stycast-Tin and Stycast-TES boundary can be estimated from \[ G_{\text{Kap}} = 1.6 \left[ \frac{nW}{\mu m^2 \cdot K^3} \right] AT^3 \tag{B.16} \]

where \( T \) is the temperature at the interface, and \( A \) is the area perpendicular to the flow of phonons. With the range of cross sectional area and using equation (B.16) we find

\[
G_{\text{Kap}} (7.8 \times 10^3 \mu m^2) = 1.6 \left[ \frac{nW}{\mu m^2 \cdot K^3} \right] \left( 7.8 \times 10^3 \mu m^2 \right) (0.1K)^3 = 12.5 \text{nW/}K
\]

\[
G_{\text{Kap}} (3.1 \times 10^4 \mu m^2) = 50.2 \text{nW/}K
\]

Using equation (B.13) the effective thermal conductance of the Stycast can range from 3.1 \text{nW/}K to 12.6 \text{nW/}K. The total, bulk, and Kapitza conductances for several epoxy dot sizes are summarized in Table B.2.

Table B.2: Heat capacity and effective thermal conductance of Stycast epoxy dots

<table>
<thead>
<tr>
<th>Epoxy Dot Diameter [( \mu m )]</th>
<th>100</th>
<th>150</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat Capacity [\text{nJ/}K]</td>
<td>0.33</td>
<td>0.75</td>
<td>1.32</td>
</tr>
<tr>
<td>Thermal Conductivity [\text{nW/}K]</td>
<td>6.4</td>
<td>14.5</td>
<td>25.6</td>
</tr>
<tr>
<td>Kapitza Interface Conductivity [\text{nW/}K]</td>
<td>12.5</td>
<td>28.3</td>
<td>50.2</td>
</tr>
<tr>
<td>Effective Thermal Conductance [\text{nW/}K]</td>
<td>3.1</td>
<td>7.2</td>
<td>12.7</td>
</tr>
</tbody>
</table>
B.4 Thermal Conductance of Silicon Nitride Membrane

At low temperatures the thermal conductance of the silicon nitride membrane is dominated by surface scattering of phonons, and as a result only an upper limit on this value can be determined. The thermal conductance of the SiN membrane can be calculated using [155]

\[ G_{\text{SiN}} = 4\sigma AT^3\xi \]  

with [108]

\[ \sigma = \sum_i \frac{\pi^5 k_B^4}{15k^4 v_i^2} = 15.7 \frac{\text{mW}}{\text{cm}^2\text{K}^4} = 157 \frac{\text{W}}{\text{m}^2\text{K}^4} \]

where \( A \) is the cross sectional area of the membrane perpendicular to the direction of heat flow and \( \xi \) is a numerical value equaling one for the case of specular scattering and less than one for cases of diffuse scattering. We will take \( \xi = 1 \) and the cross sectional area \( A \) to be the perimeter \( P_{\text{SiN}} \) of the SiN membrane multiplied by the membrane thickness \( T_{\text{SiN}} \).

\[ A = P_{\text{SiN}} T_{\text{SiN}} \]
\[ = 2000 \mu\text{m} \cdot 0.5 \mu\text{m} \]
\[ = 10^{-9} \text{m}^2 \]

(B.19)

The conductivity is therefore

\[ G_{\text{SiN}} = 4 \left( 157 \frac{\text{W}}{\text{m}^2\text{K}^4} \right) \left( 10^{-9} \text{m}^2 \right) (0.1 \text{K})^3 \]
\[ = 0.62 \text{nW/K} \]

(B.20)

B.5 Electron-Phonon Coupling

The coupling between electrons and phonon in a superconducting material is given by

\[ G_{\text{ep}} = 5\Sigma VT^4 \]

where \( \Sigma \) is a material dependent constant, \( \sim 10^9 \text{W} \cdot \text{m}^{-3} \cdot \text{K}^{-5} \) and \( V \) is the volume of the transition edge sensor [110]. For a Molybdenum-Copper Transition Edge Sensor discussed in Section B.1.2, the electron to phonon coupling is

\[ G_{\text{ep}} = 5 \left( 10^9 \text{W} \cdot \text{m}^{-3} \cdot \text{K}^{-5} \right) \left( 10^{-9} \text{m}^3 \right) (0.1\text{K})^4 \]
\[ = 5 \times 10^{-4} \text{W/K} \]

(B.22)

B.6 Material Properties of Transition Edge Sensors
Table B.3: Material properties of tin, copper, molybdenum, tantalum, and lead

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Tin</th>
<th>Copper</th>
<th>Molybdenum</th>
<th>Tantalum</th>
<th>Lead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atomic Number</td>
<td>$Z$</td>
<td>50</td>
<td>29</td>
<td>42</td>
<td>73</td>
<td>82</td>
</tr>
<tr>
<td>Density [g/cm³][156]</td>
<td>$\rho$</td>
<td>7.31</td>
<td>8.94</td>
<td>10.28</td>
<td>16.69</td>
<td>11.34</td>
</tr>
<tr>
<td>Atomic Mass [g/mol][156]</td>
<td>$A$</td>
<td>118.710</td>
<td>63.546</td>
<td>95.94</td>
<td>180.948</td>
<td>207.2</td>
</tr>
<tr>
<td>Atom Number Density ($\times10^{24}$)[mol/cm³]</td>
<td>$N_0$</td>
<td>0.037</td>
<td>0.084</td>
<td>0.064</td>
<td>0.055</td>
<td>0.033</td>
</tr>
<tr>
<td>Transition Temperature [K][93]</td>
<td>$T_C$</td>
<td>3.72</td>
<td>Not SC</td>
<td>0.92</td>
<td>4.483</td>
<td>7.193</td>
</tr>
<tr>
<td>Debye Temperature[K][93]</td>
<td>$\theta$</td>
<td>200</td>
<td>343</td>
<td>450</td>
<td>240</td>
<td>105</td>
</tr>
<tr>
<td>Sommerfield Constant[mJ/mol-K²][93]</td>
<td>$\gamma$</td>
<td>1.78</td>
<td>0.695</td>
<td>2.0</td>
<td>5.9</td>
<td>2.98</td>
</tr>
</tbody>
</table>
Appendix C

Optimum Filtering
In the following we present an overview of the optimum (also called Wiener) filtering technique used for TES signal processing. Optimum filtering is a method of signal processing used to filter the pulses generated by an absorption event in a TES. The analysis method is described in the literature [157, 158], here we discuss the technique and the limitations. Optimum filtering assumes that the detector response can be characterized by a single pulse shape \( s(t) \), scaled by a linear factor \( A \) where the spectral shape and amplitude of the noise remains constant. With these conditions each pulse can be described by

\[
A s(t)
\]

where \( s(t) \) is the pulse shape scaled by an amplitude factor \( A \). The optimal estimate of the pulse height \( H \) is the least squares minimum between the experimental data \( d(t) \) and the idealized pulse shape. In the frequency domain we find

\[
\chi^2 = \sum \frac{(D(f) - H \cdot S(f))^2}{N^2(f)}
\]

where \( N^2(f) \) is the power spectrum of the noise. Setting the derivatives of equation (C.1) to zero the optimal estimate of the pulse shape is given by

\[
H(f) = \sum \frac{D(f) \cdot S^*(f)}{N^2(f)}
\]

this can be expressed in the time domain as

\[
h(t) = \sum d(t) \cdot f(t)
\]

where

\[
f(t) = \mathcal{F}^{-1} \left( \frac{S^*(f)}{N^2(f)} \right)
\]

This filtering method is convenient in that once \( f(t) \) is determined filtering of each pulse can be done in the time domain, reducing the computation cost; however, calculating the average pulse and noise spectra requires all the processing be done after the acquisition. Another important consideration is the fact that the sensor response is not linear and variations can arise with the position of the initial interaction and can saturate at higher incident energies. Also this method requires that the acquired pulse be free of pile up as this will adversely effect the average pulse. The noise is also not constant throughout the acquisition as the Johnson noise of the sensor scales with the resistance which increases during an absorption event. These nonidealities limit the performance of the optimal filter.
Appendix D

Sensor Modeling
The following provides the MATLAB code used for sensor modeling. This code was written using MATLAB 7.10.0 (R2010a).

## D.1 Simple Calorimeter

The simple calorimeter model is derived in Chapter 3.5.

```matlab
1 clear all
2 %Boltzmann constant (J/K)
3 k_B=1.3806504e−23;
4 %Energy of the incident gamma
5 E_gamma=1.60217646e−16*0.50;
6 %Bias Temperature (K)
7 T=100e−3;
8 %Bath Temperature (K)
9 T_b=50e−3;
10 n=3.2;
11 %Absorber Heat Capacity (J/K)
12 C=5e−12;
13 %Thermal Conductance (W/K)
14 G=1e−9;
15 %Equation (3.7)
16 alpha=10;
17 %Operating point resistance (Constant) (Ohm)
18 R=0.2;
19 %Operating point voltage (V)
20 %Equation (3.12)
21 V=sqrt(R*G*(T−T_b));
22 %Current (Amps)
23 I=V/R;
24 %Power (W) V^2/R
25 P=V^2/R;
26 %Decay constant
27 tau_0=C/G;
28 %Equation (3.18)
29 tau_eff=tau_0/(1+alpha/n*(1−T_b^n/T^n));
30 %Range of frequency space for calculation [Hz]
31 FrequencyOmega=logspace(1, 5, 35);
32 for i=1:length(FrequencyOmega)
33     omega=FrequencyOmega(i); [%Hz]
34     phi=(alpha*P/(T*G)); [%Unitless]
35     sigma=1+omega^2*tau_eff^2; [%Unitless]
36     nu=1+omega^2*tau_0^2; [%Unitless]
37     chi=tau_eff/tau_0; [%Unitless]
```
%Equation (3.37)
PhononNoise=2*k_B*G*(T^2+T_b^2)/V^2*phi^2*chi^2/sigma;

%Equation (3.40)
JohnsonNoise=4*k_B*T/R*chi^2*nu/sigma;

%Total Noise
I_noise(i,:)=sqrt(PhononNoise) sqrt(JohnsonNoise) ... sqrt(JohnsonNoise+PhononNoise));

%Signal from absorption
%Equation (3.41)
S(i)=phi^2*chi^2*1/(1+omega^2*tau_eff^2)*(E_gamma/V)^2;

end

D.2 Basic Calorimeter

The basic calorimeter model is derived in Chapter 4.1.

clear all

%Boltzmann constant (J/K)
k_B=1.3806504e-23;

%Bias Temperature (K)
T=100e-3;

%Bath Temperature (K)
T_b=50e-3;

%Temperature of load resistor (K)
T_L=100e-3;

n=3.2;

%Absorber Heat Capacity (J/K)
C=5.4e-12;

%Thermal Conductance (W/K)
G=0.63e-9;

%Equation (3.7)
alpha=10;

%Equation (4.11)
beta=0;

%Operating point resistance (Constant) (Ohm)
R=0.2;

%Load resistor (Ohm)
R_L=0.01;

%Operating point voltage (V)
V=sqrt(R*G*(T-T_b));

%Current (Amps)
I=V/R;
\[ P = V^2 / R; \]

\[ \text{tau}_0 = C / G; \]

\[ \text{Equation (4.23)} \quad \text{[sec]} \]

\[ \text{tau}_\text{eff} = \text{tau}_0 / \left( 1 + \alpha / n \times \left( 1 - T_b^n / T^n \right) \times \left( 1 - (R_L / R) / \left( 1 + \beta + R_L / R \right) \right) \right); \]

\[ \text{General power noise input to absorber} \]

\[ \text{Equation (3.21)} \]

\[ P_{tn} = \sqrt{2 \times k_B \times (T^2 + T_b^2) \times G}; \]

\[ \text{Equation (3.22)} \quad \text{[V/sqrt(Hz)]} \]

\[ V_{dn} = \sqrt{4 \times k_B \times T \times R}; \]

\[ \text{Equation (4.43)} \quad \text{[V/sqrt(Hz)]} \]

\[ V_{cn} = \sqrt{4 \times k_B \times T_L \times R_L}; \]

\[ \text{Range of frequency space for calculation [Hz]} \]

\[ \text{FrequencyOmega} = \logspace(1, 5, 35); \]

\[ \text{for} \quad i = 1: \text{length}(\text{FrequencyOmega}) \]

\[ \omega = \text{FrequencyOmega}(i); \quad \text{[Hz]} \]

\[ \text{phi} = (\alpha \times P / (T \times G)); \quad \text{[Unitless]} \]

\[ \text{psi} = 1 + \beta + R_L / R; \quad \text{[Unitless]} \]

\[ \text{sigma} = 1 + \omega^2 \times \text{tau}_\text{eff}^2; \quad \text{[Unitless]} \]

\[ \text{nu} = 1 + \omega^2 \times \text{tau}_0^2; \quad \text{[Unitless]} \]

\[ \text{chi} = \text{tau}_\text{eff} / \text{tau}_0; \quad \text{[Unitless]} \]

\[ \text{Eq. (4.33)} \quad \text{[A^2/Hz]} \]

\[ I_{tn} = \text{phi}^2 / \text{psi}^2 \times \text{chi}^2 \times 1 / \text{sigma} \times (P_{tn} / V)^2; \]

\[ \text{Eq. (4.34)} \quad \text{[A^2/Hz]} \]

\[ I_{dn} = 1 / \text{psi}^2 \times \text{chi}^2 \times (\text{nu} / \text{sigma}) \times (V_{dn} / R)^2; \]

\[ \text{Eq. (4.35)} \quad \text{[A^2/Hz]} \]

\[ I_{cn} = 1 / \text{psi}^2 \times \text{chi}^2 \times ((1 - \text{phi})^2 + \text{nu} - 1) / \text{sigma} \times (V_{cn}^2 + R_L^2) / R^2; \]

\[ \text{I_noise}(i, :) = \left[ \sqrt{I_{tn}} \quad \sqrt{I_{dn}} \quad \sqrt{I_{cn}} \quad \sqrt{I_{tn} + I_{dn} + I_{cn}} \right]; \]

\[ \text{P_gamma}(i) = 1.5 \times 10^{-16}; \]

\[ S(i) = \text{phi}^2 / \text{psi}^2 \times \text{chi}^2 \times 1 / \text{sigma} \times \text{P_gamma}(i)^2 / V^2; \]

\[ S(i) = \sqrt{S(i)}; \]

\[ \text{Noise Equivalent Power (NEP)} \]

\[ \text{Eq. (4.38)} \]

\[ \text{NEP}_{tn} = P_{tn}^2; \]

\[ \text{Eq. (4.39)} \]

\[ \text{NEP}_{dn} = \text{nu} / \text{phi}^2 \times I^2 \times V_{dn}^2; \]

\[ \text{Eq. (4.40)} \]

\[ \text{NEP}_{cn} = ((\text{nu} - 1) / \text{phi}^2 \times I^2 \times (V_{cn}^2 + R_L^2) \times I_{cn}^2); \]

\[ \text{I_NEQ}(i, :) = \left[ \sqrt{\text{NEP}_{tn}} \quad \sqrt{\text{NEP}_{dn}} \quad \sqrt{\text{NEP}_{cn}} \quad \sqrt{\text{NEP}_{tn} + \text{NEP}_{dn} + \text{NEP}_{cn}} \right]; \]

\[ \text{end} \]

\[ \text{Energy resolution} \]
D.3 Complex Calorimeter

The complex calorimeter model is derived in Chapter 4.5.

clear all

R=0.2;
R_L=0.01;
alpha=25;
beta=0;
L=0;

C_cap=0;

%Heat capacities
C_a=5.4e-12;
C_e=1.44e-12;
C_p=2.7824e-16;

%Temperatures
T_L=150e-3;
T=150e-3;
T_b=50e-3;
T_p=150e-3;
T_e=150e-3;
T_a=150e-3;

%Thermal Conductances.
G_pb=0.62e-9;
G_ep=31.2e-9;
Gp_ep=31.2e-9;
Ga_ae=0;
Ge_ae=0;
Ga_ap=7.2e-9;
Gp_ap=7.2e-9;

%Bias System
V=sqrt(R*G_pb*(T_e-T_b));
I=V/R;
P=R*I^2;

%Boltzmann constant (J/K)
k_B=1.3806504e−23;

% Range of frequency space for calculation [Hz]
FrequencyOmega=logspace(1, 5, 4001);

% Preallocate Noise and NEP matrix
Noise=zeros(7,length(FrequencyOmega));
NEP=zeros(7,length(FrequencyOmega));

% Pickup [Power, Frequency, Bandwidth]
NoiseParameters=[12e−12, 60, 0.5];

%=================================================================
for i=1:length(FrequencyOmega)
    omega=FrequencyOmega(i); % [Hz]
    AdditonalNoise=0;
    for l=1:size(NoiseParameters,1)
        AdditonalNoise=AdditonalNoise+(NoiseParameters(l,1)*
            NoiseParameters(l,3)*1i*omega/((1i*omega)^2+NoiseParameters(l,3)*
            (1i*omega)+NoiseParameters(l,2)^2));
    end
    V_cn=sqrt(4*k_B*T_L*R_L)+AdditonalNoise;
    V_dn=sqrt(4*k_B*T_e*R);
    I_cn=0;
    P_ae=0;
    P_ep=sqrt(2*k_B*(T_e^2+T_p^2)*Gp_ep);
    P_ap=sqrt(2*k_B*(T_a^2+T_p^2)*Gp_ap);
    P_ta=0;
    P_te=0;
    P_tp=sqrt(2*k_B*(T_p^2+T_b^2)*G_pb);

% Equation (4.61)
X(1,:)=[R*(1+beta)+1i*omega*L, -1, alpha*V/T, 0 , 0];
X(2,:)=[R_L, 1+1i*omega*R_L*C_cap, 0, 0 , 0];
X(3,:)=[-(2+beta)*V, 0, Ge_ep+Ge_ae+alpha*P/T+1i*omega*C_e, -Gp_ep ...
    , -Ga_ae];
X(4,:)=[0,0,-Ge_ep, Gp_ep+Gp_ap+G_pb+1i*omega*C_p, -Ga_ap];
X(5,:)=[0,0,-Ge_ae, -Gp_ap, Ga_ae+Ga_ap+1i*omega*C_a];

% Equation (4.63)
N(1,:)=V_dn;
N(2,:)=V_cn−R_L*I_cn;
N(3,:)=P_te−I*V_dn+P_ep+P_ae;
N(4,:)=P_tp−P_ep+P_ap;
N(5,:)=P_ta−P_ae−P_ap;

% Solve the matrix. Can be done using ∆=inv(M)*N; however, for speed
and accuracy using $\Delta = X \backslash N$, as recommended on MathWorks site.

$\Delta(i,:) = (X \backslash N);$ 
$a = \text{inv}(X);$ 

% Current Noise

Noise(1,i) = abs(a(1,4)*P_tp);
Noise(2,i) = abs(a(1,3)*P_ep-a(1,4)*P_ep);
Noise(3,i) = abs(a(1,4)*P_ap-a(1,5)*P_ap);
Noise(4,i) = abs(a(1,1)*V_dn-a(1,3)*I*V_dn);
Noise(5,i) = abs(a(1,2)*V_cn);
Noise(6,i) = abs(a(1,2)*R_L*I_cn);

Noise(1,i) = (sqrt(Noise(1,i).^2));
Noise(2,i) = (sqrt(Noise(2,i).^2));
Noise(3,i) = (sqrt(Noise(3,i).^2));
Noise(4,i) = (sqrt(Noise(4,i).^2));
Noise(5,i) = (sqrt(Noise(5,i).^2));
Noise(6,i) = (sqrt(Noise(6,i).^2));
Noise(7,i) = sqrt(sum(Noise(:,i).^2));

%Signal component

S(i) = 10*abs(a(1,4)*P_tp);
S(i) = (sqrt(S(i))).^2;

% Noise Equivalent Power (NEP)

NEP(1,i) = abs(1/a(1,5)*(a(1,3)*P_tp));
NEP(2,i) = abs(1/a(1,5)*(a(1,3)*P_ep-a(1,4)*P_ep));
NEP(3,i) = abs(1/a(1,5)*(a(1,4)*P_ap-a(1,5)*P_ap));
NEP(4,i) = abs(1/a(1,5)*(a(1,1)*V_dn-a(1,3)*I*V_dn));
NEP(5,i) = abs(1/a(1,5)*(a(1,2)*V_cn));
NEP(6,i) = abs(1/a(1,5)*(a(1,2)*R_L*I_cn));
NEP(7,i) = sqrt(sum(NEP(:,i).^2));

%Compute Other Parameters

D(i,:) = a*N;

% Energy resolution

Efwhm = 2*sqrt(2*log(2))/sqrt(trapz(FrequencyOmega./(2*pi),...
(4./(NEP(7,:,i).^2))))*6.24150974e18;
fprintf('%4.0f : FWHM for this case is: %f eV\n', length(FrequencyOmega), Efwhm);
Appendix E

Precision of Isotopic Ratio Measurement
In the following we derive the analytical equations used to determine the precision in measuring two Gamma rays of similar energy in a energy histogram.

\[ M(k) = (U + I_1 f (k\varepsilon - E_1) + I_2 f (k\varepsilon - E_2)) \varepsilon \]  

(E.1)

The quantities of \( I_1 \) and \( I_2 \) are selected to minimize the total sum of squares given by

\[ T = \sum_k (M_k - N_k)^2 \]  

(E.2)

where the minimum occurs at

\[ \frac{\partial T}{\partial I_1} = 0 \]  

(E.3)

\[ \frac{\partial T}{\partial I_2} = 0 \]  

(E.4)

Applying equation (E.3) to equation (E.2)

\[ \frac{\partial}{\partial I_1} \left( \sum_k (M_k - N_k)^2 \right) = 0 \]  

(E.5)

Substituting equation (E.1) into equation (E.5)

\[ \frac{\partial}{\partial I_1} \left( \sum_k ((U + I_1 f (k\varepsilon - E_1) + I_2 f (k\varepsilon - E_2)) \varepsilon - N_k)^2 \right) = 0 \]  

(E.6)

and defining

\[ f_{jk} = f (k\varepsilon - E_j) \]  

(E.7)

equation E.6 becomes

\[ \frac{\partial}{\partial I_1} \left( \sum_k ((U + I_1 f_{1k} + I_2 f_{2k}) \varepsilon - N_k)^2 \right) = 0 \]  

(E.8)

Expanding equation E.8 and taking the derivative with respect to \( I_1 \) we arrive at

\[ \sum_k f_{1k} (U \varepsilon + I_1 \varepsilon f_{1k} + I_2 \varepsilon f_{2k} - N_k) = 0 \]  

(E.9)

Similarly, solving equation (E.4) we find

\[ \sum_k f_{2k} (U \varepsilon + I_1 \varepsilon f_{1k} + I_2 \varepsilon f_{2k} - N_k) = 0 \]  

(E.10)
The system of equations from (E.9) and (E.10) can be solved to determine $I_1$ and $I_2$. As the channel width is smaller than the detector resolution $\varepsilon \ll s$ the sums over the Gaussian functions can be expressed as the following integrals

$$\sum_k f_{2jk}\varepsilon \approx \int_{-\infty}^{\infty} f (E - E_j) dE = 1 \quad (E.11)$$

$$\sum_k f_{jk}f_{ik}\varepsilon \approx \int_{-\infty}^{\infty} f (E - E_j) \cdot f (E - E_i) dE = \frac{1}{2s\sqrt{\pi}} e^{-\frac{(E_j - E_i)^2}{4s^2}} \quad (E.12)$$

To simplify the discussion we define the following

$$b = e^{-\frac{(E_j - E_i)^2}{4s^2}} \quad (E.13)$$
$$\alpha = \frac{1}{2s\sqrt{\pi}} \quad (E.14)$$
$$S_j = \sum_k N_k f_{jk} \quad (E.15)$$

With equations (E.11) and (E.12) we can simplify equation (E.9)

$$\sum_k f_{1k} (U\varepsilon + I_1\varepsilon f_{1k} + I_2\varepsilon f_{2k} - N_k) = 0 \quad (E.16)$$
$$\int_{-\infty}^{\infty} (f_{1k}U + I_1 f_{1k}^2 + I_2 f_{1k} f_{2k}) dE - \sum_k f_{1k} N_k = 0 \quad (E.17)$$

$$U + \alpha I_1 + \alpha b I_2 - S_1 = 0 \quad (E.18)$$

This simplification can be repeated for (E.10) to obtain

$$U + \alpha b I_1 + \alpha I_2 - S_1 = 0 \quad (E.19)$$

To solve for $I_1$, multiply equation (E.19) by $b$ and subtract from equation (E.18)

$$U (1 - b) + \alpha I_1 - \alpha b^2 I_1 - S_1 + bS_2 = 0 \quad (E.20)$$
$$\alpha I_1 (1 - b^2) = S_1 - bS_2 - U (1 - b) \quad (E.21)$$
$$I_1 = \frac{1}{\alpha (1 - b^2)} (S_1 - bS_2 - U (1 - b)) \quad (E.22)$$

Substituting equation (E.22) into either equation (E.19) or equation (E.18) to solve for $I_2$

$$I_2 = \frac{1}{\alpha (1 - b^2)} (S_2 - bS_1 - U (1 - b)) \quad (E.23)$$
Standard Deviation

The standard deviation of \( I_1 \) and \( I_2 \) can be determined from equations (E.22) and (E.23) by recalling that for a quantity \( Y(x_1, x_2, \ldots) \) determined from measurements \( x_1 \) and \( x_2, \ldots \) the standard deviation is given by

\[
\sigma^2 = \sum_i \left( \frac{\partial Y}{\partial x_i} \sigma_i \right)^2
\]

(E.24)

where \( \sigma_i \) is the standard deviation of the \( x_i \) measurement. Assuming \( N_k \) is Poisson-distributed, the standard deviation in each channel \( k \) is given by \( \sqrt{M_k} \), and the total error is obtained by summation over all channels in quadrature. Following the same approach as above and assuming the channel width \( \varepsilon \) is much smaller than the detector resolution.

\[
\sigma^2_1 = \sum_i \left( \frac{\partial I_1}{\partial N_k} \sqrt{M_k} \right)^2
\]

(E.25)

Substituting equation (E.22) and \( \sigma_i = \sqrt{M_k} \) into equation (E.24)

\[
\sigma^2_1 = \sum_i \left( \frac{\partial}{\partial N_k} \left( \frac{1}{\alpha (1 - b^2)} (S_1 - bS_2 - U (1 - b)) \right) \sqrt{M_k} \right)^2
\]

Recalling that \( S_j = \sum_k N_k f_{jk} \)

\[
\sigma^2_1 = \left( \frac{1}{\alpha (1 - b^2)} \right)^2 \sum_k M_k (f_{1k} - b f_{2k})^2
\]

(E.26)

Substituting equation (E.1) for \( M_k \) into equation (E.26)

\[
\sigma^2_1 = \frac{1}{\alpha^2 (1 - \beta^2)^2} \sum_i \varepsilon (U + I_1 f (k \varepsilon - E_i) + I_2 f (k \varepsilon - E_2)) (f_{1k} - \beta f_{2k})^2
\]

(E.27)

\[
= \frac{1}{\alpha^2 (1 - \beta^2)^2} \sum_i \varepsilon (U + I_1 f_{1k} + I_2 f_{2k}) \left( f_{1k}^2 - \beta^2 f_{2k}^2 + 2 \beta f_{1k} f_{2k} \right)
\]

(E.28)

\[
\sigma^2_1 = \frac{1}{\alpha^2 (1 - b^2)^2} \sum_i \varepsilon \left( U \left( f_{1k}^2 + \beta^2 f_{2k}^2 - 2 \beta f_{1k} f_{2k} \right) + I_1 \left( f_{1k}^3 + \beta^2 f_{1k} f_{2k}^2 + 2 \beta f_{1k}^2 f_{2k} \right) - I_2 \left( 2 \beta f_{2k}^2 + f_{2k} f_{1k}^2 + \beta f_{1k}^2 f_{2k} \right) \right)
\]

(E.29)

As in the previous section we express the Gaussian sums as integrals given in equations (E.11) and (E.12). We define the following

\[
\beta = \frac{e^{-(x_j - e_i)^2}}{a_s s^2} = b^4
\]

(E.30)
\[ \varphi = \frac{1}{2\pi s^2\sqrt{3}} = \frac{\alpha}{s\sqrt{3\pi}} \]  

(E.31)

and evaluate equation (E.29)

\[ \sigma_1^2 = \frac{1}{\alpha^2 (1 - b^2)^2} \int_{-\infty}^{\infty} \left( U \left( \frac{\alpha}{f_{1k}^2 + b^2 f_{2k}^2 - 2b f_{1k} f_{2k}} \right) + I_1 \left( \frac{\varphi}{f_{1k}^2 + b^2 f_{1k} f_{2k}^2 - 2b f_{1k}^2 f_{2k}} \right) \right. 
\]

\[ + I_2 \left( \frac{f_{2k} f_{1k}^2}{\varphi^2} - 2b f_{1k} f_{2k}^2 + b^2 f_{2k}^2 \right) \right) dE \]  

(E.32)

\[ \sigma_1^2 = \frac{1}{\alpha^2 (1 - b^2)^2} \left( U \left( \alpha + b^2 \alpha - 2\alpha b^2 \right) + I_1 \left( \varphi + b^2 \varphi \beta - 2b \varphi \beta \right) \right. 
\]

\[ + I_2 \left( \varphi \beta - 2b \varphi \beta + b^2 \beta \right) \]  

(E.33)

\[ \sigma_1^2 = \frac{1}{\alpha^2 (1 - b^2)^2} \left( U \alpha \left( 1 - b^2 \right) + I_1 \varphi \left( 1 + b^2 \beta - 2b \beta \right) \right. 
\]

\[ + I_2 \varphi \left( \beta - 2b \beta + b^2 \right) \]  

(E.34)

Using equation (E.30) and equation (E.31)

\[ \sigma_1^2 = \frac{1}{\alpha^2 (1 - b^2)^2} \left( U \alpha \left( 1 - b^2 \right) + I_1 \varphi \left( 1 + b^2 \beta - 2b \beta \right) \right. 
\]

\[ + I_2 \varphi \left( b^4 - 2b^7 + b^2 \right) \]  

(E.35)

\[ \sigma_2^2 = U \frac{1}{\alpha (1 - b^2)} + I_1 \frac{1}{\alpha^2 (1 - b^2)^2} \frac{\alpha}{s\sqrt{3\pi}} \left( 1 + b^2 \right) 
\]

\[ + I_2 \frac{1}{\alpha^2 (1 - b^2)^2} \frac{\alpha}{s\sqrt{3\pi}} \left( b^4 - 2b^7 + b^2 \right) \]  

(E.36)

\[ \sigma_1^2 = \frac{1}{\alpha (1 - b^2)} U + \frac{1}{\alpha s\sqrt{3\pi} (1 - b^2)^2} \left( 1 + b^2 \right) I_1 
\]

\[ + \frac{1}{\alpha^2 (1 - b^2)^2} \frac{\alpha}{s\sqrt{3\pi}} \left( b^4 - 2b^7 + b^2 \right) I_2 \]  

(E.37)
Substituting equation (E.14) for $\alpha$

$$\sigma_1^2 = \frac{2s\sqrt{\pi}}{(1-b^2)} U + \frac{2}{\sqrt{3}} \frac{(1+b\frac{10}{3} - 2b\frac{7}{3})}{(1-b^2)^2} I_1 + \frac{2}{\sqrt{3}} \frac{(b^2 - 2b^2 + b^2)}{(1-b^2)^2} I_2$$  \hfill (E.38)

The equation for $\sigma_1^2$ can be obtained by following the same procedure as above and is given by

$$\sigma_1^2 = \frac{2s\sqrt{\pi}}{(1-b^2)} U + \frac{2}{\sqrt{3}} \frac{(1+b\frac{10}{3} - 2b\frac{7}{3})}{(1-b^2)^2} I_2 + \frac{2}{\sqrt{3}} \frac{(b^4 - 2b^2 + b^2)}{(1-b^2)^2} I_1$$  \hfill (E.39)

The results can be expressed more concisely as

$$\sigma_1^2 = AU + BI_1 + CI_2$$  \hfill (E.40)

$$\sigma_2^2 = AU + BI_2 + CI_1$$  \hfill (E.41)

where

$$A = \frac{2s\sqrt{\pi}}{1-b^2}$$

$$B = \frac{2 \left(1 - 2b^2 + b^{10}\right)}{\sqrt{3} (1-b^2)^2}$$  \hfill (E.42)

$$C = \frac{2 \left(b^2 - 2b^2 + b^2\right)}{\sqrt{3} (1-b^2)^2}$$

in agreement with the results derived in Ryder [117].