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Abstract

Local Structure Analysis of Materials for Solar Cell Absorber Layer

by

Leila Elizabeth Jewell

This dissertation examines solar cell absorber materials that have the potential to replace silicon in solar cells, including several copper-based sulfides and perovskites. Earth-abundant absorbers become even more cost-effective when used in an extremely thin absorber solar cell. Atomic layer deposition (ALD) and chemical vapor deposition (CVD) deposit highly conformal films and hence are important tools for developing nanostructured solar cells with scalability. Thus, the primary deposition techniques used for this work are the vacuum-based ALD and CVD. The primary characterization technique used is extended X-ray absorption fine structure (EXAFS), which has the ability to probe the local environment about different atoms, and can also give very precise ratios of elements using their fluorescence peaks.

The work on copper-based sulfides focused on examining the local structure of ZnS, ZnS/Cu₂S, and Cu₂SnS₃ composite films prepared with ALD and CVD. Individual thin films of Zinc Sulfide (ZnS) and Copper (I) Sulfide (Cu₂S) formed very successfully via ALD and resemble bulk structure. Yet multi-layer films of ZnS/Cu₂S, prepared using a wide range of parameters, produce films that are predominantly either ZnS or Cu₂S, with the other material being highly disordered. This can be attributed to the crystal structure mismatch of ZnS and Cu₂S, making ALD with these precursors
unsuitable for a CuZnS alloy. Another copper-based material, Cu$_2$SnS$_3$, has a stable structure with good electrical and optical absorption properties. Composite films of Cu$_2$SnS$_3$ were made using CVD layers of Cu$_2$S and SnS$_2$ with an anneal step. The results highlight the importance of stoichiometry and phase control in copper-based ternary and quaternary materials.

Cu$_2$ZnSnS$_4$ (CZTS) has many desirable properties for a solar cell absorber, but the structures formed within the material remain difficult to characterize. This work investigates the local structure about the metal atoms in CZTS nanoparticles. The results suggest that the Sn may be substituting on to the Cu and Zn sites, excess SnS may be present, or clustering may occur for each element within the CZTS structure.

Finally, perovskites are highly promising solar cell materials, but degradation in structure from MAPbI$_3$ to PbI$_2$ remains a huge problem. XRD is a common method of characterizing the crystal structure, but it misses nanostructured regions, which are expected near mesoporous-TiO$_2$. We formed thin films of lead iodide perovskites using solution-based deposition, a low-cost and low-energy alternative to vacuum-based techniques such as ALD and CVD. We use the EXAFS technique to explore the local structure of the perovskites in TiO$_2$. We find remnant PbI$_2$ even in fresh films, and the percentage increases as the MAPbI$_3$ degrades under light in dry conditions. The presence of TiO$_2$ accelerates the degradation.
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Chapter 1

Introduction

1.1 Motivation for Solar Energy

The modern developed world relies on energy for a huge portion of its needs. The world’s energy consumption is steadily increasing, with no signs of slowing down. The majority of this energy comes from fossil fuels, such as oil and coal, as shown in Figure 1.1. Fossil fuels, however, took billions of years to form and are currently being depleted at a much faster rate. The question surrounding fossil fuels is not “if”, but “when” will they run out. Arthur Nozik and Christoph Brabec predict an energy gap on the order of ~14 TW by 2050 and ~33 TW by 2100.

Alternative energy sources are needed for the coming century, and ultimately they need to be from sustainable sources that can continue to provide energy for many more years to come. Of the current sustainable energy sources, solar energy has by far the largest potential, with 10,000 TW available at the surface of Earth. While it is
likely that the full potential will be harvested, not wanting to cover the Earth and oceans with solar panels, this gives the total potential available if and as desired. For instance, if just 1% of all the land on Earth was considered, the available solar energy would be $\sim 29$ TW. This is assuming locations with an average intensity/duration of light – the value could be higher if the locations were chosen for optimal solar conditions. In contrast, the next largest sustainable energy source’s capacity is that of wind at 14 TW, and the other sources are considerably less (biomass 5-7 TW, geothermal 1.9 TW, hydroelectric 1.2 TW, tide/ocean currents 0.7 TW). Solar energy is a huge resource of available energy.

Yet even with such great potential, the cost of solar energy is not yet competitive enough with fossil fuels. To this end, many researchers are looking for ways to
lower the cost per Watt. One of the major approaches is to focus on increasing efficiency. When a solar panel produces more electricity for the same size of panel, the overall cost per Watt decreases. For example, GaAs solar cells are highly expensive, but also highly efficient. Alta Devices holds the record for the most efficient single-junction solar cell with an efficiency of 28.8%. The efficiency of solar cells can be further improved by combining multiple semiconductors into a multi-junction solar cell. Multi-junction solar cells, used in combination with a solar concentrator, have reached efficiencies up to 46%. The cost of these devices, especially with an attached solar concentrator, remains much higher than is practical for large-scale use.

Another approach to reduce the cost of solar energy is focused on reducing the cost of the solar cell itself. Thin film solar cells reduce the amount of material needed, which helps to reduce the cost. CIGS (CuIn_xGa_(1-x)Se) has reached efficiencies of 23% and is currently in commercial use. The demand for Indium is growing due to its key role in the standard transparent electrode, ITO, which is used in touch screens and liquid crystal displays. The cost of In is correspondingly increasing. Thin film solar cells become more cost-effective when all the materials used are Earth-abundant. An example of a solar cell with Earth-abundant materials is CZTS (Cu_2ZnSnS_4).

Another factor in the cost of solar cells is the process needed to form or refine the material. Growing a single crystal is time-intensive and expensive. Some of the less expensive techniques are chemical vapor deposition and solution-based deposition. These are described subsequently in the Deposition Techniques section.
1.2 Scope of this Thesis

The focus of my research is on studying materials with solar cell applications. I primarily use the extended X-ray absorption fine structure (EXAFS) technique to examine the local structure of such materials. All macroscopic properties of a material begin at the local structure. This includes electrical properties such as conductivity, optical properties such as absorption, and structural properties such as tensile strength. The origin of each of these properties is at the atomic scale; each change can be traced back to a change in the unit cell. Thus, EXAFS is a powerful tool for understanding the basic science behind material properties. I give more background information on the technique in Chapter 2.

The first solar cell materials I examine are copper sulfide-based materials. The ultimate goal in these studies is to move toward Cu$_2$ZnSnS$_4$ (CZTS), which has a nearly ideal band gap, good absorption properties, and is comprised entirely of low-cost, Earth-abundant elements. If deposited with atomic layer deposition (ALD), CZTS could even be used as an extremely thin absorber layer, which would further enhance the efficiency and cost reduction. Chapter 3 introduces ZnS by atomic layer deposition (ALD). Even though ZnS is unsuitable for a solar cell absorber layer, it is a key step towards CZTS. CZTS is based on the cubic zinc-blende crystal structure, so a successful ZnS deposition with ALD will help to establish the desired crystal structure and process.

The next attempt toward CZTS was again using ALD to deposit copper sulfide along with the zinc sulfide to form a Cu$_2$S/ZnS alloy. We demonstrate that copper and
zinc sulfides are incompatible structures, since no alloy was possible even using the thorough technique of ALD. I discuss these results at length in Chapter 4. Fortunately, the copper and zinc sulfide incompatibility can be overcome by the addition of tin sulfide into the structure, which I describe in Chapter 5. The structures of CZTS and copper tin sulfide are very similar, so forming copper tin sulfide brought us very close to forming CZTS.

The CZTS work shifted in focus and culminated in using EXAFS to study the structure of CZTS nanoparticles. CZTS nanoparticles are easier to form and can be used in a solar cell device. The research presented in Chapter 6 reveals a challenge with CZTS that begins at the local structure.

Finally, the other class of solar cell absorber materials are the perovskites. Perovskites have reached very high efficiencies in a short amount of time, but the material degrades very easily. Chapter 7 presents studies on the degradation and conclusions which may improve efforts to stabilize perovskite devices.

1.3 Solar Cell Devices

The solar cell works in several steps. First, photons from light incident on the solar cell will be absorbed by semiconducting materials within the cell. A schematic of a solar cell is shown in Figure 1.2. When the photons’s energy is $\geq E_g$, the bandgap of the semiconductor, then the absorbed photon will generate an electron-hole pair, or an exciton.
Figure 1.2: Schematic of a solar cell. Light enters through the glass and is absorbed by the semiconductor, in this case MAPbI$_3$, generating an electron-hole pair. The hole travels up through the hole transport layer (HTL) to the Au electrode, while the electron travels through the TiO$_2$ to the indium tin oxide (ITO), which is a transparent conducting oxide.

The next step of a solar cell is charge separation of electrons and holes. An electron can either dissipate as heat and recombine with its hole, or it can travel through the cell to an electrode. Finally, when the electron reaches an electrode, the charge can be extracted to an external circuit, generating electricity. The opposite charge carriers, the holes, can be extracted from the opposite electrode.

In general, semiconductors have bandgaps that achieve exciton generation from visible light. The well-known Shockley-Queisser limit calculated the ideal bandgap of a semiconductor is $1.0 \, \text{eV} < E_g < 1.5 \, \text{eV}$ for maximum possible photoconversion efficiency (PCE).[Shockley and Queisser, 1961] Once a semiconductor with a reasonable bandgap is attained, the most important quality of the semiconductor is good photon absorption, which is often defined in terms of the absorption coefficient of a material. The absorption coefficient describes the depth at which light of a certain wavelength will penetrate the
semiconductor. The absorption coefficient depends strongly on the behavior of the extrema of the valence and conduction bands. If the maxima of the valence band and the minima of the conduction band are aligned, then the crystal is considered a direct bandgap semiconductor. If the extrema of the bands are offset from one another, the crystal is an indirect bandgap semiconductor. The absorption coefficient’s relation to light energy is quite different depending on if it is a direct bandgap (Equation 1.1) versus an indirect bandgap (Equation 1.2):

\[
\alpha(E) = \alpha_0 (E - E_g)^{1/2}
\]

\[
\alpha(E) \propto \alpha_0 (E - E_g)^2
\]

The applications of Equations 1.1 and 1.2 will be discussed further in Chapters 3 and 5.

Indirect semiconductors do not absorb as strongly as direct materials, which means they require a thicker layer of material in order to absorb all of the incident photons. Silicon, for instance, is an indirect semiconductor and the absorber layer must be hundreds of microns thick. In contrast, a direct semiconductor could absorb the same amount of incident light with less than one micron.
1.4 Deposition Techniques

Atomic layer deposition (ALD) is a well-known technique for the growth of conformal thin films using gas-phase precursors introduced to a substrate separately in half-reaction cycles. Most commonly used for deposition of binary compounds, the ALD method can also be applied to growing ternary compounds or doped materials.[Miikkulainen et al., 2013; Karvonen et al., 2013; Martin et al., 2013; Seim et al., 1997; Song et al., 2000; Yousfi et al., 2001; Juppo et al., 2001; Elam et al., 2002; Elam and George, 2003] Atomic layer deposition (ALD) operates at relatively low temperatures, allows for deposition into highly structured substrates, and usually allows for direct control of concentration through changing the ratio of number of cycles of each precursor.[George, 2010; Suntola and Hyvarinen, 1985] Thus, ALD is an ideal method for creating a thin, highly conformal layer of doped material at low energy cost.

The process of ALD is characterized by the half-reaction cycles mentioned above. The substrate is held at a raised temperature in a system held under vacuum. The gas precursors are individually introduced to the substrate via a flow of nitrogen (N$_2$) carrier gas through the ampoule containing the precursors, as shown in Figure 1.3. Most precursors are solid or liquid at room temperature, and must be heated to reach the gas phase for depositions. In between precursor dose times, N$_2$ is flowed through the bypass valves to clear the chamber of any remaining precursors.

Hydrogen sulfide (H$_2$S) is created in situ for each deposition with this apparatus, via a reaction between aluminium sulfide (Al$_2$S$_3$ powder) and water (H$_2$O). The
H$_2$S ampoule was backfilled with N$_2$ and the resulting gas passed through a dessicant to remove any water content. More details about the precursors and experimental setup will be discussed in Chapters 3, 4, and 5.

Figure 1.3: Schematic of an ALD/CVD apparatus. The substrate is placed in the tube furnace, and precursors flow over it via N$_2$ carrier gas. In ALD, precursors are introduced individually, in half-reaction steps, such as alternating between the Zn precursor gas and the H$_2$S gas to ultimately form ZnS.

In Chemical Vapor Deposition (CVD), the half-reaction cycles of ALD are combined into one cycle. The two precursors flow continuously and simultaneously. CVD is a much faster and easier technique than ALD, and has been better adopted
by industry. ALD, however, offers significantly more control over precursor ratios and more conformal films, even in a high aspect-ratio structure.

Both ALD and CVD are vacuum-based techniques, which require more time and energy than other techniques, such as solution-based depositions. Solution-based depositions require very little energy to deposit the material and are more readily scaled up for industry. Unfortunately, solution-based techniques are much less uniform in deposition and offer less control of the material. Each of these techniques has its own benefits and drawbacks, which will be discussed further in the following chapters.
Chapter 2

EXAFS Background

2.1 X-ray Absorption and Fluorescence

In general, a material’s absorption of X-rays decreases with increasing X-ray energy. At particular energies, however, the absorption sharply increases. These sharp increases are absorption edges, and they arise from ejecting a core shell electron. The name of the absorption edge is based on the core electron that is excited: the K edge corresponds to 1s electrons, the L edge corresponds to 2s and 2p electrons, and so forth. The X-ray absorption for a general element, including its many absorption edges and the corresponding core electron, is shown in Figure 2.1. When X-rays excite the electron into the continuum, another electron quickly “falls down” to fill in the core hole. The energy difference is given off as a fluorescence X-ray. The binding and fluorescence energies for core electrons are well-defined and element-specific, which allows X-ray absorption spectroscopy techniques to probe the local structure around individual elements.
Figure 2.1: Absorption as a function of energy for K, L, and M edges, as well as how edges are related to individual electron orbitals. [Figure created by Atenderholt, used with permission under the Creative Commons Attribution-Share Alike license.]

Once a core electron is ejected out of an atom by the incident X-ray, it becomes a photoelectron and scatters off neighboring atoms. The photoelectron can backscatter back to the original absorbing atom. Due to wave-particle duality, the backscattered small fraction of the photoelectron wave packet can interfere with the outgoing wave packet, namely itself. This constructive and destructive interference changes the absorption coefficient, creating small oscillations above the absorption edge. The oscillations can be converted from energy space into momentum space and then Fourier Transformed into real space. Real space transforms the oscillations into the pair distances between the absorbing atom and its nearest neighboring atoms. This summarizes the
process behind the extended X-ray absorption fine structure (EXAFS) analysis.

### 2.2 EXAFS Analysis

The EXAFS analysis begins with measuring the absorption of a sample from the incident X-ray beam. The absorption of a sample of thickness $t$ is expressed as $\mu$ in the equation:

$$\mu t = \log\left(\frac{I_0}{I_1}\right) \quad (2.1)$$

where $I_0$ is the intensity of the X-ray beam incident on the sample and $I_1$ is the intensity of the X-ray beam after having passed through the sample.

The pre-edge region contains background absorption from all other materials in the beam, including other atoms in the sample. The background absorption is first removed with a fit to the pre-edge region using the Victoreen formula $(CE^{-3} - DE^{-4})$, where $C$ and $D$ are constants which are tabulated in "International Tables for X-ray crystallography", Vol. III(c). The background is then subtracted from the data as shown in the top plots of Figure 2.2.

Next, the background function, $\mu_0$, is approximated with a spline fit to the data above the absorption edge, as shown in the top right plot of Figure 2.2. The oscillations about the background function yield the EXAFS function, $\chi(E)$:

$$\chi(E) = \frac{\mu(E) - \mu_0(E)}{\mu_0(E)} \quad (2.2)$$
Figure 2.2: The process of reducing EXAFS data for analysis includes the following major steps: pre-edge removal, post-edge removal, converting to $k$-space, and transforming to real space. (a) Pre-edge Removal shows the raw data (solid line) and the background fit to the Victoreen (dashed line). (b) Post-edge Removal showing the resulting data after the pre-edge background subtraction (solid line) and the spline through the post-edge region (dashed line). (c) $k$-space shows oscillations in momentum space. (d) $r$-space showing the real part of the Fourier Transform rapidly oscillating inside the amplitude envelope.
The data can be converted to momentum space or k-space using the relation for the energy, \( E \), and momentum, \( k \), of a free electron:

\[
k = \frac{\sqrt{2m(E - E_0)}}{\hbar}
\]

(2.3)

where \( E_0 \) is the energy of the absorption edge, defined as the half step energy. The k-space data are shown in the bottom left of Figure 2.2; converting to k-space allows the data to be related to structural parameters.

The data may also be Fourier Transformed to be shown in real space. Real space gives the pair distances from the core absorbing atom to its nearest neighbors. Each peak in real space corresponds to a different shell of neighbors, as shown in the bottom right plot of Figure 2.2. The peaks are shifted from the real values by a well-known amount (0.2-0.5 Å) due to phase shifts.

### 2.3 EXAFS Equation

The previous section described the EXAFS function in experimental contexts, but the heart of EXAFS is in the theoretical EXAFS equation. The theory of EXAFS was first developed in the 1970s [Stern et al., 1974; Lee and Pendry, 1975], and the EXAFS equation has been thoroughly derived and rederived since that time. This work will focus on a brief statement and explanation of the equation.

The EXAFS equation, \( \chi(k) \), describes the fine oscillations in absorption above the absorption edge:
\( \chi(k) \approx S_0^2 \sum_i N_i (\hat{\epsilon} \cdot \hat{r})^2 |f(\pi, k)| e^{-2r_i/\lambda(k)} e^{-2\sigma^2 k^2} \sin \left( \frac{(2kr_i + 2\delta_c(k) + \delta_b(k))}{kr_i^2} \right) \)  

(2.4)

The first term, \( S_0^2 \), is the inelastic loss factor. It describes the amplitude reduction due to multi-electron scattering. The summation allows for multiple atoms \( N_i \) in a shell \( i \), and a distribution of bond lengths within the shell. The distribution function of bond lengths, \( g(r) \), approximates the disorder in the system and is given by the Gaussian distribution:

\[
g(r) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(r-R_i)^2}{2\sigma^2}}
\]

(2.5)

The Gaussian distribution term leads to the exponential damping term, \( e^{-2\sigma^2 k^2} \) in Equation 2.4, and is shown in detail by [Teo, 1986]:

\[
\int_0^\infty g(r) \sin(2kr_i + 2\delta_c(k) + \delta_b(k)) dr \approx e^{-2\sigma^2 k^2} \sin \left( \frac{2kr_i + 2\delta_c(k) + \delta_b(k)}{r_i^2} \right) 
\]

(2.6)

In the integral in Equation 2.6, if we assume \( \sigma \) is small, then we can take \( r_i^2 \) out of the \( r \)-integral, which leads to \( e^{-2\sigma^2 k^2} \). This step relies on the assumption of a harmonic potential and that \( \sigma k < 1 \). The relation is reasonable up to \( \sigma k \sim 1 \), but breaks down for large \( \sigma \) or large \( k \).

The next term in the EXAFS equation (Eq. 2.4), \( (\hat{\epsilon} \cdot \hat{r})^2 \), comes from assuming
the photoelectron reaches the continuum within the dipole approximation, where \( \hat{\epsilon} \) is the polarization direction of the X-ray and \( \hat{r} \) is the direction of the neighboring atom relative to the X-ray absorbing atom.

The \( |f(\pi, k)| \) term is the magnitude of the complex backscattering amplitude from the neighboring atoms, which, when multiplied by \( k f(\pi, k) \), becomes the probability of the photoelectron to backscatter. This term, \( f(\pi, k) \), depends slightly on \( r \), and so curved-wave functions are included in the analysis to take into account the curvature of the photoelectron wavepacket at the scattering atom.

The mean free path of an electron limits the probability of the outgoing photo-electron wave packet reaching neighboring atoms \( (e^{-r_i/\lambda(k)}) \) and then limits the returning backscattered photoelectron with the same factor. The net effect of the electronic mean free path is to reduce the EXAFS signal by \( e^{-2r_i/\lambda(k)} \).

The final pieces of the EXAFS Equation (Equation 2.4) are given by the following term:

\[
\frac{\sin (2kr_i + 2\delta_e(k) + \delta_b(k))}{kr_i^2} \tag{2.7}
\]

The majority of Term 2.7 describes the photoelectron as an outgoing spherical wave, which is described by \( \frac{e^{kr_i}}{kr_i} \). This exponential doubles in magnitude due to contributions of the backscattered spherical wave. Ultimately only the imaginary part of the equation is considered in order to describe the interference modulation, which pulls the \( \sin(2kr_i) \) out of the exponential. The other terms within the sine function are phase shifts. \( \delta_e(k) \) describes the phase shift from the absorbing atom as it sends out the
photoelectron, and it is doubled since the absorbing atom also receives the photoelectron when it comes back. $\delta_b(k)$ gives the phase change due to the backscattering atom, which only occurs once.

### 2.4 Experimental Setup

EXAFS data collection typically requires a synchrotron, as it provides high flux, collimated, and stable X-rays. The X-ray data presented here were collected at the Stanford Synchrotron Radiation Lightsource (SSRL), primarily at beamlines 4-1 and 7-3. The X-rays are generated by accelerating electrons relativistically in a closed loop. As the electrons are accelerated inward by magnets, they give off powerful X-rays. Most beamlines now increase the intensity of the beam by using a wiggler, which is a series of oppositely aligned magnets that rapidly deflect the electron path back and forth and force electron bunches to travel in waves. This in turn causes the electrons to emit X-rays with an increased intensity, proportional to the number of magnets used in the wiggler.

The beamline first receives the emitted X-ray radiation through a double monochromator, which tunes the “white” X-ray radiation to allow one specific X-ray energy through at a time. The beam next passes through a set of slits that control how much of the beam reaches the sample. The slit sizes are set to be large enough to get good X-ray flux but small enough to not saturate any detectors. Limiting the vertical slit gap also improves the energy resolution.
As seen in Figure 2.3, the X-ray beam next passes through $I_0$, which is the first ionization chamber and is used as a reference of the beam’s intensity. EXAFS data is collected in two modes, transmission and fluorescence. Transmission observes the absorption of the sample with the second ionization chamber, $I_1$, so that as stated in Equation 2.1, the absorption is given by the logarithm of the ratio of $I_0$ divided by $I_1$. A reference sample can be used between $I_1$ and $I_2$ to record any monochromator drift, which can later be removed in the analysis. In fluorescence mode of data collection, shown in Figure 2.3, the sample is rotated to 45° relative to the incident beam to direct the fluorescence toward the Ge fluorescence detector. The absorption in fluorescence is simplified from that of transmission:

$$\mu \approx \frac{I_F}{I_0}$$  \hspace{1cm} (2.8)

Fluorescence is useful for samples with low concentrations or that are too thick for good transmission data. An example is thin films ($t < 1\mu m$), which have too few of atoms to get a good transmission result, especially compared to the relatively thick piece of quartz used as a substrate. The drawback of fluorescence is a lower signal to noise ratio than transmission. The data presented in this dissertation are primarily collected in fluorescence mode.
Figure 2.3: Schematic of the experimental setup for X-ray spectroscopy in transmission and/or fluorescence. The setup is here configured for primarily fluorescence measurement (though transmission data may still be collected); in transmission, the sample is rotated to be 90° relative to the X-ray beam. Figure created by S. Medling.
Chapter 3

Atomic Layer Deposition of Zinc Sulfide

3.1 Introduction

Photovoltaics with absorber layers comprised of non-silicon material continue to be an expanding area of solar cell research. Often, in these devices, a buffer layer of cadmium sulfide (CdS) is used as an n type layer and to prevent shunting [Nakada et al., 2001]. Recently, zinc sulfide (ZnS) has been substituted for the CdS, as its higher band gap should allow for greater efficiencies at shorter wavelengths by letting more high-energy photons through to the absorbing layer. Zinc is also more abundant than cadmium and is non-toxic. Atomic layer deposition (ALD) is the preferred method for creating this window layer, as it is a conformal process that operates at relatively low temperatures (∼100°C), allows for deposition into highly structured substrates, and has a low energy cost [George, 2010; Maula, 2010]. Thus, ALS is an ideal method for creating a thin, highly conformal layer of material at low energy cost, such as a window
layer of ZnS.

Previously, work in this field has focused on efforts with the precursors diethyl and dimethyl zinc (DEZn and DMZn) [Maula, 2010; Kim and Yun, 2004; Platzer-Björkman et al., 2006; Stuyven et al., 2002; Tanskanen et al., 2011]. These precursors have low boiling points (124 °C for DEZn and 46 °C for DMZn) and high vapor pressures, which make them excellent candidates for ALD. However, they are also pyrophoric and difficult to work with, each having a flash point of -18 °C. Therefore, an alternative precursor was considered for ALD of ZnS.

The precursor chosen was bis(2,2,6,6-tetramethyl-3,5-heptanedionato)zinc or Zn(TMHD)$_2$, because it is a non-pyrophoric solid precursor used for the chemical vapor deposition of zinc sulfide [Saraf et al., 2007]. The objective of this research was to examine the viability of Zn(TMHD)$_2$ as a precursor for atomic layer deposition, and to discover the ideal parameters for such a process.

### 3.2 Experiment

ALD growth of ZnS was performed by A. Short in a custom-built hot wall tube furnace reactor. The base pressure of the system was 20 mTorr. Two precursors can be simultaneously introduced into the reactor chamber through separate injectors. Nitrogen was used as the carrier and purge gas at a constant flow rate of 40 sccm. Operating pressure was kept below 2 Torr during pulse and purge cycles.

The precursors used were Zn(TMHD)$_2$ and H$_2$S. Zn(TMHD)$_2$ is a solid powder
at room temperature with a melting point of 144 °C and a boiling point of 250 °C at atmospheric pressure. The Zn(TMHD)$_2$ ampule was heated to 120 °C and all gas lines were heated to above 90 °C. The H$_2$S was created *in situ* via a reaction between aluminum sulfide powder and water, via the chemical reaction $\text{Al}_2\text{S}_3 + 3\text{H}_2\text{O} \rightarrow \text{Al}_2\text{O}_3 + 3\text{H}_2\text{S}$. Approximately, 2.5g of Al$_2$S$_3$ powder was combined with 30cc of water for each deposition. After the reaction was completed, the H$_2$S ampule was backfilled with N$_2$, resulting in a partial pressure for H$_2$S of $\sim$400 mm Hg, and a total pressure in the ampule equal to $\sim$750 mm Hg. The H$_2$S gas was passed through a powder desiccant to reduce the residual water content to less than 1% of the H$_2$S measured with a residual gas analyzer. If water were present in the hydrogen sulfide, there is a concern that ZnO might form instead of ZnS. However, the reaction $\text{ZnO} + \text{H}_2\text{S} \rightarrow \text{ZnS} + \text{H}_2\text{O}$ is exothermic with an enthalpy of $\sim$77 kJ/mol. [Cox *et al.*, 1984; Deore and Navrotsky, 2006] Therefore, any ZnO that forms would be converted to ZnS by the hydrogen sulfide.

The substrates used were 1 mm thick, 1 in$^2$ quartz glass. The substrates were cleaned via a 30 min sonication in ethanol, and then dried with pressurized nitrogen. Resulting film thicknesses, morphology, and roughness were measured using an atomic force microscope (AFM) in tapping mode. Thickness was measured by abrasively removing a portion of the film and measuring the step height of remaining film. Stoichiometry was analyzed by energy-dispersive x-ray (EDX) spectroscopy using ZnS powder as a reference. Cross-sectional scanning electron microscopy (SEM) images of the film in a porous TiO$_2$ matrix were taken to observe the conformal coating of depositions. Structure was analyzed with extended x-ray absorption fine structure (EXAFS)
measurements, described in detail below. Band gaps were determined by ultraviolet–visible–infrared spectroscopy (UV–Vis–IR), as discussed below. Solar cell devices were made using the method described elsewhere.\cite{Zhai et al., 2011} Quartz substrates with patterned ITO were used with \( \sim 100 \) nm of sol–gel deposited TiO\(_2\) and \( \sim 200 \) nm of 30 nm TiO\(_2\) nanoparticles as the n type contact layer. A 2.5 nm layer of ALD ZnS was then deposited on top of the porous TiO\(_2\) as a buffer layer. A 945 nm layer of PbS quantum dots was deposited using a ligand exchange method described elsewhere,\cite{Zhai et al., 2011} and finally a gold contact was deposited by evaporation. These devices were used to observe the effect of the ZnS as a buffer layer in a solar cell.

### 3.3 Results and Discussion

#### 3.3.1 Growth rate versus pulse times and temperature

ZnS growth rates as a function of precursor dose time and nitrogen purge time were studied with the substrate at 375 °C, and growth rate versus dose time was also studied at 150 °C. Growth rate was measured by dividing the film thickness (measured as a step edge by AFM) by the number of cycles. In Fig. 3.1, it is observed that longer dose times correspond to increased thickness per cycle at 375 °C indicating that some precursor decomposition is present at this temperature. However, for the lower temperatures this increase is proportionally smaller. For example, the percent increase in growth rate from a 1s dose time to 10s at 375 °C is 163%, while at 150 °C, the percent increase over the same range is only 50%.
Figure 3.1: ZnS growth rate vs Zn(TMHD)\textsubscript{2} dose time at 150°C (upper) and 375°C (lower), showing that with more precursor time, the growth rate increases. This demonstrates decomposition, which is reduced at the lower temperature.

A purge time of approximately 25 s was required to prevent an increased growth rate characteristic of chemical vapor deposition, which is seen at shorter purge times as shown in Fig. 3.2. Therefore, the pulse sequence chosen for other depositions was a 2 s Zn(TMHD)\textsubscript{2} pulse, 25 s purge, 5 s H\textsubscript{2}S pulse, and 25 s purge with a background nitrogen flow rate of 40 sccm. These parameters were used to analyze the behavior of the ZnS deposition process over the temperature range of 150–375 °C.

The growth rate was observed to decrease throughout this temperature range as shown in Fig. 3.3. This contrasts with chemical vapor deposition, where the growth rate increases with temperature, and is indicative of a surface limited ALD reaction for these films. The decrease in growth rate arises from surface desorption of the precursors
at higher temperatures. The thicknesses of 150 and 375 °C films after 300 cycles were 51 and 15 nm, respectively, measured with an atomic force microscope, and correspond to growth rates of 1.7 and 0.5 Å/cycle. These rates are comparable to those in literature studies using DEZn and compressed H$_2$S gas. For example, the growth rate of 0.5 Å/cycle at 375 °C measured in this study is similar to the 0.7 Å/cycle growth rate at 300 °C determined by Kim and Yun.[Kim and Yun, 2004] Also, Platzer-Bjorkman et al.[Platzer-Björkman et al., 2006] observed a growth rate of 1.38 Å/cycle at 120 °C on glass which is comparable to this work’s measured value of 1.7 Å/cycle at 150 °C. Using the ZnS lattice dimension for c(111), these growth rates range from 0.54 monolayers/cycle at 150 °C to 0.16 monolayers/cycle at 375 °C.
3.3.2 Photospectroscopy

Optical characterization of the films was performed with UV–Vis–IR for determination of the band gap. ZnS is a direct band gap semiconductor, with a band gap for films and nanoparticles reported in the literature of 3.5–4.1 eV.[Zhang et al., 2008; Prathap et al., 2008; Murali et al., 2008; Liu and Mao, 2009; Gode et al., 2007; Rathore et al., 2008; Sreejith et al., 2000; Borah and Sarma, 2008]

Most reports remark that for cubic ZnS the band gap is 3.68 eV and for hexagonal ZnS it is 3.74–3.87.[Arenas et al., 1997] UV–Vis–IR was performed on 300 cycle films deposited at temperatures of 150, 300, and 375 °C, and selected results are shown in Fig. 3.4. Tauc plots of \((\alpha h\nu)^2\) versus \(h\nu\) were used to estimate the band gap for the films, where \(\alpha\) is the absorption coefficient.[Chen et al., 2010b] Films at all three temperatures display a band gap between 3.47 and 3.58 eV, at the low end of accepted
values for cubic ZnS. The lower range may be due to band broadening from increased disorder in the films.

This disorder could arise from the presence of both cubic and hexagonal ZnS. [Bakke et al., 2010] This conclusion also agrees with a previous report by Lahtinen et al., using electroreflectance to show that both cubic and hexagonal phases are present in ALD ZnS films grown at certain temperatures. [Lahtinen et al., 1985] Studies in the literature have claimed that the hexagonal phase becomes the dominant phase in the 400–500 °C range. [Kim and Yun, 2004; Ihnus et al., 1997]
3.3.3 Composition and structure via EDX and EXAFS

The stoichiometric composition of our films was determined via EDX measurements. The measured percent weights of the sulfur and zinc in each sample were converted to a stoichiometric ratio by comparison with the measured percent weights of the same elements in a control sample of pure ZnS powder. As seen in Table 3.1, our films are within 6% of 1:1 stoichiometric ZnS.

<table>
<thead>
<tr>
<th></th>
<th>ZnS Control</th>
<th>ZnS 150°C</th>
<th>ZnS 300°C</th>
<th>ZnS 375°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sulfur (%wt)</td>
<td>38.9</td>
<td>22.83</td>
<td>16.57</td>
<td>13.8</td>
</tr>
<tr>
<td>Zinc (%wt)</td>
<td>23.93</td>
<td>14.95</td>
<td>9.93</td>
<td>9.03</td>
</tr>
<tr>
<td>Zn/S ratio</td>
<td>(1:1)</td>
<td>1.06:1</td>
<td>0.97:1</td>
<td>1.06:1</td>
</tr>
</tbody>
</table>

Table 3.1: Energy-dispersive X-ray spectroscopy data, which compares the percent weights of sulfur and zinc in deposited films with those for a bulk control. Using this control to calculate a calibration efficiency factor of 1.6256, the stoichiometric ratio of Zn:S for each sample was determined.

The EXAFS data were collected at the Stanford Synchrotron Radiation Light-source (SSRL) on beamline 4-1 using a Si (220) double monochromator, detuned 50% at 9800 eV to reduce harmonics. The Zn K-edge data were collected in fluorescence mode with a Ge multichannel detector at a temperature of 8K. Slit heights were approximately 0.5 mm, which give an energy resolution of ∼0.9eV. The data were reduced using standard techniques (RSXAP),[Booth, 2012] converted to k-space, and Fourier transformed into r-space. The Fourier transform range for all the samples is 3.5–10.5 Å⁻¹.
The Zn K-edge data for a 51 nm thin film of ZnS deposited at 150 °C, a 20 nm film deposited at 150 °C, and a 15 nm film deposited at 375 °C were compared with control samples of bulk ZnS. The first peak (Zn-S) corresponds to the nearest S neighbors, while the second peak (Zn-Zn) corresponds to the next neighbors, Zn. It is clear from Fig. 3.5 that the thin film data are very similar to that for the bulk material; the main difference is a reduced amplitude, particularly for the second peak. This second peak reduction is indicative of either increased local disorder in the film or smaller nanoscale grain sizes in the film. The first peak for the 51 nm film and bulk ZnS has the same amplitude, whereas the other two thin films have a slight reduction in this peak, indicating more disorder for the nearest neighbors. For films as thin as these two, the effects of the substrate and/or increased disorder are seen for all peaks.

In addition, the data show that the relative disorder in the films increases with decreasing film thickness as well as with decreasing temperature. However, the reduced peak amplitude at 3.5 Å for the 150 °C film may indicate that the lower temperature deposition correlates to smaller grain size formation than for the higher temperature films.

3.3.4 Surface roughness and interpenetration of ALD ZnS

Film roughness was studied for a series of films deposited at 375, 300, and 150 °C. The RMS roughness as determined by AFM as well as the percent roughness is plotted in Fig. 3.6 as a function of deposition temperature. It can be seen that the roughness increases with deposition temperature as the overall film thickness falls
Figure 3.5: EXAFS data comparing (a) thin film ZnS to bulk and (b) films of comparable thickness deposited at different temperatures. The significantly smaller second peak amplitude (Zn-Zn) indicates increased disorder as the film thickness decreases at a given temperature.
Figure 3.6: RMS roughness and % roughness determined via AFM as a function of deposition temperature for 300 cycle ZnS films deposited.

(see Fig. 3.3), causing the percent roughness to vary from 1.62% at 150 °C to 12.62% at 375 °C. As shown from the EXAFS results, the high deposition temperatures may correspond to larger grains, which in a thinner film would result in higher roughness.

Film roughness as a function of thickness was studied for a series of films deposited at 150 °C. These data are plotted in Fig. 3.7 as a function of film thickness. It can be seen that the roughness increases with thickness, and the percent roughness decreases over the same range from 3.11% for 200 Å thick films to 1.62% for 510 Å thick films. This compares favorably with data published by Bakke et al.[Bakke et al., 2010] as well as Kim and Yun.[Kim and Yun, 2004] which show a similar overall roughness increase with thickness, while the percent roughness falls.

The interpenetrating nature of ALD was verified for this material via cross-sectional SEM imaging, using a nanoporous TiO$_2$ substrate imaged both with and with-
out deposited ZnS. With ALD, there is expected to be a highly conformal coating of the porous substrate. The images show this coating of the nanoparticles within the nanoporous structure as a reduction in the number of voids and bridging between the nanoparticles, as the deposited film fills in the voids in the TiO$_2$ matrix. This can be seen in Fig. 3.8, observing in the upper image the nanograins of TiO$_2$ and in the lower image the coating of the TiO$_2$ by the ZnS.

### 3.3.5 Solar cell device data

Lead sulfide quantum dot devices with and without a 2.5 nm ZnS buffer layer were measured under a 1 sun, AM 1.5 light source (dark curves were also taken), measuring short circuit current, open circuit voltage, fill factor, and overall power conversion efficiency. The device stack was as follows:
Figure 3.8: Cross-sectional SEM images of TiO$_2$ nanoparticles, with (a) no ZnS film, but a sputtered layer of carbon to prevent charging during imaging, and (b) a ZnS film deposited via ALD at 150 °C.
Each sample consisted of six 1 x 3 mm$^2$ devices that were all functional. The J–V curves for the device of each kind with the highest efficiency are plotted in Fig. 3.9. The best device with no ZnS has a $J_{sc}$ of 1.79 mA, a $V_{oc}$ of 0.33 V, and a fill factor of 0.165, which results in a power conversion efficiency of 0.098%. This can be compared with the highest efficiency device that included a 2.5nm ZnS buffer layer. The ZnS device has a $J_{sc}$ of 1.25 mA, a $V_{oc}$ of 0.31 V, and a fill factor of 0.155, which results in a power conversion efficiency of 0.06%. Despite the reduction of overall efficiency in the device with the ZnS layer, there is only a very small reduction in Voc indicating that the band alignment is not affected by the ZnS layer. The data show that the $J_{sc}$ in devices with the ZnS layer drops by almost a third, indicating poor charge transport in the devices that contain ZnS. This may be due to an increase in series resistance caused by the insulating ZnS layer.

### 3.4 Conclusions

ZnS ALD using Zn(TMHD)$_2$ and in situ generated H$_2$S has been demonstrated. The growth behavior of the films follows expected ALD behavior. Complete surface saturation with increased dose time was not readily observed due to precursor decomposition. Growth rates were comparable to those in the literature for ALD of ZnS with traditional precursors. The ALD temperature dependence was investigated from 150 to 375 $^\circ$C, and the growth rate was found to decrease over that temperature range in
Figure 3.9: J–V light and dark curves for the most efficient control device with no ZnS layer and for the most efficient device with a 2.5nm ZnS buffer layer between a nanoporous TiO$_2$ layer and PbS quantum dot absorbers. The control device has an efficiency of 0.098%, while the efficiency of the device with ZnS is 0.06%.
contrast to CVD behavior. The band gap obtained from Tauc plots was 3.5–3.6 eV, slightly lower than the reported literature values. The lower band gap may be from disorder-induced band broadening, as increased disorder of the films relative to bulk ZnS was seen in EXAFS. The EXAFS data also indicate that this disorder increases at lower growth temperatures and at reduced film thicknesses, and that the grain size of the grown ZnS likely increases with temperature. The surface roughness was demonstrated to be a function of deposition temperature, and the depositions at the ideal parameters were observed to penetrate within a porous matrix. Finally, devices with a buffer layer of ZnS were studied, showing little decrease in Voc despite a somewhat large drop in $J_{sc}$. The device results demonstrate that the ZnS layer is acting as a highly resistive layer between the PbS and the TiO$_2$ with no impact on band alignment.
Chapter 4

Atomic Layer Deposition of Copper/Zinc Sulfide Alloys

4.1 Introduction

As discussed in Ch. 1, ALD is an ideal method for creating a thin, highly conformal layer of doped material at low energy cost. However, in the case of ZnS/Cu$_x$S, the compound material is not as well understood because the structures of ZnS and Cu$_x$S are incompatible.[Evans Jr., 1979; Liang and Whangbo, 1993; Goh et al., 2006; Rathore et al., 2008; Kim and Yun, 2004] These materials have multiple uses making this system interesting for study. Thin layers of Cu-doped ZnS powder exhibit low-voltage AC electroluminescence[Medling et al., 2013] and these and related materials have fairly small bandgaps. The components are also inexpensive and plentiful, making them potentially attractive for photovoltaics. CuZnS alloys may also be a useful step
toward forming the photovoltaic material $\text{Cu}_2\text{ZnSnS}_4$.

Often, precursors chosen for ALD are very reactive materials, such as DEZn. [George, 2010; Tanskanen et al., 2011] These precursors have low boiling points (124 °C for DEZn) and high vapor pressures, which makes them excellent candidates for ALD. However, they are also pyrophoric and difficult to work with (DEZn has a flash point of -18 °C). Therefore, alternative precursors were considered for ALD of ZnS in this work. The precursor chosen for zinc was Bis(2,2,6,6-tetramethyl-3,5-heptanedionato)zinc, or Zn(TMHD)$_2$, because it is a non-pyrophoric solid precursor used for the chemical vapor deposition of zinc oxide[Saraf et al., 2007] and has been used for ALD of ZnS in previous work.[Short et al., 2013] While precursors typically used for the deposition of Cu$_2$S do not necessarily have the same safety considerations as DEZn (e.g. the low-toxicity, non-flammable Cu(DBA)$_2$),[Martinson et al., 2009] the precursor chosen for copper in this study was Bis(2,2,6,6-tetramethyl-3,5-heptanedionato)copper, or Cu(TMHD)$_2$. It has similar safety considerations: Cu(TMHD)$_2$ is non-toxic and non-pyrophoric similarly to Zn(TMHD)$_2$, and also the organic ligands are identical to those of the zinc precursor.

The extended x-ray absorption fine structure technique (EXAFS) was used for much of the analysis of these films. This technique gives information on the local structure about an atom, based on the small oscillations just above its x-ray absorption edge that arise from interference between the outgoing ejected electron wave packet and the backscattered wave from neighboring atoms. An EXAFS analysis is particularly useful for ALD since it is sensitive enough to probe the local structure of the small grain sizes produced in low temperatures.[Jiménez-Villacorta et al., 2004]
The objectives of this research were to attempt the formation of a copper zinc sulfide alloy on the nano-scale, demonstrate the effect of initial layer growth on a Cu$_x$S/ZnS nanolaminate structure, and investigate if increased layer thicknesses within this structure could overcome the preferential deposition resulting from the initial layer.

4.2 Experiment

ALD growth of ZnS and Cu$_x$S was performed in a custom-built hot wall tube furnace reactor. The base pressure of the system was 20 mTorr. All precursors are introduced into the reactor chamber through separate injectors. Nitrogen was used as the carrier and purge gas at a constant flow rate of 40 sccm. Operating pressure was kept below 2 Torr during pulse and purge cycles.

The precursors used were Zn(TMHD)$_2$ from Strem Chemical with 99% purity, Cu(TMHD)$_2$ (Strem Chemical, 99% purity), and H$_2$S created in situ. Zn(TMHD)$_2$ is a solid powder at room temperature with a melting point of 144 °C and a boiling point of 250 °C at atmospheric pressure. The Zn(TMHD)$_2$ ampoule was heated to 120°C and all gas lines were heated to above 90°C. Cu(TMHD)$_2$ is also a solid powder at room temperature, and has a melting point of 198°C and a boiling point of 315°C (decomposes) at atmospheric pressure. The ampoule containing Cu(TMHD)$_2$ was heated to 120°C as well, with the gas lines again maintained above 90°C. The H$_2$S was created in situ via a reaction between aluminum sulfide powder and water, via the chemical reaction: Al$_2$S$_3$+3H$_2$O → Al$_2$O$_3$+3H$_2$S. Approximately 2.5g of Al$_2$S$_3$ powder was combined with
30 cc of water for each deposition. After the reaction was completed, the H$_2$S ampoule was backfilled with N$_2$, resulting in a partial pressure for H$_2$S of ∼400 mm Hg, and a total pressure in the ampoule equal to ∼750 mm Hg. The H$_2$S gas was passed through a powder desiccant to reduce the residual water content to less than 1% of the H$_2$S measured with a residual gas analyzer.

If water were present in the hydrogen sulfide there is a concern that ZnO might form instead of ZnS, or Cu$_2$O might form instead of Cu$_2$S. However, the reaction ZnO + H$_2$S → ZnS + H$_2$O is exothermic with an enthalpy of -77 kJ/mol, and Cu$_2$O + H$_2$S → Cu$_2$S + H$_2$O is also exothermic with an enthalpy of -132 kJ/mol.[Wagman et al., 1982] Therefore, any ZnO or Cu$_2$O that forms in situ would be converted to ZnS or Cu$_2$S respectively by the hydrogen sulfide present.

The substrates used were 1 mm thick, 1 in$^2$ quartz glass microscope slides. The substrates were cleaned via a 30 minutes sonication in ethanol, and then dried with pressurized nitrogen. Resulting total film thicknesses, morphology, and roughness were measured using an Ambios atomic force microscope in tapping mode. Total thickness was measured by abrasively removing a portion of the film with a razor blade and measuring the step height of the remaining film. Structure was analyzed with extended X-ray absorption fine structure (EXAFS) measurements described in detail below. Band gaps were determined by ultraviolet–visible spectroscopy (UV–Vis) performed on a SpectroWiz fiber optic spectrometer.

Using growth behavior observed in previous work for Zn(TMHD)$_2$[Short et al., 2013] and in literature for Cu(TMHD)$_2$,[Reijnen et al., 2005] a substrate temperature
of 200°C was chosen for this work. The cycle timing sequence chosen was the same as identified in previous work, [Short et al., 2013] which is a 25 second purge step, followed by a 5 second H₂S pulse, then another 25 second purge, and then a 2 second metal precursor pulse (Cu or Zn). With this sequence, alternating layers of ZnS and CuₓS were grown on quartz substrates.

Four different film layer configurations were studied, which are summarized in Table 4.1. These films were made by A. Short and A. Bielecki. All individual layer thicknesses are estimated from the binary growth rates previously determined, [Short et al., 2013] which are equivalent for both materials within the thickness measurement uncertainty. Stack configuration 1, or 1a, is a “super cycle” of 10 cycles ZnS alternated with 10 cycles CuₓS. The estimated layer thickness from 10 deposition cycles of either ZnS or CuₓS is approximately 2 nm. This “super cycle” was repeated 15 times on bare quartz glass, for a total of 150 cycles of each film or 300 cycles total. This also led to stack configuration 1b and 1c, which are the same except with an increased Cu dose time (4 seconds) for 1c or number of CuₓS cycles within each “super cycle” (20 cycles instead of 10, still 300 cycles total) for 1b. Stack configuration 1 thus covers thin, layered films with no initial base layer to cause a growth preference. Stack configuration 2 is similar to stack 1 but in this case the quartz glass is first coated with a base layer, using 100 cycles of either ZnS or CuₓS. In this case the “super cycle” is repeated only 10 times so the overall film still contains 300 cycles. The 100 cycle base is estimated to be ∼20 nm thick. These samples will be considered to have a 2:1 or 1:2 Cu/Zn “target ratio” depending on the base, CuₓS or ZnS. Stack configuration 2 therefore consists of
thin, layered films with a thicker initial base of ZnS or Cu\textsubscript{x}S. Stack configuration 3 is a longer “super cycle,” alternating 50 cycles of each material (estimated layer thickness of \(\sim 10\) nm) on quartz glass. In this case the “super cycle” is repeated only three times so that the total number of cycles is still 300. These samples will be considered to have a 1:1 Cu/Zn “target ratio.” Thus, stack configuration 3 covers thicker, layered films with either ZnS or Cu\textsubscript{x}S deposited first. Stack configuration 4 is technically not a stack, but instead 300 cycles of both metal precursors injected simultaneously during the metal precursor step of each cycle. These simultaneous flow films were grown on quartz glass. The total number of cycles for all stack configurations was kept at 300 to keep the expected total film thickness consistent and because of limitations in the amount of H\textsubscript{2}S that could be formed at one time.

The EXAFS data were collected at the Stanford Synchrotron Radiation Light-source (SSRL) on beamline 4-1 using a Si (220) double monochromator, detuned 50% at 9200 eV and 9800 eV for Cu and Zn data, respectively, to reduce harmonics. The Zn and Cu K-edge data were collected in fluorescence mode with a Ge multi-channel detector at a temperature of 8K. Slit heights were approximately 0.5-0.6 mm, which gives an energy resolution of \(\sim 0.9-1.0\) eV. The data were reduced using standard techniques (RSXAP)\cite{Booth2012}, converted to k-space, and Fourier transformed to r-space. The Fourier transform range for all the samples is 3.5-10.5 Å\(^{-1}\). The relative concentrations of Zn and Cu were measured by comparison of fluorescence peak heights, to determine a Cu/Zn ratio.
Table 4.1: Summary of the four stack configurations used for deposition in this work. The target Cu/Zn ratios are determined by the ratio of Cu/Zn cycles because the deposition rates for the binary compounds are equal within the thickness measurement uncertainty. The measured Cu/Zn ratios are from the relative fluorescent intensities of Cu and Zn during the EXAFS data collection. A super cycle refers to the number of Cu:Zn cycles done before repetition, up to the number of super cycles, except for case 4, where the precursors are injected simultaneously. In configuration 2, the ZnS base and Cu$_x$S base are formed from 100 cycles of deposition before any super cycles are applied.
4.3 Composition and Structure via EXAFS Results

The r-space EXAFS results are plotted in Figures 4.1, 4.2, 4.4, 4.6, 4.7, and 4.8 for both the Zn and Cu edges of each sample. These figures plot the real part, $R$ (fast oscillating function), of the Fast Fourier Transform (FFT) and the envelope, $\sqrt{R^2 + I^2}$, where $I$ is the imaginary part of the FFT. For the Zn K edge data, the Zn-S peak is at 1.9 Å and the second neighbor Zn-Zn peak is near 3.6 Å. For the Cu K edge data, the first peak at 1.8 Å is mainly the Cu-S peak but the shoulder near 2.0-2.5 Å has a Cu-Cu component. Using the relative fluorescent intensities of Cu and Zn, the ratio of Cu/Zn present in each film was determined during the EXAFS analysis.

For thin multilayers (stack configuration 1) with parameters for equal depositions of Cu and Zn, the sample contains an unequal Cu/Zn ratio of 1:2. The structure is predominately ZnS, and the Cu$_x$S fraction is highly disordered, as shown in Figure 4.1. The sample might include some ZnS:Cu.

In contrast, for thin multilayers in stack configurations 1b and 1c, the slight excess in Cu deposition pushes the Cu/Zn ratio in the film to 2-3:1. The film is now mostly Cu$_2$S, and the small Zn fraction is highly disordered ZnS (Fig. 4.2). Possibly in the latter case there is a small amount of Zn in Cu$_2$S.

The measured Cu/Zn fluorescent intensities for stack configurations 2 and 3 were compared with the ratio of Cu/Zn cycles for each respective film stack (see Fig. 4.3). The cycle ratio includes the 100 cycles comprising the base layer, where present. For example, stack configuration 3 will have a 1:1 cycle ratio of Cu/Zn, while stack
Figure 4.1: EXAFS r-space plots for films in stack configuration 1a with ZnS deposited first. The result is a thin multilayer film with excess ZnS, where the Zn edge data look very similar to bulk ZnS but the Cu edge plot is disordered.
Figure 4.2: EXAFS results from further attempts at creating ZnS and Cu$_x$S multilayers, using configurations 1b and 1c. The deposition is nearly the same as before (stack 1a) but the relative Cu precursor dose time (data 1, 1c) or the number of Cu$_x$S cycles within a “super cycle” (data 2, 1b) are doubled. The environment about Zn is highly disordered and looks more like ZnO, while the Cu edge plot closely resembles bulk Cu$_2$S.
configuration 2 with ZnS as the 100 cycle base layer will have a 1:2 cycle ratio of Cu/Zn. It can be seen that the measured Cu/Zn ratio greatly increases for films with a Cu base deposited first, which indicates that ZnS is not deposited as expected in these films. Instead, the first material deposited dominates the structure of the remaining film and, as will be shown below, the increased Cu also correlates with increased Zn surface segregation and oxidation. This may be due to the incompatible structures of Cu$_2$S and ZnS. ZnS exhibits both cubic and hexagonal structure, including in previous work,[Short et al., 2013] but at the unit cell level the local environment is very similar for both structures. In contrast, Cu$_2$S and CuS are layered structures - Cu$_2$S often exists in a monoclinic structure,[Evans Jr., 1979] and CuS is usually a hexagonal phase,[Liang and Whangbo, 1993; Goh et al., 2006] but quite different from the hexagonal phase of ZnS. In particular, both CuS and Cu$_2$S structures contain S-S bonds, while the structure of ZnS does not.[Rathore et al., 2008; Kim and Yun, 2004] Only when the c-axis of CuS and the (1,1,1) plane of cubic ZnS align is there any low-strain crystal structure compatibility.[Medling et al., 2011]

For a film in configuration 2 with ZnS as the base, the resulting stack surprisingly contains more Cu than Zn. A Cu/Zn ratio of 2.2:1 is observed in the relative fluorescence peaks. For the Zn K edge, the amplitude for the first two peaks is greatly reduced compared to that of bulk ZnS, indicating increased disorder. The first peak is also shifted to lower r (Figure 4.4), and is close to the position of Zn-O in ZnO. In addition to the r-shift, another key difference between Zn-S in ZnS and Zn-O in ZnO is the phase of the real part of the Fourier transform, $R$, relative to the envelope, shown
Figure 4.3: Measured Cu/Zn fluorescence ratio as a function of Cu/Zn cycle ratio for stack configurations 2 and 3. The solid line represents the expected Cu/Zn ratio based on deposition parameters. ZnS/Cu$_2$S base refers to the 100 cycle base for stack configuration 2, or whichever material is deposited first in stack configuration 3. The measured Cu amount dramatically increases for the thick-layered films (configuration 3, 1:1 cycle ratio) when the Cu is deposited first. All films show more copper than expected based on the cycle ratio.
Figure 4.4: EXAFS r-space plots for films with a ZnS base from stack configuration 2. The overall reduced amplitude in the Zn data indicates increased disorder, while the Cu resembles a linear combination of CuS and Cu$_2$S.
in Figure 4.5; it can be used as a “fingerprint”. Using a linear combination of the theoretical peaks for Zn-O in ZnO and Zn-S in ZnS, a fit of the data gave the ratio of ZnO:ZnS at roughly 2:1. This indicates that more than half of the ZnS has oxidized to ZnO. Based on the energetics of the oxidation reaction for ZnS (ZnO + H₂S → ZnS + H₂O with ΔH about -77 kJ/mol)[Wagman et al., 1982] as well as the lack of any CuO observed, it is unlikely that ZnO is forming during the deposition process; it is also unlikely that the films are oxidizing throughout upon removal from vacuum, since then some CuO would be expected. With these observations, only thin ZnS clumps near the surface will be easily oxidized, making island-like growth of ZnS a likely explanation.

Another possibility is that the increased Cu concentration in this film is due to a cation exchange (ZnS + 2Cu⁺ → Cu₂S + Zn²⁺), as has been seen in this system by Thimsen et al.[Thimsen et al., 2011] These Zn ions could migrate to the film surface, leading to island-style growth of ZnS. The data for the Cu edge were fit using a linear combination of bulk data for CuS and Cu₂S. In this case, the ratio of CuS:Cu₂S is close to 50/50, with possibly slightly more Cu₂S.

In a stack of configuration 2 with CuₓS as the base, CuₓS is favored even more than previously, with a ratio of Cu/Zn of 3.3:1. The Zn edge data (Figure 4.6) show a distorted Zn environment in ZnS with an r-shift of -0.16 Å and a change in the phase of the function R, which is again close to Zn-O in ZnO. Based on these shifts and the shape in r-space, most of the Zn is in ZnO. This is confirmed in the fit to a linear combination of ZnO and ZnS, which shows a ZnO:ZnS ratio of 3.2:1.

With thicker layers (~10 nm, stack configuration 3), depositing ZnS first pro-
Figure 4.5: EXAFS theoretical r-space standards of Zn-S in ZnS (top) and Zn-O in ZnO (bottom). The Zn-O peak is shifted to lower r (∼1.55 Å) compared to Zn-S (∼1.95 Å). The phase of the real part of the Fourier transform of Zn-O is also 180° out of phase relative to the envelope, due to a change in backscattering, compared to the heavier S atom.
Figure 4.6: EXAFS r-space plots for films in configuration 2 with a Cu\textsubscript{x}S base. Slightly more Cu\textsubscript{2}S forms, seen in the increased amplitude of the shoulder (r ∼ 2.3 Å). The Cu\textsubscript{2}S dominates over ZnS formation, with a distorted Zn environment. Again, the first peak in the Zn EXAFS looks like Zn-O (see Fig. 4.5).
Figure 4.7: EXAFS r-space plots for films in stack configuration 3 (thicker layers of ZnS and Cu$_x$S) with Zn deposited first. The Zn matches bulk results for ZnS, and the Cu EXAFS contains a combination of CuS and Cu$_2$S. There are equal amounts of Zn and Cu.

duces nearly equal amounts of Zn and Cu, Cu/Zn = 1.3:1. The Zn K edge data are similar to bulk ZnS (Figure 4.7). The overall reduction in amplitude comes from increased disorder in the sample. The sample contains roughly 50/50 CuS:Cu$_2$S, with slightly more CuS, possibly because the lattices of CuS and ZnS are hexagonal, while the lattice of Cu$_2$S is monoclinic.[Evans Jr., 1979; Liang and Whangbo, 1993; Goh et al., 2006; Rathore et al., 2008; Kim and Yun, 2004]

Again using configuration 3, but now with Cu$_x$S first, the resulting multilayer
stack contains the largest amount of Cu relative to Zn, with relative Cu/Zn ratio of 3.9:1. The Cu$_x$S likely causes a nucleation delay for ZnS, as evidenced in the reduced Zn fluorescence peak height and the overall reduced amplitude in the Zn edge EXAFS r-space plot (Figure 4.8). The Zn edge data also show a reduction in the second peak height, which means an increase in disorder and possibly smaller grains. Some ZnO is likely present; a fit to the linear combination of ZnO:ZnS yields a ratio of 1:4.3. The Cu edge data for this sample show a 50/50 combination of CuS and Cu$_2$S, with slightly more CuS. The data fit well to a linear combination of bulk CuS and Cu$_2$S over a fit range of 1.2 - 3.8; note however, that the fit matches the data well out to 6. This confirms that a linear combination model describes the data well.

The co-deposited samples (configuration 4) also highly favor Cu, with approximately no Zn and mostly Cu$_x$S in the sample. The samples contain more CuS than Cu$_2$S (∼85/15), and this ratio is independent of the fit range. There is too little Zn in either case to obtain sufficiently good EXAFS data to do a detailed analysis; the Zn structure is disordered and again looks more like Zn-O.

4.4 Conclusion

ALD of ZnS/Cu$_x$S multilayer/alloy stacks using Zn(TMHD)$_2$, Cu(TMHD)$_2$, and in situ generated H$_2$S has been demonstrated. The EXAFS data also indicate that when the Cu/Zn ratio is high, Zn is entering the multilayer films in a highly-disordered, nearly amorphous state; possibly some of the Zn is doping a primarily Cu$_2$S
Figure 4.8: EXAFS r-space plots for films in stack configuration 3 with Cu$_x$S deposited first. This causes a nucleation delay for ZnS while producing a linear combination of CuS/Cu$_2$S.
film. In some cases, ZnS oxidation occurs after the deposition, based on the lack of CuO present, which suggests that the oxidized ZnS is primarily on the surface where it is unprotected. The surface roughness increases with Cu content, indicating perhaps an island or oriented growth mechanism for Cu$_2$S and ZnS in these multilayered structures.
Chapter 5

Chemical Vapor Deposition of Copper

Tin Sulfide

5.1 Introduction

ZnS and Cu$_x$S do not form a successful CuZnS alloy, as shown in the previous chapter (Chp. 4), largely because of their structural incompatibilities. Cu$_x$S and SnS$_2$, however, combine to form several known compounds [Olekseyuk et al., 2004]. The simplest of these compounds is Cu$_2$SnS$_3$, a semiconductor with a narrow band gap between 0.9-1.4 eV[Fernandes et al., 2010]. The small band gap makes Cu$_2$SnS$_3$ a suitable material for photovoltaic solar cells, and even tandem solar cells since it can be paired with a larger band gap material. These applications are more feasible since it is comprised of Earth-abundant materials. Finally, Cu$_2$SnS$_3$ may be an important step towards forming Cu$_2$ZnSnS$_4$ (CZTS), especially since both compounds have the same
cubic zinc-blende-like structure.

At this point in the study, we switched to using chemical vapor deposition (CVD) instead of atomic layer deposition (ALD). Though ALD offers layer-by-layer conformal deposition, which is ideal for depositing into a nanostructure for an extremely thin absorber layer, the ALD windows of the needed precursors do not appear to overlap. Cu$_2$S deposits at 200°C, while both SnS and SnS$_2$ require a minimum temperature of \(~350°C\) for ALD growth. Additionally, ZnS deposits best at 150°C, which is relevant in working toward CZTS. In contrast, all three materials successfully grow via CVD at 350°C.

One concern with the usual deposition precursors for these metals is their safety and toxicity, especially for tin. For example, one of the frequently used precursors for tin, tetrakis(dimethylamino)tin(IV) (TDMA-Sn), is corrosive to mucus membranes and can cause nausea and convulsions. TDMA-Sn also creates additional challenges in integrating it into a deposition system since it is liquid. In our study, we instead used tin(IV) acetate as the tin precursor, which is a solid and is only harmful if ingested or inhaled.

The goal of this study was to form Cu$_2$SnS$_3$ by first sequentially depositing Cu$_2$S and SnS$_2$ thin films with CVD and then annealing these layers so that the individual sulfides crystallize into the ternary Cu$_2$SnS$_3$ structure.
5.2 Experimental Details

CVD growth of Cu$_2$S and SnS$_2$ thin films was performed in a custom-built hot wall tube furnace reactor. The base pressure of the system was 20 mTorr. All precursors are introduced into the reaction chamber through separate injectors. Nitrogen was used as the carrier and purge gas at a constant flow of 40 sccm. Operating pressure was kept below 2 Torr during pulse and purge cycles.

The precursors used were Cu KI5 (Air Products, a direct descendant of their CupraSelect), Tin(IV) Acetate (Sigma-Aldrich), and H$_2$S created \textit{in situ}. KI5 is a solid powder at room temperature with a melting point of 63$^\circ$C at atmospheric pressure. The Cu KI5 ampoule was heated to 90$^\circ$C to achieve a vapor pressure of approximately 0.1 Torr, based on specifications from the manufacturer. Tin(IV) Acetate is also a solid powder at room temperature and has a melting point of 232$^\circ$. The Tin(IV) Acetate ampoule was heated to 120$^\circ$. All gas lines were maintained above 120$^\circ$C. The H$_2$S was created \textit{in situ} via a reaction between aluminum sulfide powder and water, via the chemical reaction: Al$_2$S$_3$ + 3H$_2$O $\rightarrow$ Al$_2$O$_3$ + 3H$_2$S. Approximately 2.5g of Al$_2$S$_3$ powder was combined with 30 cc of water for each deposition. After the reaction was completed, the H$_2$S ampoule was backfilled with N$_2$, resulting in a partial pressure for H$_2$S of $\sim$400 mm Hg, and a total pressure in the ampoule equal to $\sim$750 mm Hg. The H$_2$S gas was passed through a powder desiccant to reduce the residual water content to less than 1% of the H$_2$S measured with a residual gas analyzer.

If water were present in the hydrogen sulfide there is a concern that Cu$_2$O might
form instead of Cu$_2$S, or SnO$_2$ might form instead of SnS$_2$. However, the reaction Cu$_2$O + H$_2$S → Cu$_2$S + H$_2$O is exothermic with an enthalpy of -77 kJ/mol, and SnO$_2$ + H$_2$S → SnS$_2$ + H$_2$O is also exothermic with an enthalpy of -132 kJ/mol. [Wagman et al., 1982] Therefore, any Cu$_2$O or SnO$_2$ that forms in situ would be converted to Cu$_2$S or SnS$_2$ respectively by the hydrogen sulfide present.

The substrates used were 1 mm thick, 1 in$^2$ quartz glass microscope slides. The substrates were cleaned via a 30 minutes sonication in ethanol, and then dried with pressurized nitrogen. Film thickness was estimated by measuring transmission with ultraviolet-visible spectroscopy and calculating an absorption coefficient via the Beer-Lambert Law. This value was then compared with a result for a known thickness. Film composition was determined with electron dispersive X-ray spectroscopy (EDX). Structure was analyzed with X-ray diffraction (XRD) and extended X-ray absorption fine structure (EXAFS) measurements, which are described in detail below. Band gaps were determined by ultraviolet–visible spectroscopy (UV–Vis) performed on a JASCO spectrometer.

Based on stoichiometry results and film growth of the individual binary sulfides, a substrate temperature of 350$^\circ$C was chosen for the depositions. Films were grown by a simultaneous flow of H$_2$S and either KI5 or Tin(IV) Acetate. The flow rate of the H$_2$S was manually controlled with a needle valve to maintain a total pressure in the chamber equal to twice the flow of the metal precursors alone. The films were grown as a bilayer stack of first Cu$_2$S and then SnS$_2$ films. The Cu$_2$S and SnS$_2$ deposition times were set based on the individual film growth rates to produce equal amounts of
each, thus a Cu/Sn ratio of 2/1. The optimal deposition times were 10 minutes of Cu$_2$S followed by 45 minutes of SnS$_2$. Since only 30 minutes of H$_2$S can be formed at a time, this 45 minute deposition was divided into a 15 minute segment performed immediately after the Cu$_2$S deposition, and a 30 minute segment following a second H$_2$S generation. After the depositions and before annealing, the bilayer stack of films was characterized with UV–Vis to determine the band gap, EDX to analyze the composition, and XRD to assess the crystallinity. The films were then annealed in an H$_2$S atmosphere at 450°C in order to reach sufficient atomic diffusion to form Cu$_2$SnS$_3$.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Temp.</th>
<th>Gas</th>
<th>Duration</th>
<th>Pressure</th>
<th>Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anneal #1</td>
<td>SnS$_2$</td>
<td>450°C</td>
<td>H$_2$S + N$_2$</td>
<td>7 min</td>
<td>17 Torr</td>
</tr>
<tr>
<td>Anneal #2</td>
<td>Cu$_2$S+SnS$_2$</td>
<td>450°C</td>
<td>H$_2$S</td>
<td>30 min</td>
<td>7 Torr</td>
</tr>
</tbody>
</table>

Table 5.1: The two anneal conditions of this study, chosen to minimize sulfur loss in the samples. The first has a continuous flow of H$_2$S and N$_2$ gases flowing over the sample, and seems to still result in some sulfur loss from the films. The second allows the sample to sit in static H$_2$S gas at temperature for 30 minutes, which seems to cause the least amount of sulfur loss out of all the anneal conditions attempted.

Multiple anneal conditions were tested, but the two reported here minimized the desulphurization of the film. The two anneal conditions are summarized in Table 5.1. Both anneals were performed at 450°C; lower temperatures were insufficient for crystallization of the films. The top layer, SnS$_2$ is particularly vulnerable to S losses, so the Anneal #1 condition was tested on a SnS$_2$ film alone. In Anneal #1, hydrogen sulfide was formed with 2.5g of Al$_2$S$_3$ powder combined with water, filling the ampoule
with pure H₂S gas. The nitrogen gas was brought into the chamber separately, using the bypasses of the other precursor lines. The pressure in the chamber during this anneal was 17 Torr with continuous gas flow, and it lasted for 7 minutes, until the H₂S gas was used up. This anneal did not entirely stop the sulfur loss, as evidenced below.

Anneal #2 was tested on the bilayer stack of Cu₂S and SnS₂. The hydrogen sulfide gas was again formed with 2.5g of Al₂S₃ in water. This time, however, the vacuum pump was turned off and the H₂S was released into the chamber for a "static" anneal, with a duration of 30 minutes. The pressure in the chamber during this process was approximately 7 Torr. Anneal #2 appears to have limited the sulfur loss of the film while also causing the growth of a crystalline structure.

5.3 Data & Analysis

The deposition of the binary films, Cu₂S and SnS₂, were tested to first confirm deposition of desired individual films. The understanding of the binary films guided the process to a successful formation of the more complex Cu₂SnS₃.

The films were tested with energy dispersive X-ray spectroscopy (EDX), X-ray diffraction (XRD), photospectroscopy, and extended X-ray absorption fine structure (EXAFS). The EDX was performed at the advanced studies lab at NASA Ames. XRD analysis was performed on a Rigaku Miniflex Plus Powder Diffractometer at a voltage of 40 kV and current of 44 mA, which a scanning angle range of 10°-60° (2θ) with a rate of 3°/min.
The EXAFS data were collected at the Stanford Synchrotron Radiation Light-source (SSRL) on beamline 7-3 using a Si (220) double monochromator. The Cu K-edge and Sn K-edge data were collected in fluorescence mode with a Ge multi-channel detector at a temperature of 8K. Slit heights were 0.5 mm for Cu K-edge, which gives an energy resolution of ∼0.8 eV, and 0.15 mm for the Sn K-edge with an energy resolution of ∼2.6 eV. The data were reduced using standard techniques (RSXAP)[Booth, 2012], converted to k-space, and Fourier transformed to r-space.

Fits to the EXAFS data were performed to the Cu$_2$SnS$_3$ structure (I-42m space group, with a = 5.413 Å and c = 10.824 Å) [Chen et al., 1998]. Chen et al. describe the copper and tin atoms as disordered in occupancy over two (of the three total) metal sites. Using FEFF8 [Ankudinov et al., 1998], theoretical EXAFS functions were generated for each pair of atoms (Metal-S, Metal-Cu, Metal-Sn, along with the longer Metal-S, Metal-Cu, and Metal-Sn bonds). The first shell of neighbors around the metal atoms in Cu$_2$SnS$_3$ contains four S atoms at distances of 2.31-2.36 Å. The second shell of neighbors about the metal atoms contains the first metal neighbors at a distance of ∼3.8 Å, closely followed by the longer metal-S bond (∼4.5 Å). The longer Metal-Metal bonds are at distances of ∼5.4 Å. The addition of multiscattering peaks made the fits worse and the peaks had very little amplitude that was broadened out; thus the multiscattering peaks were left out of the final analysis.

The data were then fit in r-space to a sum of these EXAFS functions; in principle, there are three parameters per atom-pair - amplitude, position (r) and the width σ, of the pair distribution function. $\sigma^2$ models thermal and static disorder which
lead to a reduction in peak amplitudes. Constraints must also be included as otherwise there would be too many free parameters, as discussed by Stern [Stern, 1993].

Since the amplitude for a given pair is given by $N S_0^2$, where $S_0^2$ is an amplitude reduction factor from multi-scattering, $S_0^2$ needs to be measured separately. We determined it using the individual sulfides (CuS and SnS$_2$) and used those values for each metal cation (0.85 for Cu and 1.00 for Sn).

The Cu K and Sn K edge data for Cu$_2$SnS$_3$ were fit using a $k$-range of 3.5–12.5 Å$^{-1}$ for Cu and 3.5–10.5 Å$^{-1}$ for Sn. Fits were performed over $r$-ranges of 1.05–5.05 Å for both edges.

### 5.3.1 Confirmation of binary films

Samples of Cu$_2$S and SnS$_2$ thin films from were first examined by energy-dispersive X-ray spectroscopy. The results were compared to control samples of CuS, Cu$_2$S, SnS, and SnS$_2$ to verify the stoichiometry of the binary compounds, as shown in Tables 5.2 & 5.3. In order to convert the data to atomic percent, the weight percents must be divided by the atomic weight and multiplied by the element’s fluorescence efficiency. In this study, the individual element’s efficiencies were unknown, so an efficiency factor was calculated for the CuS and Cu$_2$S controls and a weighted average of these factors was used. For copper sulfide films, the efficiency factor was 3.87. For tin sulfide films, the conversion factor was 1.05. The uncertainty in the measurements was 8-10%.

The CVD Cu$_2$S thin film stoichiometry, shown in Table 5.2, most closely matches the stoichiometry of Cu$_2$S, confirming that the thin film is primarily in the...
desired phase.

<table>
<thead>
<tr>
<th></th>
<th>CuS Control</th>
<th>Cu₂S Control</th>
<th>CVD Cu₂S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sulfur (%wt)</td>
<td>31</td>
<td>14.35</td>
<td>48.73</td>
</tr>
<tr>
<td>Copper (%wt)</td>
<td>14.65</td>
<td>15.35</td>
<td>48.03</td>
</tr>
<tr>
<td>Cu/S ratio</td>
<td>0.92:1</td>
<td>2.09:1</td>
<td>1.93:1</td>
</tr>
</tbody>
</table>

Table 5.2: Energy-dispersive X-ray spectroscopy data, which compares the percent weights of sulfur and copper in bulk powder control samples and one thin film of Cu₂S deposited by CVD. Using the controls for a calibration efficiency factor of 3.87, the stoichiometry (ratio of Cu/S) for the Cu₂S sample was determined.

The CVD SnS₂ thin film matches the SnS₂ control, within the uncertainties of the measurement of ~8-10%. SnS₂ also is the desired phase. The process of annealing the SnS₂ film at 450°C under the flow of H₂S + N₂ causes a desulphurization in the film. This reduces the S/Sn ratio to ~1.8. Other anneal conditions were tested, but they lost even more sulfur. After annealing, the remaining films are best described by SnSₓ where x<2.
Table 5.3: Energy-dispersive X-ray spectroscopy data, which compares the percent weights of sulfur and copper in bulk powder control samples and one thin film of SnS$_2$ deposited by CVD, before and after an anneal. Using the controls for a calibration efficiency factor of 1.05, the stoichiometry (ratio of S/Sn) for the SnS$_2$ sample was determined.

<table>
<thead>
<tr>
<th></th>
<th>SnS Control</th>
<th>SnS$_2$ Control</th>
<th>CVD SnS$_2$</th>
<th>Post-anneal SnS$_x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sulfur (%wt)</td>
<td>19.4</td>
<td>31.58</td>
<td>22.8</td>
<td>7.23</td>
</tr>
<tr>
<td>Tin (%wt)</td>
<td>69.03</td>
<td>63.43</td>
<td>45.65</td>
<td>15.8</td>
</tr>
<tr>
<td>S/Sn ratio</td>
<td>1.08:1</td>
<td>1.92:1</td>
<td>1.93:1</td>
<td>1.77:1</td>
</tr>
</tbody>
</table>

The X-ray diffraction results examined the binary films as well. Under equal deposition conditions for each thin film (30 minutes CVD), only the Cu$_2$S showed any discernible peaks above the amorphous quartz glass, as seen in Figure 5.1. This indicates that the SnS$_2$ films are less crystalline than the Cu$_2$S for similar deposition times. This result may be due to the SnS$_2$ growth rate being lower compared to that of Cu$_2$S. For example, a thin film of Cu$_2$S from only 10 minutes of CVD does not display any identifiable peaks, most likely due to the lower crystallinity in a thinner film. The SnS$_2$ thin film did grow in crystallinity after an anneal at 450°C for 7 minutes under a steady flow of H$_2$S + N$_2$ combined. The increase in crystallinity is observed in the emergence of a new diffraction peak at $2\theta \sim 32^\circ$ (Figure 5.1). This peak corresponds to the (111) plane in SnS, which supports the EDX result of desulpherization changing the phase of the film.

Tauc plots were used to determine the band gaps for the binary films. The
Figure 5.1: X-ray diffraction results for binary films. This includes the as-deposited data for a Cu$_2$S film (top trace) and a SnS$_2$ film (bottom trace), as well as a SnS$_x$ film after annealing at 450° (middle trace). The deposition times were equal for the films, but the Cu$_2$S film is thicker and displays diffraction peaks without an anneal, indicating a higher as-deposited crystallinity. In contrast, diffraction peaks for SnS$_2$ do not appear until after an anneal treatment. The anneal, however, also causes the SnS$_2$ film to lose sulfur, and the resulting pattern matches that of SnS.
results also demonstrate the changes that take place in the films when annealed. The direct band gaps will first be discussed, and are shown in Figure 5.2. The as-deposited Cu$_2$S shows a direct band gap (measured from a Tauc plot of $(\alpha h\nu)^2$, where $\alpha$ is the absorption coefficient) of 2.5 eV, which is not significantly different than the expected result for Cu$_2$S of 2.4 eV. For the as-deposited SnS$_2$ films, the direct band gap was determined to be 3.0 eV, which is also reasonably close to the expected value for SnS$_2$ of 2.88 eV [Domingo et al., 1966].

After annealing the SnS$_2$ films, the desulpherization effect is further observed in the spectroscopy results. The resulting SnS$_x$ film (where $x<2$) has a direct band gap of 1.8 eV, shown in Figure 5.2, which may indicate the presence of some SnS phase, which previous studies have observed to have a band gap of 1.32-1.48 eV [Ramakrishna Reddy et al., 2007; Noguchi et al., 1994].

The indirect band gaps of the binary films were also examined, as seen in Figure 5.3. The indirect band gap of the as-deposited Cu$_2$S is 1.2 eV, which again matches the bulk value of 1.2 eV. The as-deposited SnS$_2$, however, has an indirect band gap of 1.3 eV, which is significantly lower than the expected value of $\sim$2.1 eV [Domingo et al., 1966; Greenaway and Nitsche, 1965]. This may be due to the presence of other phases of SnS$_x$ within the as-deposited sample or from significant band broadening due to disorder in the film, as seen in XRD. The post-anneal band gap of SnS$_x$ shifts to 0.9 eV, which is closest to the value for SnS of 1.07 eV [Vidal et al., 2012]. This indicates that the desulpherization from annealing reduces the SnS$_x$ phase and possibly forms some SnS as well. Both the direct and indirect band gap results for the post-anneal
Figure 5.2: Tauc plot of the direct band gaps \([(\alpha h\nu)^2 \text{ versus photon energy}]\) of as-deposited CVD Cu$_2$S and SnS$_2$, and post-anneal SnS$_x$. The Cu$_2$S film’s band gap is identified as 2.5 eV, close to the accepted value (2.4 eV). The SnS$_2$ band gap is identified as 2.97 eV, which is close to the accepted value as well (2.88 eV). After annealing, the SnS$_x$ band gap shifts down to 1.8 eV, possibly due to a mixture of SnS$_2$ and SnS (~1.4 eV) phases, which matches the XRD result (Fig. 5.1).
Figure 5.3: Tauc plot of the indirect band gaps \([(\alpha h\nu)^{1/2} \text{ versus photon energy}]\) for as-deposited CVD Cu$_2$S and SnS$_2$, as well as the same SnS$_2$ film after annealing. The Cu$_2$S film’s indirect band gap is identified as 1.2 eV, which matches the accepted value. The SnS$_2$ indirect band gap is identified as 1.3 eV, shifting down to 0.9 eV after the anneal. These values are lower than expected for pure SnS$_2$ films, which may be due to sulfur-poor phases of SnS$_2$ or low crystallinity.

SnS$_x$ agree with the XRD analysis that sulfur-poor phases form in these samples when annealed in these conditions.

EXAFS data were also collected on binary films of Cu$_2$S and SnS$_2$ and compared to bulk films as a reference. The Cu K edge EXAFS data for copper sulfides are shown in Figure 5.4. As mentioned previously, the bulk CuS and bulk Cu$_2$S are readily distinguishable by the "shoulder" in Cu$_2$S EXAFS at r~2.4 Å that quickly reduces in amplitude to nearly zero, while CuS EXAFS has a low and constant amplitude. The
Figure 5.4: Cu K edge EXAFS data of bulk CuS (light) and Cu$_2$S (dark), in comparison to EXAFS data of a CVD thin film of Cu$_2$S below. Note the difference between the two bulk films, especially in the "shoulder" at $r \sim 2.4$ Å. The shape of the thin film's data most closely matches that of Cu$_2$S. The FT range for all data is $3.5–11.0$ Å$^{-1}$.

CVD thin film mostly matches the shape of bulk Cu$_2$S.

The Sn K edge data for tin sulfide are shown in Figure 5.5. The EXAFS of bulk SnS and bulk SnS$_2$ are dramatically different due to the disordered structure of SnS. The CVD thin film matches the structure of SnS$_2$.

5.3.2 Formation of Cu$_2$SnS$_3$

Once the binary films quality was confirmed, the experiment and analysis moved on to focus on the ternary Cu$_2$SnS$_3$ by depositing a bilayer stack of Cu$_2$S + SnS$_2$ and annealing. The analysis focused on the same experiments as the binary
Figure 5.5: Sn K edge EXAFS data of bulk SnS (dark dashed) and SnS$_2$ (light dotted), in comparison to EXAFS data of a CVD thin film of SnS$_2$ below. The disordered structure of bulk SnS produces a low overall amplitude, in contrast to the large amplitude peaks of the bulk SnS$_2$. The shape of the thin film’s data most closely matches that of SnS$_2$. The FT range for all data is 3.5–10.5 Å$^{-1}$. 
Figure 5.6: X-ray diffraction results for layered Cu$_2$S + SnS$_2$, both as-deposited (bottom trace) and after annealing at 450$^\circ$C (top trace). The anneal process causes the films to transform into the Cu$_2$SnS$_3$ compound and greatly increases the crystallinity, as evidenced by the appearance of Cu$_2$SnS$_3$ diffraction peaks, especially for the (111), (220), and (311) planes.

In examining the layered samples of Cu$_2$S+SnS$_2$ with XRD, the as-deposited films are generally too amorphous to show any discernable diffraction peaks. The tiny peaks present perhaps show the presence of SnS and CuS, but the low height reflects a lack of crystallinity. Figure 5.6 shows the diffraction results for a film comprised of a 10 minute deposition of Cu$_2$S followed by a 45 minute SnS$_2$ deposition both before and after annealing.
After annealing in 7 Torr of static H\textsubscript{2}S at 450°C for 30 minutes, the film displays much more crystalline behavior, shown in Figure 5.6. Large diffraction peaks emerge for the Cu\textsubscript{2}SnS\textsubscript{3}, particularly along the (111), (220), and (311) planes. This shows a great increase in crystallinity. Only trace peaks of SnS and CuS may remain. These results show that these anneal conditions are causing an increase in crystallinity for these films, and causing the layered Cu\textsubscript{2}S + SnS\textsubscript{2} film to transform into Cu\textsubscript{2}SnS\textsubscript{3}.

The as-deposited and annealed films of 10 minutes Cu\textsubscript{2}S + 45 minutes SnS\textsubscript{2} were also examined with EDX. The results were again calibrated with the binary controls, and are shown in Table 5.4. In this case, some variations between depositions did take place, but multiple samples demonstrate atomic ratios close to Cu/Sn~2, S/Sn~3, and Cu/S~0.67, which matches the expected ratios for Cu\textsubscript{2}SnS\textsubscript{3}. The sample selected was slightly Cu-poor and/or Sn-rich, with ratios of Cu/Sn~1.3, S/Sn~2.8, and Cu/S~0.5. When the layered sample is annealed at 450°C in static H\textsubscript{2}S at 7 Torr for 30 minutes, the stoichiometry actually improved in a sample with Cu/Sn~2.2, S/Sn~3.1, and Cu/S~0.7. This result indicates that the films are losing some sulfur and tin during the anneal process, but the result is a film of the correct stoichiometry for Cu\textsubscript{2}SnS\textsubscript{3}. 
The band gaps of the layered films depends on the amounts of Cu$_2$S and SnS$_2$ present in the film. For a 10 minute deposition of Cu$_2$S with a 45 minute deposition of SnS$_2$ on top, the resulting film has a direct band gap of 2.8 eV, shown in Figure 5.7, which is most similar to the band gap of SnS$_2$. When these layered films are annealed, the change in band gap depends on the anneal conditions. For a 2 hour anneal at 350°C in N$_2$, the direct band gap shifts only slightly to 2.7 eV, possibly from the thinning of the SnS$_2$ film. In contrast, a 30 minute anneal at 450°C in 7 Torr of static H$_2$S more distinctly changes the band gap to 2.0 eV. This value is still higher than the accepted band gap of Cu$_2$SnS$_3$, which has been reported as high as 1.5 eV [Lokhande et al., 2016]. This higher direct band gap could be due to an incomplete mixing of the films.
Figure 5.7: Tauc plot showing the direct band gap of as-deposited Cu$_2$S + SnS$_2$, as well as the same film after annealing at 350°C in N$_2$, and after annealing 450°C in H$_2$S. The as-deposited film displays a band gap of 2.8 eV, which most closely matches that of SnS$_2$. This changes little with the first anneal, but the second anneal shifts the band gap to 2.0 eV. This is still somewhat higher than would be expected for Cu$_2$SnS$_3$, possibly from incomplete film mixing in the sample.

during the anneal process, with the presence of excess Cu$_2$S and/or SnS$_2$ in the sample contributing to a higher overall band gap. Unlike some of the phases of Cu$_x$S and SnS$_x$, Cu$_2$SnS$_3$ is not known to have an indirect band gap.

The Cu edge EXAFS data also indicates growth of Cu$_2$SnS$_3$. After annealing, the amplitude of the second peak dramatically increases, which indicates formation of Cu$_2$SnS$_3$, as seen in Figure 5.8.

The second peak cannot come from contributions of Cu$_2$S or CuS. Cu$_2$S has
Figure 5.8: Cu K edge EXAFS data of layered Cu$_2$S + SnS$_2$, both as-deposited and after annealing at 450°C. A fit to the annealed data is also shown. The increase in amplitude of the second peak ($3.5\text{Å} < r < 4.5\text{Å}$) indicates the formation of Cu$_2$SnS$_3$. FT range is from $3.5–14.5\text{ Å}^{-1}$.

no amplitude above 3 Å, while CuS has low amplitude above 3 Å, which reduces to zero above 4 Å. Both structures are disordered beyond 4 Å due to very disordered second neighbors. Even the small amplitude of CuS cannot contribute to the amplitude of the second peak because the two are almost exactly out of phase. The copper sulfide structures of CuS and Cu$_2$S cannot describe the growth of the second peak. In contrast, Cu$_2$SnS$_3$ has a distinct second peak. The data fits Cu$_2$SnS$_3$ with a small amount of CuS, less than 15%.

The Sn edge EXAFS data similarly shows an increase in the second neighbor, as seen in Figure 5.9, which suggests a change in the crystal structure. This also supports the idea of Cu$_2$SnS$_3$ formation from the annealing process.
Figure 5.9: Sn K edge EXAFS data of layered Cu$_2$S + SnS$_2$, both as-deposited and after annealing at 450$^\circ$C. The increase in amplitude of the second peak (3Å < r < 4.5Å) indicates the formation of Cu$_2$SnS$_3$. FT range is from 3.5–10.5 Å$^{-1}$.

Fits to the EXAFS data were performed to the Cu$_2$SnS$_3$ structure (I-42m space group, with a = 5.413 Å and c = 10.824 Å) [Chen et al., 1998]. Chen et al. describe the copper and tin atoms as disordered in occupancy over two (of the three total) metal sites. Using FEFF8 [Ankudinov et al., 1998], theoretical EXAFS functions were generated for each pair of atoms (Metal-S, Metal-Cu, Metal-Sn, along with the longer Metal-S, Metal-Cu, and Metal-Sn bonds). The first shell of neighbors around the metal atoms in Cu$_2$SnS$_3$ contains four S atoms at distances of 2.31-2.36 Å. The second shell of neighbors about the metal atoms contains the first metal neighbors at a distance of $\sim$3.8 Å, closely followed by the longer metal-S bond ($\sim$4.5 Å). The longer Metal-Metal bonds are at distances of $\sim$5.4 Å. The addition of multiscattering peaks made the fits worse and the peaks had very little amplitude that was broadened out;
thus the multiscattering peaks were left out of the final analysis.

The data were then fit in $r$-space to a sum of these EXAFS functions; in principle, there are three parameters per atom-pair - amplitude, position ($r$) and the width $\sigma$, of the pair distribution function. $\sigma^2$ models thermal and static disorder which lead to a reduction in peak amplitudes. Constraints must also be included as otherwise there would be too many free parameters, as discussed by Stern [Stern, 1993].

Since the amplitude for a given pair is given by $N S^2_\circ$, where $S^2_\circ$ is an amplitude reduction factor from multi-scattering, $S^2_\circ$ needs to be measured separately. We determined it using the individual sulfides (CuS and SnS$_2$) and used those values for each metal cation (0.85 for Cu and 1.00 for Sn).

The Cu K and Sn K edge data for Cu$_2$SnS$_3$ were fit using a $k$-range of 3.5–12.5 Å$^{-1}$ for Cu and 3.5–10.5 Å$^{-1}$ for Sn. Fits were performed over $r$-ranges of 1.05–5.05 Å for both edges. In the fits, the amplitudes were constrained to be consistent with the Cu$_2$SnS$_3$ crystal structure’s ratio of coordination numbers, i.e. 4 S first neighbors, 12 metal second neighbors, 12 further S neighbors, and 6 further metal neighbors. There are two types of Metal-Metal peaks, for the Cu and Sn neighbors, respectively. The number of each type of metal neighbor was started at the values given by diffraction (c.f. Table 5.5), and then the ratio of Cu:Sn neighbors was allowed to vary. This ratio of metal neighbors is the only amplitude parameter that is varied.

The amplitude of the second peak of Cu$_2$SnS$_3$ should be approximately two-thirds from the Cu-Cu bond and one-third from the Cu-Sn bond. Instead, the analysis of the second peak shows more of the Cu-Sn bond than the expected one-third. Sur-
Table 5.5: The first set of columns show diffraction results for the bond lengths ($r_D$) and number of neighbors ($N$) of Cu$_2$SnS$_3$, generated from Chen et al. [Chen et al., 1998] using ATOMS. [Ravel, 2001] The final three columns show the Cu K and Sn K fit results for the annealed thin film of Cu$_2$SnS$_3$. The Cu-Sn and Sn-Cu bonds show more disorder ($\sigma^2$) than Cu-Cu or Sn-Sn. The Cu edge fit has more Sn neighbors than expected around it, and the difference is not compensated for in the Sn edge fit. It is possible that another phase of copper sulfide is present in the film.
prisingly, even while the stoichiometry is slightly Cu-rich based on the Cu EXAFS and EDX, the Sn EXAFS analysis does not indicate additional Cu second neighbors. The Sn neighbors are close to the expected numbers, but with large amounts of broadening ($\sigma^2$). These EXAFS results suggest clustering of Cu and Sn is occurring and/or another phase is present within the confirmed Cu$_2$SnS$_3$ structure.

5.4 Conclusion

This work demonstrates chemical vapor deposition of a copper tin sulfide compound, Cu$_2$SnS$_3$, via annealing layers of the binary sulfides. Creating Cu$_2$SnS$_3$ via CVD and annealing is generally much easier with these materials than atomic layer deposition, due to the different temperature windows required by ALD for each precursor. While the loss of sulfur during the anneal process can be problematic, it can be mitigated by depositing a slight excess of SnS$_2$ in the layered stack of films before annealing. The ideal anneal parameters were a temperature of 450°C, static H$_2$S environment at 7 Torr with no vacuum, and a duration of at least 30 minutes. The mixing of the films was confirmed with XRD and EXAFS. The change in the optical band gap suggests mixing of the films did occur but they may require a longer anneal time to mix completely, since the band gap is 2.0 eV, which is still above the accepted value for Cu$_2$SnS$_3$. The EXAFS results also suggest the structure is not purely Cu$_2$SnS$_3$ and likely has another phase present. Future work will examine other possible phases of copper tin sulfide, such as CuSn$_{3.75}$S$_8$ (Cu$_2$Sn$_4$S$_9$ with vacancies), to improve the fit. CuSn$_{3.75}$S$_8$ is a very
similar structure to Cu$_2$SnS$_3$, but with Cu vacancies on one of the two Cu sites. As a result, the Cu atoms only have Sn atoms as their first metal neighbor. This could explain the excess Sn seen about Cu in the fits performed here. Further investigations also include incorporating ZnS into the films to form the quaternary Cu$_2$ZnSnS$_4$ and studying the phases that form.
Chapter 6

Copper Zinc Tin Sulfide Nanoparticles

6.1 Introduction

Cu$_2$ZnSnS$_4$ (CZTS) has many desirable properties for solar cell applications: low-cost, abundant materials, an optimal bandgap, and promising initial solar energy conversion efficiencies.[Wang et al., 2013] Some of the highest efficiency devices have been fabricated from solution-processible nanoparticles[Guo et al., 2010] as the starting material rather than bulk materials. The nanoparticles may form different structure and stoichiometry than bulk systems.

Controlling the stoichiometry and structure of CZTS in general has proved challenging.[Katagiri et al., 2009; Siebentritt and Schorr, 2012] The materials ZnS and Cu$_2$S are nearly immiscible[Short et al., 2014] and SnS$_2$ is needed to stabilize the CZTS structure. Because the range of stability in the ZnS-Cu$_2$S-SnS$_2$ phase diagram is small,[Chen et al., 2010a] many samples made at low temperatures are not stoichiomet-
ric. The widely accepted stoichiometry for optimum solar cell performance is copper poor and zinc rich.\cite{Katagiri2011, Wang2013, Guo2010, Siebentritt2012} which is discussed further in the Discussion.

A major difficulty, however, is in characterizing the local structures that form within CZTS, and related materials, about each of the cations. The local arrangement of atoms is very similar to the cubic zinc-blende structure such as cubic ZnS, with four S nearest neighbors and twelve metal second neighbors. The ordering of the metal atoms leads to the kesterite or stannite structure, with the primary difference arising from the Zn and Cu atoms trading some sites between the two structures.

The environments about each cation are consequently very similar, as seen in the crystal structure, shown in Fig. 6.1. In diffraction, the main Bragg peaks of CZTS are at nearly the same position as that of several related compounds and components, including $\text{Cu}_2\text{SnS}_3$ and ZnS, which makes it very difficult to distinguish such components. Additionally, the grain size in thin films can be small, leading to broader peaks, and for small nanoparticles, often only one or two very broad diffraction peaks remain. Other groups have synthesized CZTS materials in powder \cite{Schorr2007}, thin film \cite{Nakamura2014}, and some EXAFS studies have been carried out on these materials.\cite{Siah2015, Hartman2011, Bacewicz2014, Zalewski2010, Espinosa-Faller2014}

Here we study the stoichiometry and local structure in as made nanoparticles of CZTS, and how it differs from bulk materials. We use the extended x-ray absorption fine structure (EXAFS) technique, to determine the environment around Cu, Zn, and Sn, out
to the third shell of neighbors. The earlier EXAFS studies [Siah et al., 2015; Hartman et al., 2011; Bacewicz et al., 2014; Espinosa-Faller et al., 2014] have investigated local structure in CZTS materials, but most are not in nanoparticle form; also they have rather different results, which will be compared in the Discussion.

Espinosa-Faller et al.[Espinosa-Faller et al., 2014] study the local structure of CZTS in nanoparticle form with stoichiometric samples. Our two nanoparticle samples are both slightly copper poor, which may produce better devices. Due to the Cu deficiencies, the two samples are also either zinc rich or tin rich, which provides some contrast. It is important to see if these shifts in the stoichiometry change the local structure of CZTS, such as whether significant clustering occurs or whether the cations have the orderings required for the known Kesterite and Stannite structures. Unfortunately, because Cu and Zn are neighbors in the periodic table, the EXAFS signals for Cu and Zn are nearly identical and one cannot distinguish between Cu and Zn neighbors.

### 6.2 Experimental Details

For this study, nanoparticle materials (~ 7 nm) were purchased from Mesolight which were prepared in June of 2014.[Guo et al., 2009, 2010] For the EXAFS samples, the nanoparticles, suspended in toluene, were deposited onto filter paper by pipetting the solution onto the paper and then evaporating the solvent. Using multiple cycles of pipetting and evaporation, sufficient CZTS was deposited into the filter paper that with several layers of filter paper, the x-ray absorption could be measured in transmission —
Figure 6.1: The structure of kesterite Cu$_2$ZnSnS$_4$; the unit cell is tetragonal (space group $I\bar{4}$). The Cu atoms are green (large), the Zn atoms are orange (medium), the Sn atoms are dark red (medium), and the S atoms are light blue (small). Other possible structures are stannite CZTS and zinc-blende CZTS. Stannite is nearly identical to kesterite, only the Zn sites switch locations with one of the two Cu sites. This change is indistinguishable to EXAFS since Cu/Zn are neighbors on the periodic table. A third possible CZTS structure is a distorted zinc-blende structure, which has a random distribution of metal atoms on the cation sites.
absorption step heights were 1.638 & 0.393 for Cu, 0.652 & 0.252 for Zn, and 0.308 & 0.455 for Sn, for the two samples respectively.

The EXAFS data were collected at the Stanford Synchrotron Radiation Light-source on beamlines 11-2 and 4-1 using a Si (220) double monochromator, detuned 30% for all edges to reduce harmonics. Slit heights were approximately 0.5 mm, which gives energy resolutions of ~ 0.9 eV for Cu and Zn and ~6.9 eV for Sn. The Cu, Zn, and Sn K edge data were collected in transmission mode at a temperature of 50 K for Sample # 1 and 8 K for Sample #2. A minimum of three scans were collected for each edge for averaging and to check reproducibility.

6.3 Data

The EXAFS data were reduced using standard procedures,[Booth, 2012] which include removing the pre-edge background using the Victoreen equations[Victoreen, 1949] for transmission data and extracting the EXAFS oscillations, \( \chi(E) \), with a spline fit of the post-edge background. This function was converted to \( k \)-space using the relation \( k = \sqrt{2m(E - E_0)/\hbar^2} \), where \( E_0 \) is experimentally determined as the energy at the half height of the edge step. The \( k \)-space EXAFS data for each metal K edge are shown in Fig. 6.2, and are highly reproducible with little variation between scans. Note that the Sn edge data of Sample #2 actually has seven data traces, which shows the high repeatability of the data. An average of these traces was used in the following data analysis and fits.
Figure 6.2: $k$-space data ($k^3 \chi(k)$) for the Cu K, Zn K, and Sn K edges of two CZTS samples at $T = 50$ K (#1) and 8 K (#2). Three traces are plotted for each edge (seven traces for Sn 2) to show the reproducibility of the data. The largest difference between the samples is observed for the Zn K edge.
The $k$-space data were fast Fourier transformed (FFT) into $r$-space using an FT range of 3.5–11.5 Å$^{-1}$ (Gaussian rounded by 0.3 Å$^{-1}$), as shown in Fig. 6.3 for a $k^3$ weighting - FFT($k^3\chi(k)$). Peaks in $r$-space correspond to different shells of neighbors, but the peak positions are always shifted to lower $r$ compared to the actual pair distance - in this case by $\sim$0.4 Å for S neighbors. For well ordered material, peaks exist well beyond 6-7Å; generally the larger the amplitudes of the further neighbor peaks are, the more ordered the compound is. For all three edges, but particularly for Zn, Sample #2 has more well-defined peaks at high $r$, which means it is more ordered than Sample #1.

6.3.0.1 Composition

The composition results for two samples are shown in Table 6.1. These were determined from the absorption step height for each edge, measured on the same point on the sample. The step heights were converted to concentration ratios using the McMaster tables.[McMaster, 1969] Sample #1 contains too much Sn in the sample, with some Zn deficiency as well. For four S atoms, this yields a composition of Cu$_{1.89}$Zn$_{0.80}$Sn$_{1.31}$S$_4$, shown in Table 6.1. These results may correspond to Sn substituting on the Zn and Cu sites and/or some excess SnS formation. In contrast, Sample #2 is instead Zn-rich with Sn close to stoichiometric, while still being Cu-poor. The resulting composition is Cu$_{1.75}$Zn$_{1.19}$Sn$_{1.06}$S$_4$. Samples #1 and #2 provide a means for studying how varying Sn amounts influences cluster defects.
Figure 6.3: EXAFS $r$-space data for the Cu, Zn, and Sn K edges of Samples #1 and #2. The strong similarities in shape indicate all the elements are in a similar environment. The largest peak near 1.9 Å is the first S neighbor. Here and in following $r$-space plots the fast oscillation is the real part, $R$, of the FFT; the amplitude function is $\pm \sqrt{R^2 + I^2}$ where $I$ is the imaginary part (not plotted) of the FFT. FT window: 3.5–11.5 Å$^{-1}$, Gaussian broadened by 0.3 Å$^{-1}$. 
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### Table 6.1: Ratios of metal cations and relative composition of the CZTS sample, assuming four S atoms. These highlight the excess Sn and deficient Zn fractions in Sample #1, and the excess Zn and deficient Cu in Sample #2.

<table>
<thead>
<tr>
<th>Ratios</th>
<th>#1</th>
<th>#2</th>
<th>Composition</th>
<th>#1</th>
<th>#2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu/Zn</td>
<td>2.37</td>
<td>1.47</td>
<td>Cu</td>
<td>1.89</td>
<td>1.75</td>
</tr>
<tr>
<td>Cu/Sn</td>
<td>1.45</td>
<td>1.64</td>
<td>Zn</td>
<td>0.80</td>
<td>1.19</td>
</tr>
<tr>
<td>Zn/Sn</td>
<td>0.61</td>
<td>1.12</td>
<td>Sn</td>
<td>1.31</td>
<td>1.06</td>
</tr>
<tr>
<td>Cu/(Zn+Sn)</td>
<td>0.90</td>
<td>0.77</td>
<td>S</td>
<td>(4)</td>
<td>(4)</td>
</tr>
</tbody>
</table>

6.3.1 Local Structure

The r-space data for the Cu, Zn, and Sn K edges look nearly identical in shape as shown in Fig. 6.3. The large peak near 1.9 Å corresponds to the four S atoms in the first shell of neighbors around each metal atom (actual distance ~2.3 Å). The position of this peak is nearly the same for each edge, suggesting comparable metal-S bond lengths. This is expected in CZTS but not for individual sulfides such as Cu₂S or SnS₂. The second shell peak, near 3.5 Å (actual distance ~3.8 Å), consists of 12 metal neighbors of Cu, Zn, or Sn for bulk material, but may be somewhat less for small nanoparticles, depending on size. Note the peak positions are nearly the same for all edges as also observed by Espinosa-Faller et al.\(^\text{[Espinosa-Faller et al., 2014]}\) In contrast, Bacewicz et al.\(^\text{[Bacewicz et al., 2014]}\), find the Metal-Metal peaks at a longer distance, while Siah et al.\(^\text{[Siah et al., 2015]}\) find the first Metal-S peaks at distances with even greater
differences from diffraction’s, with shifts of (−) 0.07-0.08 Å for Zn-S and (+) 0.06-0.07 Å for Sn-S, though they only report $\Delta r$ without stating the starting pair distance.

Another unusual feature of our data comes from a comparison of the Cu and Zn K edge data; because Cu and Zn are neighbors in the periodic table, the simulated EXAFS using FEFF8.5 [Ankudinov et al., 1998] are essentially identical. Experimentally however, the second neighbor peak in the Zn edge data is much larger than for the Cu edge data, particularly for sample #2. A similar result was shown in $r$-space plots by Espinosa-Faller et al.; [Espinosa-Faller et al., 2014] the similarity could be related to the fact that both their study and ours use nanoparticle samples.

Theoretical functions for each atom pair were generated using FEFF8 [Ankudinov et al., 1998]. With these functions, the second neighbor Cu and Zn backscatterers are indistinguishable, since they are neighbors on the periodic table. In fits, a Cu second neighbor pair function was used to represent both the Cu and the Zn second neighbors. The complex parts of the theoretical function for the Sn second neighbor is out of phase with that for the Cu and Zn functions, as shown explicitly in Fig. 6.4. Thus a sum of Cu-Cu and Cu-Sn functions will interfere destructively leading to a low amplitude. This makes it difficult to analyze the second neighbor data without detailed fits.

The EXAFS data also show that both samples have a significant amount of disorder for the second neighbors and beyond. Although the first peak has a large amplitude, the second peak is small compared to theoretical EXAFS functions for undistorted CZTS.
6.4 Data Analysis

6.4.1 General Fitting & Constraints

The kesterite structure, shown in Fig. 6.1, has a lower formation energy than the stannite structure, and thus is the more stable structure.[Jiang and Yan, 2013] A comparison of kesterite and stannite bond lengths, as measured by diffraction,[Hall et al., 1978] is shown in Table 6.2. The bond lengths of the two structures are within ∼0.01 Å of each other, which is indistinguishable to EXAFS.

Using the space group parameters for kesterite Cu$_2$ZnSnS$_4$ ($I\bar{4}$ space group, a = 5.427 Å and c = 10.848 Å)[Hall et al., 1978], theoretical EXAFS functions were calculated for each pair of atoms (Metal-S, Metal-Cu/Zn, Metal-Sn, and the longer Metal-S) using the program FEFF8.5.[Ankudinov et al., 1998]. The first shell of neighbors around the metal atoms in Cu$_2$ZnSnS$_4$ contains four S atoms at distances of 2.3-2.4 Å (see Fig.

Figure 6.4: A comparison of the theoretical $r$-space functions for Cu-Cu and Cu-Sn second neighbor peaks (these functions correspond to one neighbor and are not broadened). Note that the real part of the Fourier Transform (fast oscillating function) for Cu-Cu is nearly 180° out of phase with that for Cu-Sn; consequently, a sum of these functions will be significantly reduced, and the peak position may be shifted.
6.1 and Table 6.2). The second shell of neighbors about the metal atoms contains the first metal neighbors at a distance of \( \sim 3.8 \) Å; the longer metal-S bond \((\sim 4.5 \text{ Å})\) is included to improve the fit results. These bond lengths, as measured by diffraction,[Hall et al., 1978] are shown in Table 6.2. The addition of a multiscattering peak did not significantly improve the results and was left out of the final analysis.

The data were then fit in \( r \)-space to a sum of these EXAFS functions; in principle, there are three parameters per atom-pair - amplitude, position \((r)\) and the width \(\sigma\), of the pair distribution function. \(\sigma^2\) models thermal and static disorder which lead to a reduction in peak amplitudes. Constraints must also be included as otherwise there would be too many free parameters, as discussed by Stern[Stern, 1993].

Since the amplitude for a given pair is given by \(N S_0^2\), where \(S_0^2\) is an amplitude reduction factor from multi-scattering, \(S_0^2\) needs to be measured separately. We determined it using the individual sulfides (CuS, ZnS, SnS\(_2\)) and used those values for each metal cation (0.85 for Cu, 0.95 for Zn, and 1.00 for Sn).

The Cu K, Zn K, and Sn K edge data for Cu\(_2\)ZnSnS\(_4\) (see Fig. 6.3) were fit using a \(k\)-range of 3.5–11.5 Å\(^{-1}\) for Cu and Zn, and 3.5–12.5 and 3.5–15.5 Å\(^{-1}\) for Sn samples #1 and #2, respectively. Fits were performed over \(r\)-ranges of 1.6–4.5 Å for all edges.

In the fits, the amplitudes and relative pair distances were initially constrained to be consistent with the known kesterite crystal structure as follows. The ratios of the amplitudes for each atom pair were constrained to the ratio of the coordination numbers \(N\) – i.e. 4 S first neighbors, 12 metal second neighbors, and 12 further S neighbors.
There are two Metal-Metal peaks: one for the Cu and Zn neighbors, and one for the Sn neighbors. The number of each type of metal neighbor was started at the values given by diffraction (c.f. Table 6.2), and then the ratio of (Cu/Zn):Sn neighbors was allowed to vary. This ratio of second neighbors is the only amplitude parameter that is varied. For the pair distances, we initially fixed the distance ratios to be that of the kesterite structure, but allowed an overall expansion or contraction. No significant change in the pair distances occurred when this constraint on distance ratios was released.

6.4.2 Results

The pair distances obtained in the fits agree with diffraction results for kesterite CZTS, as shown in Table 6.2. The first neighbor distances are especially close, \( \leq 0.01 \) Å for Zn–S and Sn–S. The largest variation comes from the Cu–S, which contracted by \( \sim 0.02 \) Å. CuS and Cu\(_2\)S both have a shorter bond length, but the slightly shortened bond length in these samples is still closer to that of CZTS. The consistency of the bond lengths affirms the nanoparticles are within the desired zinc-blende-like structure.

The second shell of neighbors held the more surprising results. The fit to the Cu edge data, shown in Fig. 6.5 did not have the theoretical 4 Sn neighbors and 8 Cu/Zn neighbors. Instead, the second neighbor peak contains significantly more Sn neighbors than expected, see Table 6.2, which explains the low amplitude for the second peak, as the Cu-Sn function is out of phase with that for Cu-Sn (See Fig. 6.4). This is somewhat explainable in Sample #1, which contains 31% excess Sn (Cu\(_{1.89}\)Zn\(_{0.80}\)Sn\(_{1.31}\)S\(_4\)), so an extra 1.24 Sn neighbors \((0.31 \times 4 = 1.24)\) are expected on average, giving a total of 5.24
Table 6.2: The first three columns show diffraction results for the bond lengths and number of neighbors (N) of kesterite and stannite Cu₂ZnSnS₄, generated from Hall et al. [Hall et al., 1978] using ATOMS [Ravel, 2001]. The number of neighbors for these first four pairs is identical in the two structures. The final two columns show the Cu K, Zn K, and Sn K fit results for Cu₂ZnSnS₄ at 50 K for sample #1 and 8 K for #2. The EXAFS bond lengths (r_E) are in good agreement with diffraction results (r_D) at 300 K [Hall et al., 1978]. Although the second neighbor bond distances were initially constrained by the space group, no significant change in r occurred when this constraint was released. The number of Sn neighbors is much larger than predicted from the space group, even when the stoichiometry of excess Sn is taken into account.
Figure 6.5: Fit of the Cu K edge data using a sum of theoretical functions for kesterite Cu$_2$ZnSnS$_4$. The fit range was 1.6-4.5 Å for samples #1 and #2, and the FT range is 3.5-11.5Å$^{-1}$. 
Sn neighbors. The observed number of Sn neighbors is still higher by 2.76. Sample #2, in contrast, is close to stoichiometric Sn concentrations (Cu\textsubscript{1.75}Zn\textsubscript{1.19}Sn\textsubscript{1.06}S\textsubscript{4}), so only an extra 0.24 Sn neighbors are expected on average. Yet Sample #2 contains 6.5 Sn neighbors about the Cu, which is 2.26 more than expected.

Further fits were performed to test whether the excess Sn could be reduced by adding extra Cu/Zn neighbors at a longer distance. The fits contained the two Metal-Metal peaks as before (Cu-Cu/Zn and Cu-Sn) with the addition of a second Cu-Cu/Zn bond. The extra Cu/Zn neighbors were initially started at a longer pair distance because the Cu-Sn peak occurs at a large value of \( r \). The fits constrained the amplitude of the three peaks to sum to 12 neighbors. The amplitude for the Cu-Sn peak was constrained to various values. The fits became unphysical with an amplitude for the Cu-Sn peak at or just above the stoichiometric number of neighbors. The fits did improve slightly by forcing the number of Sn neighbors to be much less than expected, but the best fit is the one with too many Sn neighbors about Cu, as described in the previous paragraph. Possible causes for this excess are detailed in the Discussion.

The excess Sn neighbors also appear in the Zn fits, shown in Fig. 6.6. In Sample #1, there are 6.0 Sn neighbors from the fit, fairly close to the expected number calculated for the Sn-rich stoichiometry, 5.24 Sn neighbors. The Zn K edge amplitude for Sample #2 has a somewhat lower amplitude in the fits (3.8) than estimated from the stoichiometry (4.24). However, both numbers of neighbors are reasonably close to the numbers expected from stoichiometry, considering that typical errors in \( N \) are of order 0.5. Taking into account the nearly 180° phase difference between Zn and Sn
Figure 6.6: Fit of the Zn K edge data for samples #1 and #2 using a sum of theoretical functions for kesterite Cu$_2$ZnSnS$_4$. The fit range is 1.6-4.5 Å for both samples, and the FT range is 3.5-11.5Å$^{-1}$.

backscattering neighbors shown in Fig. 6.4 (note Cu-Sn is essentially the same as Zn-Sn etc.), then the reduced number of Sn neighbors for Sample #2 (3.8) can explain why the peak amplitude near 3.5 Å is larger.

Finally, fits were performed on the Sn edge data. Based on the crystal structure, Sn atoms do not have any Sn second neighbors. However, the fit of the Sn edge data, shown in Fig. 6.7, shows there are Sn second neighbors present. The number of unexpected Sn neighbors is the same in both samples, 2.9. In sample #1, the Sn neighbors could partly be explained by the excess Sn stoichiometry, which yields 1.24
extra Sn neighbors. The number of sample #1’s Sn neighbors is still above that value by 1.66 neighbors. Sample #2 should only have \( \sim 0.24 \) Sn neighbors for the Sn edge, which is much less than observed.

The possibility of a longer Cu/Zn bond was also tested for the Sn edge data. The fits contained two Cu/Zn peaks, with one peak initially at a larger distance from the core atom, Sn. The data do not fit this scenario; the long Cu/Zn peak has a huge \( \sigma^2 \) value of 0.159 Å\(^2\). The inclusion of a few Sn neighbors is the best description of the Sn second neighbor environment.

The second metal-S2 bond lengths tend to be slightly shorter than the theoretical structure, as seen in Table 6.2. The Cu-S2 bonds are consistently \( \sim 0.02 \) Å shorter, much like the first Cu-S pair distance. For Zn-S2, the bond length in Sample #1 is 0.03 Å shorter, while Sample #2 is within 0.01 Å. The Sn-S2 bond length is the closest to the diffraction results, with distances consistently within 0.01 Å. The amplitude for the second S neighbor peak was constrained to 12, that of the kesterite structure.

### 6.5 Discussion

All three edges (Zn K, Cu K, and Sn K) show an excess of Sn second neighbors. This is consistent with Sn substituting on Cu or Zn sites and clustering. Since Cu and Zn are indistinguishable, as mentioned before, the presence of Sn is the best indicator of clustering.

A few other papers use EXAFS to examine CZTS materials, with some differing
Figure 6.7: Fit of the Sn K edge data for samples #1 and #2 using a sum of theoretical functions for kesterite Cu$_2$ZnSnS$_4$. The fit range is 1.6-4.5 Å for both samples, and the FT range is 3.5-12.5 Å$^{-1}$ and 3.5-15.5 Å$^{-1}$ for Samples #1 and #2, respectively.
results. Hartman et al.[Hartman et al., 2011] detect the presence of ZnS in CZTS thin films by looking at the Zn edge of the data. Their results use EXAFS only for the Zn edge and would be strengthened by data for the other edges. It is possible our Zn-rich sample of CZTS nanoparticles show some phase segregation into ZnS. Siah et al.[Siah et al., 2015] look at the S K-edge in their EXAFS analysis of the effect of excess Zn. In contrast to Hartman et al.[Hartman et al., 2011] their study finds that excess Zn is actually incorporated into the CZTS structure via antisite defects and is assumed to be uniformly distributed between Cu and Sn sites, instead of forming ZnS. This agrees with our results, which observe similar clustering within the cations. A third paper reporting EXAFS of CZTS (Bacewicz et al.[Bacewicz et al., 2014]) examines all three metal cation edges in powder samples of CZTS. They propose that Sn is primarily on its native site, but admit some may be on Cu and Zn defect sites.

Espiosa-Faller et al.[Espinosa-Faller et al., 2014] agree with our results for the first neighbor. Both analyses show a shortened Cu-S bond length by 0.02 Å from the crystal structure, while the first Zn-S and Sn-S bond lengths are within 0.01 Å.

However, the second neighbor results of our study cannot be directly compared with Espiosa-Faller et al.[Espinosa-Faller et al., 2014] because their analysis describes a different number of second neighbors than the kesterite structure. The authors describe the theoretical crystal structure for each of the metal cations as only having 8 metal second neighbors instead of the 12 given by the structure.[Hall et al., 1978; Bacewicz et al., 2014] In Table 2 of their paper,[Espinosa-Faller et al., 2014] Cu is listed as only having 4 Cu/Zn neighbors, when it should have 8. Espiosa-Faller et al. also describe
Zn as having 4 Zn second neighbors, even though the kesterite structure contains 0 Zn second neighbors and 8 Cu second neighbors. Similarly, Sn is described by them to have 8 Cu/Zn neighbors instead of the expected 12. Finally, their table lists 8 neighbors for the second Metal-S peak rather than 12 neighbors. The differences in number of neighbors directly influences the $\sigma^2$ values, so these disagreements obstruct comparisons.

Even with the discrepancies for the further neighbors, we agree with the Espinosa-Faller result of site-antisite cation exchange within the crystal structure. The antisite substitution is further supported in that we see no evidence for interstitial sites in our EXAFS results. Although Espinosa-Faller et al. included a few interstitial S sites in their fits of the EXAFS data, the other techniques they used found that interstitial sites played a negligible role. The addition of interstitial S is not required in our EXAFS analysis.

We hypothesize that the Sn is substituting on Cu sites specifically. Cu prefers a shorter bond length to be closer to that of copper sulfide, which may make Cu a bit unstable in the CZTS structure. Our previous work showed that Cu and Zn are unstable when combined, while Cu and Sn are a better environment with several secondary sulfides. If the Sn substituted on the Cu sites, it would explain the observed Cu deficiency in the material and the Sn neighbors around Sn. Sn replaces some of the Cu but also stabilizes the remaining Cu, allowing the Cu to form the CZTS structure as observed.

In the case of excess Zn, such as Sample #2, the Zn likely does not want to go onto the Cu sites, since the bond length is shorter. The excess Zn may instead go on the Sn sites, forcing some additional Sn onto the Cu sites. The excess Zn amounts to
an average of 0.76 extra neighbors, along with the slight excess of Sn of 0.24 neighbors, so that in this model, there is about 1.0 Sn on the Cu sites.

With both samples, there seems to be extra Sn about the Cu in particular. This is not explainable by the addition of a long Cu/Zn neighbor. The remaining explanations are the presence of another unknown compound or some other clustering we cannot identify. The most similar compound, $\text{Cu}_2\text{SnS}_3$, expects an equal number of Sn neighbors about the Cu as CZTS, so even a mixture of the two structures would not explain the extra Sn present. One compound that could be present is $\text{Cu}_4\text{Sn}_7\text{S}_{16}$. If the amount of Zn in Sample #1 is taken as stoichiometric in a fraction of the sample (i.e. $\text{Cu}_{1.6}\text{Zn}_{0.8}\text{Sn}_{0.8}$) that would leave $\text{Cu}_{0.29}\text{Sn}_{0.51}$ remaining; the ratio of the excess Cu:Sn of 0.29/0.51=0.56, is very close to the Cu:Sn ratio in $\text{Cu}_4\text{Sn}_7\text{S}_{16}$ (0.57). The excess Cu and Sn could yield about 9% $\text{Cu}_4\text{Sn}_7\text{S}_{16}$ in addition to the CZTS.

One possible type of clustering is due to the nanoparticle form of the samples, which reduces the amplitude of the second neighbor peaks. The Cu may cluster more on the outside of the nanoparticle, while the Zn orders itself on the inside of the nanoparticle. Such an arrangement would lead to a reduced number of Cu neighbors about Cu, and thus an overall decrease in the second neighbor amplitude. Extra Sn has the same effect of reducing the second neighbor amplitude since it is 180° out of phase with the Cu/Zn signal.

Such structural variations may have significant implications for solar cell device performance. These nanoparticles, as prepared, are far from ideal device stoichiometry, as shown in Table 6.3, so attempts to make a device did not succeed. Future work
will study the role of annealing for controlling stoichiometry in nanoparticles and its influence on clustering within the nanoparticles, which is likely directly linked to device properties.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Cu/(Zn+Sn)</th>
<th>Zn/Sn</th>
<th>Cu/Sn</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>(ideal)</td>
<td>0.8-0.9</td>
<td>1.1-1.3</td>
<td>1.8-2.0</td>
<td>&gt;7%</td>
</tr>
<tr>
<td>#1</td>
<td>0.90</td>
<td>0.61</td>
<td>1.45</td>
<td>0</td>
</tr>
<tr>
<td>#2</td>
<td>0.77</td>
<td>1.12</td>
<td>1.64</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.3: Device performance for different stoichiometries of CZTS. Both nanoparticle samples are far from ideal device stoichiometry [Katagiri and Jimbo, 2011] as prepared, though Sample #2 is closer.

6.6 Conclusion

As made nanoparticles of CZTS have distinct differences in local structure from that of bulk, and perhaps even from that of more stoichiometric nanoparticles. The bond lengths match the kesterite CZTS structure very well. These bond lengths are different from the individual sulfides (Cu$_2$S and SnS$_2$), so these results confirm the CZTS structure is indeed forming in the nanoparticles.

Within the structure, however, is evidence that clustering is occurring, such as Sn substituting on the Cu and possibly Zn on the Sn sites. The three edges all show additional Sn neighbors in the second shell, especially in the Cu and Sn data. The amount of Sn neighbors about Sn stays constant between a Sn-rich sample and a Sn-
stoichiometric sample. We suggest the Sn is substituing on Cu sites to stabilize the Cu in the CZTS structure. The excess Zn may move to Sn sites and push additional Sn to the Cu sites, causing the Sn neighbors about Sn to remain roughly constant.

These substitutions of Zn on Sn and Sn on Cu match the Zn and the Sn data very well, but they do not account for the Cu data. The Cu data suggests the nanoparticle form may cause additional clustering from inside to outside, with the Cu primarily on the outside where there is less order, and fewer second neighbors. Alternatively, the nanoparticles induce the formation of an unknown structure.

More generally, EXAFS is shown to be a good tool for studying the local structure of CZTS, which is likely more complicated than stoichiometry suggests. Understanding these structural variations may be a key step to improving solar energy conversion efficiencies.
Chapter 7

Degradation in Methylammonium Lead Iodide Perovskite Materials

7.1 Introduction

The rapid increase in the power conversion efficiency (PCE) of organometal halide perovskite solar cells (OMH-PSCs) has drawn significant attention of researchers all over the world. The recorded PCE of Omh-PSCs skyrocketed from 3.81% in 2009 to 20.1% in 2015,[Kojima et al., 2009; Yang et al., 2015b] and with a theoretical maximum limit of 31% [Sha et al., 2015] exceeding the maximum limit of silicon (∼ 29%).[Richter et al., 2013] OMH perovskites have become one of the most promising materials for photovoltaic applications. Besides their high efficiency, OMH-PSCs have displayed easy processability, affordability, a tunable bandgap, and a wide absorption range.[Fan et al., 2015; Park, 2013; Lee et al., 2012; Zhang et al., 2014]
However, the notable fast degradation of the material impedes the possibility of practical applications. A number of previous studies have demonstrated the vulnerability of OMH perovskites towards environmental factors such as moisture and UV light.[Niu et al., 2015] Furthermore, the mesoporous layer such as TiO$_2$ used in PV devices was found to play a significant role in the degradation process.[Leijtens et al., 2013; Ito et al., 2014; Murugadoss et al., 2015; Guarnera et al., 2015] Snaith and coworkers reported that under UV exposure, encapsulated OMH-PSCs with n-type semiconducting mesoporous titanium dioxide (mp-TiO$_2$) suffered a rapid drop in photocurrent and PCE. The drop was attributed to the formation of oxygen desorption surface states in the TiO$_2$ that trapped photoelectrons from the absorber layer. Also, they found that the unencapsulated OMH-PSCs with mp-TiO$_2$ had much higher stability than the encapsulated cells. Therefore, it is suggested that the presence of oxygen is essential for passivating the surface states of TiO$_2$ to prevent the formation of trapping sites in the mesoporous layer.[Leijtens et al., 2013] Despite that issue with mp-TiO$_2$, several studies found that a TiO$_2$ scaffold layer enhances the charge diffusion length in OMH-PSCs considerably,[Gonzalez-Pedro et al., 2014; Edri et al., 2014] thereby the continued use of mp-TiO$_2$ for optimal device performance.[Chander et al., 2014]

In long-term stability studies of OMH perovskites with light in air, it is critical to prevent moisture from interacting with the samples. Although preparing perovskites in a controlled level of humidity (30±5%) can improve crystallinity, reduce pinhole-forming properties, and subsequently enhance optoelectronic properties,[You et al., 2014] humidity is also known as one of the main contributors to the perovskites’
high instability in ambient air. [Niu et al., 2015] A humidity level of 55% is sufficient to start the decomposition of methylammonium lead iodide (MAPbI$_3$) into lead iodide (PbI$_2$). [Noh et al., 2013] The mechanism of the moisture-induced degradation of perovskite was previously investigated and a few pathways were proposed. [Niu et al., 2014; Yang et al., 2015a] However, to date, there has been little focus of the role of light in the degradation process of MAPbI$_3$ devices.

In this study, we have studied structural changes and decomposition of MAPbI$_3$ films under continuous light illumination. To avoid complications, the moisture was removed for the entire length of light exposure. We used several sensitive spectroscopic techniques to monitor the evolution of the crystal and molecular structures, including X-Ray Diffraction (XRD), Ultraviolet-Visible (UV-Vis) Absorption spectroscopy, and Extended X-ray Absorption Fine Structure (EXAFS) spectroscopy.

In particular, EXAFS probes local orders prevalent in nanostructured and disordered materials, complementing XRD measurements of crystalline structures. Our results indicate that the mp-TiO$_2$ plays a role in the degradation of MAPbI$_3$. Moreover, the light-induced degradation of the perovskite structure is initiated by the conversion of methylammonium to the low boiling point methylamine, which then leads to the transition of MAPbI$_3$ into PbI$_2$. This mechanistic understanding is important for designing improved MGH perovskite materials with higher stability.
7.2 Experimental Details

7.2.1 Sample Preparation

The materials used in our experiments include N,N-dimethylformamide (DMF, spectroscopic grade, OmniSolv) 2-propanol (spectroscopic grade, Fisher Scientific), Lead iodide (PbI\(_2\), 99%, ACROS Organics, Fisher Scientific), methylammonium iodide (MAI, Dyesol), TiO\(_2\) nanoparticles (Solaronix). All chemicals were used as received without any further purification.

The quartz and borosilicate glass slides were first cleaned by sonication at 60°C in alconox detergent (concentration of 1%), deionized water, isopropanol, then ethanol respectively. The slides were dried using compressed nitrogen gas.

The methylammonium lead iodide (MAPbI\(_3\)) films were prepared in air on quartz and borosilicate glass slides using either the sequential deposition method or the two steps method reported elsewhere.[Burschka et al., 2013; Ko et al., 2015] 0.462 g of PbI\(_2\) was dissolved in 1 mL of DMF for 30 minutes at 70°C. Then, 25 µL of the dissolved lead was spin coated on a clean 25x25mm quartz slides with and without TiO\(_2\) mesoporous layer at 6000 rpm for 5 seconds. The PbI\(_2\) films were dried at 70°C for 30 minutes. Finally, The PbI\(_2\) films were dipped in methylammonium iodide solution (MAI, 10 mg/mL is 2-propanol) for 20-30 seconds with a pre- and post–wash steps with 2-propanol and dried at 70°C for 30 minutes. For the TiO\(_2\) mesoporous layer, 40 µL of TiO\(_2\) nanoparticles solution was spin coated on clean quartz slides at 1300 rpm for 40 seconds. The slides with TiO\(_2\) were next sintered at 125°C for 60 minutes and then at
450°C for 30 minutes, both in air.

After formation, all samples were surrounded by desiccants at all times to remove any effects due to humidity. The samples were placed in a chamber under a 400W metal halide lamp, with illumination intensity of 35mW/cm² [Yang et al., 2015b]. The work was done at room temperature, ranging between 24-32°C. Controls were stored in the same conditions in the dark.

7.2.2 Data

The optical absorption spectra of the films were measured using a Jasco V-670 spectrophotometer. Any structural changes and phase transitions were observed by X-ray diffraction (XRD) and Extended X-ray Absorption Fine Structure (EXAFS) measurements. XRD analysis (XRD, Rigaku Americas Miniflex Plus powder diffractometer) was performed at a voltage of 40 kV and current of 44 mA, with a scanning angle range of 10-60° (2) with a rate of 3°/min. The EXAFS data were collected at the Stanford Synchrotron Radiation Lightsource (SSRL) on beamline 4-1 using a Si (220) double monochromator, detuned 50% at 13,200 eV to reduce harmonics. The Pb L_{III}-edge data were collected in fluorescence mode with a Ge multi-channel detector at a temperature of 8K. Slit heights were approximately 0.3 mm, which gives an energy resolution of ~1.0 eV. The data were reduced using standard techniques (RSXAP), [Booth, 2012] converted to k-space, and Fourier transformed to r-space. The Fourier transform range for all the samples is 3.5-10.5 Å⁻¹.

When collecting EXAFS data on MAPbI₃, it is important to perform the
experiment at low temperatures. As the temperature increases well above 10K, the EXAFS signal rapidly decreases. The decrease is especially notable in the region of $4.5 \, \text{Å} < r < 6.0 \, \text{Å}$, which is the key region for structural determination. EXAFS data must be collected at temperatures below 20K to monitor the PbI$_2$ fraction.

### 7.3 Results and Discussion

MAPbI$_3$ films were deposited with and without mp-TiO$_2$ on cleaned quartz and glass slides. The light induced destruction to the crystal structure of MAPbI$_3$ was monitored by XRD, as shown in Figure 7.1. From the data, we confirm the perovskite formation in the fresh films, observing peaks at $14.126^\circ$, $28.467^\circ$, $31.844^\circ$ and $40.55^\circ$ that corresponding to (001), (002), (301) and (242) diffraction, respectively. These data indicate the orthorhombic structure of the perovskite with lattice parameters of $a = 12.62 \, \text{Å}$, $b = 26.66 \, \text{Å}$ and $c = 8.90 \, \text{Å}$.

It can be noted that the fresh MAPbI$_3$ on mp-TiO$_2$ had a remnant unconverted hexagonal PbI$_2$ ($\sim 7 \, \text{wt.\%}$), shown by a peak at $2 = 12.5^\circ$ that did not exist in the mp-TiO$_2$ free samples ($100\%$ MAPbI$_3$).[Cao et al., 2014] It is possible that the mp-TiO$_2$ prevents some of the infiltrated PbI$_2$ from reacting with the methyl ammonium iodide solution in the dipping step of perovskite formation. As seen from Figure 7.1a&b, after one day of aging perovskite, the material becomes partially degraded and the PbI$_2$ content increases to $\sim 40 \, \text{wt.\%}$ and $\sim 20 \, \text{wt.\%}$ in samples both with and without mp-TiO$_2$, respectively, which indicates a mixture of PbI$_2$ and MAPbI$_3$ structures present.
Figure 7.1: X-ray diffraction patterns of MAPbI$_3$ after 0, 1, and 7 days in a moisture free environment. (a) XRD spectra of illuminated mp-TiO$_2$/MAPbI$_3$ (b) XRD spectra of illuminated MAPbI$_3$ only, (c) XRD spectra of mp-TiO$_2$/MAPbI$_3$ kept in dark (d) XRD spectra of MAPbI$_3$ only kept in dark. The spectra show the transformation of MAPbI$_3$ to PbI$_2$ with illumination. PbI$_2$’s peak at $2\theta = 12.5^\circ$ is marked by *.
After one week of exposure, the MAPbI$_3$ is fully degraded into hexagonal PbI$_2$.

In contrast, the samples kept in dark showed no increase in the PbI$_2$ content, shown in Figure 7.1c&d. An interesting note is that the MAPbI$_3$ kept in dark for a week with mp-TiO$_2$ went from orthorhombic to cubic crystal structure. The change may be due to the influence of chlorine present in CoCl$_2$, which is a common color indicator in the desiccant material that we used to keep a moisture free environment. This is in agreement with a previous study that found the phase transition temperature of MAPbI$_3$ to cubic structure (54°C) could be significantly reduced to room temperature in the presence of chlorine.[Wang et al., 2015]

The UV/Vis absorbance of MAPbI$_3$ films after different exposure times is shown in Figure 7.2. The spectra of the fresh MAPbI$_3$ films, both with and without mp-TiO$_2$, show the characteristic onset at 795 nm corresponding to the material’s optical band gap $E_g = 1.56$ eV, then a gradual increase up to 500 nm, and a strong PbI$_2$ broad absorbance in the range from 500 to 400 nm.[Bi et al., 2014] After one day (24 h) of light exposure, the films were partially degraded. The overall absorbance drops significantly and the onset at 795 nm becomes weaker, later vanishing completely. The absorbance spectra decrease with exposure time until six days (144 h) of exposure until reaching a steady state, at which point the absorbance of the films after an additional day (168 h) overlaps completely with the previous absorbance. The only remaining absorbance is primarily below 500 nm due to PbI$_2$.

To study the changes in the local structure of MAPbI$_3$ on mp-TiO$_2$, EXAFS data of thin films of PbI$_2$, freshly prepared MAPbI$_3$, and degraded MAPbI$_3$ were col-
Figure 7.2: The evolution of the UV/Vis absorbance of MAPbI\textsubscript{3} films exposed to continuous illumination for one week in a dry condition. a) Absorbance spectra of mp-TiO\textsubscript{2}/MAPbI\textsubscript{3} (b) Absorbance spectra of MAPbI\textsubscript{3} only.
lected at the Stanford Synchrotron Radiation Lightsource (SSRL). The r-space EXAFS results are plotted in Figures 7.3–7.8 for the Pb L_{III} edges of each sample. These figures plot the real part, $R$ (fast oscillating function), of the Fast Fourier Transform (FFT) and the envelope, $\pm \sqrt{R^2 + I^2}$, where $I$ is the imaginary part of the FFT.

EXAFS data were also collected for fresh thin film samples of MAPbI$_3$ and PbI$_2$ without mp-TiO$_2$; these are shown in Figure 7.3. The 4-6 Å range provides a useful comparison due to the differences between the two structures. In particular, note that from 4.7-5.5 Å the $R$ functions are highly out of phase for the two materials. This means there will be destructive interference if both phases are present, and that the phase of the experimental data in this range will indicate which compound dominates. Since the amplitude for PbI$_2$ is much larger than for MAPbI$_3$ in Fig. 7.3, a small amount of PbI$_2$ is enough to cause the phase to look more like PbI$_2$.

7.3.1 Quantifying PbI$_2$ in MAPbI$_3$

To further quantify the fractions of PbI$_2$ present in the samples, we performed fits of the EXAFS data. We fit the MAPbI$_3$ samples on mp-TiO$_2$ using a linear combination of pure MAPbI$_3$ (fresh MAPbI$_3$ without TiO$_2$) and pure PbI$_2$ data as the standards, see Figure 7.3. In the fits, the amplitudes of the standards were constrained so that the relative percentages of the two structures must sum to 100%. The percentages are based on the Pb content since the data are normalized to the edge step, which is proportional to the number of Pb atoms. In order to compare with the weight percent reported by XRD, we used the ratio of the molecular weights of PbI$_2$ and MAPbI$_3$ to
Figure 7.3: EXAFS $r$-space data for the Pb L$_{III}$ edge of a fresh thin film of MAPbI$_3$ without TiO$_2$ and a fresh thin film of PbI$_2$. The two structures are very similar, yet are distinguishable at the second shell ($4 \, \text{Å} < r < 6 \, \text{Å}$). The MAPbI$_3$ function has little amplitude and the real part is out of phase with respect to the PbI$_2$ function from 4.7 - ~5.5 Å, as seen in the zoomed inset plot.
Figure 7.4: Simulations of varying fractions of MAPbI$_3$ and PbI$_2$, based on the EXAFS $r$-space data for the Pb L$_{III}$ edge of fresh MAPbI$_3$ and PbI$_2$. As PbI$_2$ content increases, the amplitude in the shown range increases and the phases simplifies in its oscillation ($r \sim 5.25 \text{Å}$).

We also simulated varying fractions of the two structures to see the evolution of the EXAFS data in the 4-6 Å range as the fractions of MAPbI$_3$ and PbI$_2$ vary, shown in Figure 7.4. There is a clear amplitude increase with increasing PbI$_2$, but note also the change in phase near 5.25 Å. The phase changes from a complex oscillation to a simpler sinusoidal oscillation.

In Figure 7.5, we compare experimental data for thin films of freshly made MAPbI$_3$ and of partially degraded MAPbI$_3$ samples. The partially degraded sample was subjected to light in the moisture-free environment for 6 hours, and it had regions...
Figure 7.5: EXAFS data on thin films of fresh MAPbI$_3$ and partially degraded MAPbI$_3$, both on mp-TiO$_2$. In the region of $4.5 < r < 5.5$, shown in the inset zoomed view, the shape of the phase indicates the presence of PbI$_2$ for both samples. The partially degraded MAPbI$_3$ has an increased fraction of PbI$_2$ content.

of distinctive yellow discoloration that indicate conversion to lead iodide. Note that shape of the phases for both traces from $4.6-5.8$ Å are similar to that of PbI$_2$ in Figure 7.3, qualitatively suggesting that even in the freshest thin film sample of MAPbI$_3$, some PbI$_2$ is still present. Fully degraded samples, in contrast, have a very similar phase to that of PbI$_2$, as seen in Figure 7.6.

EXAFS fits show a higher PbI$_2$ fraction than XRD detects, as seen in Table 7.1. The fit results found 15% PbI$_2$ in the fresh MAPbI$_3$ sample on mp-TiO$_2$, which is greater than the 7% found by XRD. The fit of the data for partially degraded MAPbI$_3$ sample, shown in Figure 7.7, detects the presence of 23% PbI$_2$ in the sample. A different sample was used for XRD, so a direct comparison is not possible in this case. The EXAFS
Figure 7.6: EXAFS $r$-space data for the Pb L\textsubscript{$\text{III}$} edge of fully degraded MAPbI\textsubscript{3} thin films, with and without mp-Ti\textsubscript{2}O\textsubscript{2}. The phase matches that of pure PbI\textsubscript{2} (c.f. Figure 7.3). This shows that no MAPbI\textsubscript{3} is present in the films, only PbI\textsubscript{2}.

analysis confirmed the presence of PbI\textsubscript{2} in all of the samples formed on mp-TiO\textsubscript{2}, even the freshest MAPbI\textsubscript{3} samples.

The difference is not surprising since the EXAFS technique is sensitive to nanostructured phases, while XRD is only capable of detecting structures down to the medium range order, as has been shown in another study.[Choi et al., 2014] The nanostructured regions occur at the interfaces of the perovskite layer. Since these films are simply perovskite deposited on mp-TiO\textsubscript{2} nanoparticles (on quartz slides), the nanostructured perovskite will occur at the interface of the perovskite and mp-TiO\textsubscript{2}.
Figure 7.7: Fit of the Pb LIII edge data on the thin film of partially degraded MAPbI₃ on mp-TiO₂. The fit used a sum of the functions shown in Fig 7.3 (for fresh MAPbI₃ (no mp-TiO₂) and PbI₂ on quartz) to model the MAPbI₃ films on mp-TiO₂. The fit range was 2.0-6.0 Å, and the FT range is 3.5-10.5 Å⁻¹.

<table>
<thead>
<tr>
<th>Sample</th>
<th>XRD PbI₂ Content</th>
<th>EXAFS PbI₂ Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fresh MAPbI₃ on TiO₂</td>
<td>7%</td>
<td>15%</td>
</tr>
<tr>
<td>Partly Degraded MAPbI₃ on TiO₂</td>
<td>–</td>
<td>23%</td>
</tr>
</tbody>
</table>

Table 7.1: PbI₂ content as detected by XRD versus EXAFS. EXAFS detects more PbI₂ than XRD. This additional PbI₂ is likely nanostructured and located at the interface between MAPbI₃ and mp-TiO₂.

7.3.2 Amorphous PbI₂ in degraded MAPbI₃ films

The fully degraded MAPbI₃ samples look very similar to unreacted PbI₂ but with a uniform decrease in amplitude. The amplitude reduction is likely due to the
presence of an amorphous fraction, for which a large broadening suppresses the EXAFS peaks. Degraded MAPbI$_3$ alone is 13% amorphous, while degraded MAPbI$_3$ on TiO$_2$ is 37% amorphous.

Amorphous is the best explanation for samples without TiO$_2$, shown in Figure 7.8 (top), as opposed to the presence of merely disorder or nanoparticles. Increased disorder in the sample would cause a larger amplitude decrease at further peaks, in contrast to a uniform amplitude reduction. Even very small nanoparticles (4-5 nm) usually have a similar amplitude to bulk materials for the first neighbor peak, instead of a reduced peak.

Degraded MAPbI$_3$ samples with TiO$_2$ (Figure 7.8, bottom) may have other contributions in addition to the amorphous regions of the material. Samples may have disordered regions or possibly nanoparticles, since the 3rd neighbor Pb-I peak ($\sim$ 5.5 Å) is small. In addition, the sample possibly has an extra peak at $r \sim$ 4.5 Å, which may indicate an additional structure is forming.

The amorphous fraction is much larger for the degraded sample with TiO$_2$, which suggests the TiO$_2$ accelerates the chemical reaction. These results are consistent with expectations for TiO$_2$, which is the quintessential photocatalyst [Hashimoto et al., 2005]. TiO$_2$ absorbs in the UV range of light; blocking the incident UV-light may greatly improve the stability of perovskites films and devices that use mesoporous-TiO$_2$.

To determine the role of oxygen in the degradation process of the perovskite, we studied the stability of MAPbI$_3$ film inside nitrogen filled glove box using a mercury lamp with illumination intensity of 358 mW/cm$^2$[Yang et al., 2015b]. The humidity and
Figure 7.8: EXAFS $r$-space data for the Pb L$_{III}$ edge of fully degraded MAPbI$_3$ thin films, both with and without mp-TiO$_2$. The data are compared to pure PbI$_2$ with a reduced amplitude, and the two are very similar. This indicates an amorphous Pb fraction of about 13% and 37% for the degraded samples with and without TiO$_2$, respectively.
oxygen levels were $< 0.1$ ppm and $< 10$ ppm respectively. The sample was subjected to light in the glove box for a week and was taken outside the glove box for few minutes daily to collect the UV-Vis absorption spectrum. The sample did not show any visible sign of degradation, including in the UV-Vis absorption spectrum. Our results also show that oxygen in dark did not induced any change in the structure and composition of the perovskite, based on our XRD and FT-IR results. Therefore, we conclude that both light and oxygen are vital for the degradation mechanism.

7.4 Conclusion

We evaluated the light-induced instability – in the absence of moisture – of MAPbI$_3$ perovskite films. We noticed incomplete conversion from lead iodide to perovskite in the freshly-deposited films containing the mesoporous layer. In addition, we found the perovskite film to be insensitive to oxygen in dark, and also that the perovskite is stable under light in the absence of both moisture and oxygen.

We tested the degradation of perovskite under light in dry air and concluded that regardless of the light being UV or visible, MAPbI$_3$ degrades under light in dry air. The addition of mp-TiO$_2$ accelerates this degradation, likely by increasing the remnant PbI$_2$ and/or acting as a photocatalyst. The photocatalytic properties of TiO$_2$ may be avoided by blocking UV light where TiO$_2$ absorbs. Future work will add a UV blocking encapsulant to examine the role of UV light on TiO$_2$. Other investigations will also involve EXAFS analysis of the I K edge data, which is much noisier than the Pb L$_{III}$
edge data, and EXAFS analysis of a solar cell device. These advances guide the next steps toward stabilizing perovskite materials for an improved solar cell absorber layer.
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