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Electronic dynamics span broad energy scales with ultrafast time constants in the condensed phase. Two-dimensional (2D) electronic spectroscopy permits the study of these dynamics with simultaneous resolution in both frequency and time. In practice, this technique is sensitive to changes in nonlinear dispersion in the laser pulses as time delays are varied during the experiment. We have developed a 2D spectrometer that uses broadband continuum generated in argon as the light source. Using this visible light in phase-sensitive optical experiments presents new challenges in implementation. We demonstrate all-reflective interferometric delays using angled stages. Upon selecting an \( \sim 180 \) nm window of the available bandwidth at \( \sim 10 \) fs compression, we probe the nonlinear response of broadly absorbing CdSe quantum dots and electronic transitions of Chlorophyll \( \alpha \). © 2014 Optical Society of America

OCIS codes: (320.7150) Ultrafast spectroscopy; (300.6550) Spectroscopy, visible; (300.2570) Four-wave mixing.

1. Introduction

Two-dimensional electronic spectroscopy (2DES) probes photo-initiated electronic dynamics on ultrafast timescales [1–4]. It has been applied to study systems including spectral diffusion [1,5,6], photosynthetic light-harvesting [7–14], semiconducting nanocrystals [15–18] and atomic vapors [19–22]. 2DES improves resolution compared to pump–probe spectroscopies by separating homogenous and inhomogeneous broadening along distinct spectral axes [23]. The resulting 2D maps correlate excitation at a specific energy with the fate of that excitation across the entire excitation window. This approach decouples the pulse bandwidth from the frequency resolution of the experiment, which is ultimately determined by the molecular response. Thus, 2DES can exploit spectrally broad, sub-10-fs, ultrafast pulses for pump and probe, while monitoring electronic and vibrational couplings and coherences across diverse chromophores and environments. 2DES accesses detailed dynamical information without the use of multiple spectrally distinct laser pulses. In this work, we describe an all-reflective implementation of 2DES with a single broadband continuum laser source for all interactions, which allows simultaneous interrogation of multiple electronic excited states. We exploit a simple method of obtaining precision time delays using reflective optics and angled translational stages.
This method allows us to probe materials with ground-state and transient spectral features spanning several hundred nanometers, while limiting nonlinear dispersion. Here, we investigate the multiple excited states in highly distinct chemical systems with important excitonic dynamics, CdSe quantum dots (QDs), and Chlorophyll a (Chl a).

The details of 2DES have been discussed extensively [2–4,24,25]. Briefly, a sequence of three ultrafast laser pulses interacts with the sample with precisely controlled time delays. The first and second pulses interact with a time separation \( \tau \) (coherence time), during which the system evolves in an optical coherence between the ground and excited states. After the second interaction, the system undergoes evolution in the excited- or ground-state manifolds for a waiting time \( T \), then a third pulse puts the system into a second optical coherence. We then heterodyne the signal emitted in the phase-matched direction \((k_1 + k_2 + k_3)\) with an attenuated local oscillator (LO) pulse and collect data in the frequency domain using a CCD spectrometer. Interchange between pulses 1 and 2 allows collection of rephasing and nonrephasing spectra, which, taken together, can be phased to generate absorptive or dispersive 2D spectra. Generation of phased 2DES spectra requires optical phase stability between the first two interactions and minimal temporal dispersion among the pulses [26,27].

Several methods have been used to implement the requisite interferometric time delays in 2DES. Timings can be controlled using retroreflectors mounted on sinusoidal encoded or piezoelectric motor stages that move parallel to the direction of beam propagation with control of approximately 6673 fs/mm [28–30]. The accuracy can be further improved by using active phase stabilization [31]. Delays can also be implemented with more precise control (<50 fs/mm) using paired, angled glass wedges, effectively “gearing” the delay [3,4]. The delay between pulses 1 and 2 can also be encoded along a spatial dimension, where multiple time delays are directly imaged on a camera in a single experiment [32,33]. Moreover, delays can be set using spatial light modulators [34] or acousto-optic modulators [19,35–38]. Finally, the Soleil–Babinet compensator has recently been used for generating a time delay between two pulses [39]. In this work, we seek fine temporal resolution across a wide bandwidth without changes in temporal dispersion; therefore, we avoid transmissive optics. As a result, we have designed a simple system to control the time delay with high resolution, while using all-reflective optics. The use of supercontinuum light sources in 2DES is now allowing access to broader spectral regions and even ultraviolet 2DES [14,17,40–43].

2. Experiment

A. Two-Dimensional Electronic Spectroscopy

The experimental apparatus is shown in Fig. 1. The 800 nm output of a Coherent Micra Ti:sapphire oscillator was amplified in a Coherent Legend Elite regenerative amplifier to produce a 5 kHz, 4 W, 38 fs FWHM pulse train centered at 800 nm with approximately 35 nm of spectral bandwidth. By focusing the approximately 800 μJ pulse into a 2 m tube filled with 2 atm of argon gas, ultra-broadband pulses spanning from 450 to 900 nm were generated [44–48]. Using a dichroic mirror, light redder than 700 nm is attenuated and the portion spanning 525 to 700 nm (shown in Fig. 2) is then shaped and compressed using the Multiphoton Intrapulse Interference Phase Scan (MIIPS; Biophotonic Solutions, Inc.) method [49,50]. The bandwidth

![Fig. 1. Experimental implementation for Continuum Two-Dimensional Electronic Spectroscopy (C-2DES): An ultrafast pulse is split into four pulses using beamsplitters (BS); compensating windows (CW) are introduced in each beam to ensure all beams pass through the same amount of glass. A retro-reflector (RR) mounted on a translation stage (TS) introduces the waiting time delay, \( T \). The all-reflective interferometric delay system (ARID) controls the coherence time \( \tau \) by translating mirrors nearly perpendicular to the incoming beams. An off-axis parabolic mirror (PM) focuses the four beams on the sample cell (SC). The signal field and LO pass through a beam block (BB) and are imaged on a CCD detector. In the accompanying pump–probe experiment, we introduce an optical chopper (OC) to modulate the pump beam.](image1)

![Fig. 2. Stability of supercontinuum source: The white light spectrum from the supercontinuum source (before spectral shaping in the Biophotonic MIIPS system) is shown above (blue, solid). To obtain this spectrum, the supercontinuum is filtered by a dichroic mirror that removes light above 700 nm. The wavelength-dependent fluctuations (red, dashed, ±σ) measured every 5 s over a 24 min period are ∼0.5% across the entire spectrum.](image2)
was limited by the grating in the MIIPS system. We compensated for dispersion by optimizing the second-harmonic generation (SHG) signal FWHM at the sample position using the MIIPS. To further validate the instrument, we performed transient grating frequency-resolved optical gating (TG-FROG) in neat methanol to characterize the temporal behavior (shown in Fig. 3) [51–53]. The pulse duration was measured with MIIPS at the sample position to be \( \sim 8 \) fs [as shown in the inset of Fig. 3(c)], with <5% deviation from the transform limit. Similar bandwidths and compression can be achieved with noncollinear optical parametric amplification (NOPA) [54,55].

Continuum pulses were split using a set of two beam splitters (BK7 substrate, 3 mm thickness, AR-coated backs). The first beam splitter separates beams 1 and 2 from beams 3 and the LO, and then beams 1 and 2 are delayed using a retroreflector mounted to a motorized linear stage (Aerotech) to set the waiting time. These vertically separated beams are split again using a second beam splitter to generate four equal pulses in a boxcar geometry with 12 mm separation. Each beam propagates through identical amounts of optical glass, including neutral density and corresponding compensation plates. The coherence time was controlled by the purely reflective delay system. Our approach translates a flat mirror aligned to reflect the level incoming beam upward at a small angle. The mirror is translated nearly perpendicular (\( \sim 0.3 \) deg horizontally from the plane normal to beam propagation) to the incident beam path. This implementation of a purely reflective delay stage is similar to the four-quadrant mirror introduced by Zhang et al. [28]. In our implementation, as the position of the incident beam moves along the translating mirror, the optical path length changes slightly, resulting in controllable delay and negligible translation of the outgoing beam. Detailed analysis of the performance of the delay and the effects of translation of the beam will be presented in Section 3.

The pulses are then focused to a 100 \( \mu \)m diameter spot on the sample with a 15° off-axis parabolic mirror of 45 cm effective focal length. After recollimation by another parabolic mirror and selection of the phase-matched signal (\( k_1 + k_2 + k_3 \)) using a mask, we focus the signal and the LO into a 0.3 m spectrometer (Shamrock, Andor) and camera (Newton, Andor) where it is frequency-resolved and heterodyne-detected. The bandwidth and focal properties satisfy constraints for spatial conditions laid out in previous theoretical studies [56]. Spatial beam translation caused from this delay strategy is measured and characterized below.

For CdSe QD spectra, we use an attenuated pulse energy of 14 nJ/pulse to collect data over a range of coherence times \( \tau \) from -60 to 80 fs at 1 fs increments and over a range of waiting times \( T \) from 0 to 1000 fs in steps of 5 fs. We Fourier transform the resulting interferograms, Fourier interpolate to the time-domain [37], and transform over both dimensions to generate a 2D spectrum. We then fit the projected spectrum to separately collected pump–probe data according to the following equation to generate phased 2D spectra for all waiting times:

\[
PP(T,\omega_t) = \text{Re} \left\{ A \int_{-\infty}^{\infty} S_{2D}(\omega_t, T, \omega_0) \exp(i \varphi + i(\omega_t - \omega_0)\tau_c) + i(\omega_t - \omega_0)^2 t_q^2 + i(\omega_t - \omega_0)\tau_q) d\omega_t \right\},
\]

Fig. 3. (a) Representative transient grating frequency-resolved optical gating (TG-FROG) measurements. (b) The TG signal and the wavelength-dependent standard deviation (1\( \sigma \)) when all three pulses are overlapped indicate approximately 0.5% third-order signal stability. The inset shows flat, wavelength-dependent fluctuations. (c) Shown is the sum the TG trace and the fit to a Gaussian function, from which we derive an autocorrelative width of 12 fs. The inset shows the corresponding MIIPS trace with 8 fs width (FWHM). (d) Two autocorrelation traces taken at different delay configurations show that intensity does not change (less than 1% change) when all stages are translated 100 fs (data not individually normalized).
using a pulse energy of 18 nJ/pulse over a range of coherence times from −100 to 150 fs at 1 fs increments and a range of waiting times from 0 to 1000 fs in steps of 5 fs.

B. Transient Absorption

We use separately collected transient absorption spectra to phase each 2D spectrum [4, 58–60]. The power is attenuated to achieve a pump pulse of 40–70 nJ/pulse and a probe pulse power of 0.44 nJ. Results are qualitatively consistent with previous broadband pump–probe work performed on these systems [61–63]. A standard delay stage (Aerotech) alters the path length of the pump pulse relative to the probe to generate the temporal delay. An MC2000 optical chopper (Thorlabs, Inc.) synchronized to the regenerative amplifier output modulates the pump pulse at half the laser repetition rate, resulting in every other shot generating a probe or pump–probe spectrum. The pump and probe beams are focused to an approximately 100 μm spot in the sample. The pump and probe–probe signals are then focused into a MicroHR spectrometer (Horiba Scientific). The spectrally resolved probe/pump–probe signals are recorded using a high-speed, line scan Spyder3 camera (Teledyne Dalsa) at 5 kHz synchronized to the output of the regenerative amplifier. During acquisition, we dither the delay stage by 2–4 fs, which effectively eliminates pump–probe heterodyne signals (the signal due to pump scatter heterodyning with the probe beam) while not changing the phase of the third-order transient absorption signal.

3. Discussion

In Fig. 2, we show power stability of our white-light spectrum acquired over 25 min, demonstrating fluctuations of less than 0.5% across the visible range. The phase stability of the instrument was measured by recording a series of interferograms between beams 3 and the LO. Using the method described by Prokhorenko et al. [64], we measure phase stability between each pair of beams of $\lambda/75$ at 800 nm over 2.5 h (Fig. 4); this stability is less than the $\lambda/100$ reported by Selig et al. [30] using the third-order signal and LO in a passively phase-stabilized configuration geometry that cancels mirror vibrations. One representative interferogram is shown in Fig. 5(a), illustrating the broadband interferogram and relative phase consistency between each beam. We use this interferogram to measure the frequency-dependent dispersion profiles at the sample. To verify that each beam propagates through identical glass, we apply a moving window function Fourier transform across the wavelength dimension, which apodizes the interferogram. In the time-domain, we map the time delay for each wavelength component [Fig. 5(b)]. A flat profile indicates that all frequencies have identical phase profiles at the sample position. We repeated this method for all pulse pairs to ensure compensating windows and neutral density filters are precisely matched.

We have designed our reflective delay method to delay each beam while maintaining relative non-linear dispersive profiles. Each beam reflects off an independent mirror that sets its time delay. Instead of moving mirrors along the direction of beam propagation (as with a retroreflector), we mount the mirrors that set the coherence time on two
identical translation stages, which move at a small horizontal angle \( \theta \) relative to the plane normal to beam propagation. By setting the angle, we improve the resolution of the coherence time delay relative to the retroreflectors by a factor of \( \frac{1}{\sin \theta} \), from 6673 fs/mm to \( \sim 35 \) fs/mm \( (\theta \sim 0.3^\circ) \). Furthermore, by increasing \( \theta \), we may lower the precision of time control, but be able to access a larger temporal range, which is necessary to scan long-lived coherences (such as those accessed by systems with narrow line shapes, like quantum wells and gas vapors). In Fig. 6, we show that this delay can be reliably scanned to generate time delays with 0.25 fs precision using a continuum source. The surface flatness of our optics is specified as \( \lambda/10 \) at 633 nm, which yields a small error in calibration \( (\sim 0.2 \) fs). We have extended Prokhorenko et al.’s method [64] to extract phase stability as the mirror moves using the timing extracted in Fig. 5 to show that the stability during scan (including contributions from vibrations, mirror flatness, stage dither, etc.) is better than \( \lambda/30 \). We believe that the dominant contribution to our phase stability during the scan is the surface flatness of the mirror. Nonetheless, this apparatus yields delays and precision similar to previous passively phase-stabilized techniques, wherein a pair of parallel glass wedges was used to control time delays [32,65]. Each beam travels through a different amount of glass to generate a temporal delay \( (<50 \) fs/mm for \( 1^\circ \) glass wedges), which provides excellent phase stability but induces nonlinear wavelength-dependent delays, leading to distinct chirp for each beam, which can lead to distorted line shapes and false cross peaks in 2D spectra [66]. The distortion is even more significant when using ultra-broadband white light. For instance, when setting a 200 fs pulse delay using the wedge method, the red edge (700 nm) would be 2.4 fs ahead of blue edge (520 nm). Therefore, all-reflective delay methods provide an avenue to explore longer coherence times, without introducing this nonlinear dispersion. We perform an autocorrelation with a pulse width of typically 10–12 fs, similar to the 8 fs measured by MIIPS. The slight discrepancy may relate to the three-pulse nature of the TG measurement and coherent nuclear response of the blank solvent [67]. All colors appear well compressed and the TG shows a flat, nearly symmetric profile.

This reflective delay method relies on angled stages and optical flats to generate precise time

![Fig. 6.](a) Interferogram between pulse 2 and LO when scanning pulse 2. The magnified portion indicates the interferometric detail of a representative smaller region. (b) Plot of the measured time delay between pulse 2 and LO at each step as measured by spectral interferometry from the data shown above (blue line). The red line shows the fit to a linear function. We plot the residual below. The standard deviation is \( \sim 0.30 \) fs/step, which is approximately the Fourier-limited resolution given the bandwidth of our laser pulse.

![Fig. 7.](a) Three-dimensional representation of the apparatus. The coherence time is introduced and changed using reflective optics. (b) Detail of the coherence time control with angled stages. This design shows that for a parallel input, fine control can be achieved by propagating the stage at a very small angle \( (\sim 0.3^\circ) \).
delays. To separate incoming and outgoing beams, we angle each optic upward approximately 3.5° with respect to the table top [see Fig. 7(a)], which results in a small vertical displacement during delay. In our implementation, a 100 fs delay yields a positional deviation of ∼1 μm at the sample position. In Fig. 3(d), we show a comparison between the original TG signal and one in which beams 1 and 2 are delayed by 100 fs using an all-reflective delay system, while beam 3 is delayed using a mounted retroreflector that travels parallel to beam propagation. They show nearly identical response, illustrating minimal undesired side effects from adjusting the time delay.

We probe two different broadly absorbing systems, CdSe QDs in toluene and Chlα in methanol at 21°C. QD electronic structure and charge-carrier dynamics have been comprehensively reviewed elsewhere [68–72]. Briefly, QDs have discrete electronic states at and near the band edge, which contribute to their optical nonlinear response. This electronic structure results in positive (stimulated emission/ground state bleach) and negative (excited state absorption) signatures, which can be probed to follow the electronic dynamics and the binding energy of biexcitons [73–77]. Previous 2D spectroscopy on QDs primarily focused on the band-edge exciton or the first two excitons, which are primarily associated with the lowest lying excited electronic state [16,78,79]. Recent work, however, has shown that the nonlinear response varies depending on which state is initially excited, with the largest difference occurring upon initial excitation into the 1P(e) higher lying electron manifold [61,80]. In Fig. 8(a), we show a 2D spectrum (combined nonrephasing and rephasing) of a relatively polydisperse sample of QDs (10% radial inhomogeneity). We observe significant differences in the nonlinear response depending on excitation energy, both in the position and sign of peaks. The ability to resolve frequencies of response domains enables us to probe detailed electronic dynamics despite the inhomogeneity of the ensemble.

To illustrate how C-2DES can be used to probe energy transfer in biological chromophores, we also generate phased 2D spectra of Chlα, as shown in Fig. 8(b). Here, we show distinct Qy vibrational signals. The peak at 665 nm is assigned to the 0–0 transition of Qy band, based on the linear absorption spectrum and other reports in similar polar organic solutions [81–83]. The peaks at 610, 565, and 525 nm may arise from other vibrational Qy transitions, i.e., 0–0, 0–1, and even 0–2 transitions. These four peaks are almost evenly spaced in energy domain and consistent with previous reports [81,84]. The assignment of the Qx band has not been straightforward [85,86]. Qx bands have been observed at ∼570 nm [82,84] as well as at ∼620 nm [81,85,87]. Recent work to unify these assignments suggests that vibronic coupling can simultaneously explain all signals [86]. Similar to recent work on chlorophyll contained in the Photosystem I complex, we show little signal on the diagonal from the Qx bands, but rather we see rapid growth of a cross peak between Qx and Qy at very early times [62]. The 2D spectra also show significant excited state absorption in this system, likely arising from excitation to higher lying electronic states [88].

4. Conclusion

In this work, white-light pulses are used to generate 2DES of CdSe QDs and Chlα. Using an all-reflective delay mechanism, we finely control the time delays without introducing phase nonlinearities. This method permits the use of broadband white-light pulses for all interactions. By fitting the 2D spectra using pump–probe data taken with the same laser pulse, we extract phased 2D spectra for both CdSe QDs and Chlα, showing highly complex 2D line...
shapes, which will be explored more fully in future experiments.
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