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ABSTRACT OF THE DISSERTATION

The SWI/SNF complex regulates splicing outcomes to determine cell fate in response to environmental cues in \textit{Saccharomyces cerevisiae}.

by

Srivats Venkataramanan

Doctor of Philosophy in Molecular, Cell and Developmental Biology

University of California, Los Angeles, 2017

Professor Tracy L. Johnson, Chair

Despite its relatively streamlined genome, there are important examples of regulated RNA splicing in \textit{Saccharomyces cerevisiae}. Here we show crucial roles for the chromatin remodeling complex SWI/SNF in splicing regulation in response to environmental changes. Nutrient-dependent downregulation of Snf2, the ATPase subunit of SWI/SNF, regulates downregulation of ribosomal protein genes (RPGs). RPGs are intron-enriched, and are highly transcribed. We show that their downregulation causes spliceosome redistribution from this abundant class of intron-containing RNAs to transcripts containing non-canonical splice-signals, which otherwise have poor affinity for the spliceosome.

Meiosis in \textit{S. cerevisiae} is a response to prolonged starvation, involving regulated transcription and splicing of meiosis-specific transcripts. Splicing of a subset of these relies upon the meiosis-specific splicing activator Mer1. We find that SWI/SNF affects meiotic splicing in multiple ways. First, meiosis-specific downregulation of Snf2 leads to RPG
downregulation and spliceosome redistribution to Mer1-regulated transcripts. Secondly, Mer1 expression is SWI/SNF dependent—Snf2 is poised at the MER1 promoter, and timing of Snf2 downregulation in relation to acetylation states of both itself and its target genomic loci allows coordination between these mechanisms. Hence, the SWI/SNF complex directs regulated meiotic splicing in *S. cerevisiae*. Furthermore, Snf2 itself is subject to precise regulation in response to cellular needs via several novel modes of RNA processing and regulation, as well as control of protein acetylation and turnover. This multi-level coordinated regulation orchestrates activity and targets of splicing programs as a cellular adaptive strategy in response to environmental stresses.

We also report roles for the SWI/SNF complex in respiration, partially via splicing regulation. Nutrient-dependent decrease in Snf2 leads to increase in *PTC7* splicing, due to RPG downregulation and spliceosome redistribution. The spliced *PTC7* transcript encodes a mitochondrial phosphatase regulator of Coenzyme Q₆ (CoQ₆) biosynthesis, a mitochondrial redox-active lipid essential for respiration, and increased *PTC7* splicing increases CoQ₆ levels. Contrastingly, the nonspliced *PTC7* isoform encodes a protein repressing CoQ₆ biosynthesis via as-yet-unknown mechanisms. These findings establish a novel role for SWI/SNF in the transition of yeast cells from fermentative to respiratory metabolism. Overall, the SWI/SNF complex regulates cellular stress responses by redirecting energy from translation to specialized splicing programs.
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Background – Splicing, chromatin and the SWI/SNF chromatin-remodeling complex.
A detailed view of spliceosome assembly and pre-mRNA splicing

Eukaryotic pre-mRNAs are transcribed by RNA polymerase II and often contain one or more intervening, non-coding regions, known as introns. During splicing, the introns are excised, and the exons are ligated together (Figure 1.1). While introns are generally poorly conserved, they are demarcated by specific sequences: the 5’ splice site (5’SS), the branch point (BP), and the 3’ splice site (3’SS). This process of pre-mRNA splicing is central to proper gene expression and is catalyzed by the spliceosome. This macromolecular assembly consists of five highly conserved small nuclear ribonucleoprotein complexes (snRNPs) that catalyze the two transesterification reactions (also referred to as the two steps) required for excising the intron, as well as two Mg$^{2+}$ ions that stabilize the components. In the first step, the BP adenosine attacks the 5’ SS, creating an intron lariat and releasing the 5’ exon. The 5’ exon then attacks the 3’ SS in the second step, thereby releasing the intron and ligating the two exons. Among the further numerous accessory proteins are DExD/H-family proteins that perform ATP hydrolysis for accurate recognition of splicing signals and catalysis. Structural studies have confirmed that most of the proteins in the yeast spliceosome have a conserved counterpart in humans, although humans do have a variety of additional proteins (Fabrizio et al., 2009). The biochemical and genetic tractability of yeast, as well as its conservation with humans, render the yeast spliceosome an important resource for understanding its mechanistic activity during the splicing reaction. The conservation of the splicing machinery across eukaryotes means that conclusions drawn about the yeast spliceosome largely remain consistent across metazoan spliceosomes.

Removal of an intron and ligation of exons requires numerous step-wise interactions between the pre-mRNA, snRNPs, and other spliceosomal proteins. Dynamic interactions between the pre-mRNA and snRNPs are critical to splicing because they define the intron’s
boundaries and catalyze the two necessary transesterification reactions. The spliceosome undergoes numerous rearrangements during the process of the splicing reaction to form a series of complexes that are given different names to distinguish them (Figure 1.2). First, the A complex forms when the U1 snRNP binds the intronic 5’SS and the U2 snRNP binds the intronic BP (forming the bulged branch helix) in a base-pairing dependent manner. U1 and U2 come in close proximity and bind the U4/U6.U5 tri-snRNP to form complex B, the fully assembled, yet catalytically-inactive, spliceosome. The B\textsuperscript{act} complex (the activated, but not catalytically competent, spliceosome) requires rearrangement of the snRNAs; U6 replaces U1 at the 5’SS, and the U4/U6 duplex unwinds, thereby releasing U1 and U4 from the spliceosome. Finally, the 5’SS and BP are brought within close proximity to form the B* complex, the catalytically competent spliceosome. At this point, two consecutive transesterification reactions can occur. In the first step, the 2’ hydroxyl group of a BP adenosine attacks the phosphodiester bond between the last nucleotide of the exon and the first nucleotide of the 5’SS, thus forming the intron lariat and releasing the first exon, forming complex C. The catalytic center is then rearranged in a U5-dependent manner, bringing the 5’ and 3’ exons in close proximity, forming complex C*, and allowing the second step of splicing to occur. During the second step, the free 3’ hydroxyl of exon 1 attacks the phosphodiester bond between the last nucleotide of the 3’SS and the first nucleotide of the downstream exon, leading to ligation of the two exons and removal of the intron lariat. The spliced RNA is released from the spliceosome to form the intron lariat spliceosome complex (Lapointe et al.). Finally, the spliceosome is disassembled from the excised intron lariat and the components are recycled, thus allowing more splicing reactions to occur.

The two transesterification reactions that make up pre-mRNA splicing are carried out via metal ion catalysis and rely on two Mg\textsuperscript{2+} ions in the catalytic core of the spliceosome.
Precise arrangement of the snRNAs and Mg\(^{2+}\) ions is required to form the catalytic core, which then remains unchanged through the first and second steps of splicing (Galej et al., 2016, Fica et al., 2017). The snRNAs bring the 5’SS, BP, and 3’SS into close proximity and position the two Mg\(^{2+}\) ions (M1 and M2) that stabilize the necessary atoms of the pre-mRNA. M1 stabilizes the incoming nucleophile for each transesterification reaction (first step: the 2’ hydroxyl of the BP bulge adenosine; second step: the 3’hydroxyl of the 5’ exon’s). M2 stabilizes the leaving group (first step: the 3’ hydroxyl of the 5’ exon; second step: 3’ hydroxyl of the lariat) (Steitz and Steitz, 1993, Fica et al., 2014, Galej et al., 2016). A triplex formed by the U6 tertiary structure holds these Mg\(^{2+}\) ions in place. This framework within the catalytic core comprises of a U6 internal stem loop flanked by two antiparallel U2/U6 helices I and II. Helix I is interrupted by a two-residue bulge in the U2 snRNA, splitting it into helix Ia and Ib (Luukkonen and Seraphin, 1998a, Luukkonen and Seraphin, 1998b). In *S. cerevisiae*, residues 59-61 of the U6 snRNA form helix 1B and are immediately upstream of the U6 ISL. These residues form base triple interactions with two nucleotides of U2 upstream of helix Ia, and a single bulged uracil nucleotide in the U6 ISL, thereby forming the U6 triplex. In addition to the catalytic core, the branch helix and U5 stem loop I form important RNA components around the active site. The BP and U2 snRNA base pair to make the branch helix, which ensures the BP is in proximity to the catalytic core. Also, the sequence upstream of the U6 triplex nucleotides base pair to the 5’SS. The U5 stem loop I holds the region of the 5’ exon just upstream of the 5’SS in place. The first step involves the formation of a 2’-5’ ester linkage between the hydroxyl groups of the bulged base in the BP, and the first nucleotide of the intron. This linkage, as well as the free 3’ hydroxyl of the last base of the upstream exon, are held in place immediately after branching, contributing to the reversibility of the splicing reaction (Tseng and Cheng, 2008,
Galej et al., 2016). The highly conserved Prp8 protein is an integral component of the U5 snRNP that has roles in both steps of splicing and is hypothesized to stabilize U5 connections with exons. In purified activated spliceosomes, Prp8 directly cross-links with U2, U5 and U6 snRNAs and pre-mRNA, placing it in position to bring the components of the active site together (Li et al., 2013).

Prp8 contains an RNase H-like (RH) domain, which has two conformations: the “closed” RH domain conformation promotes the first step of splicing, while second “open” conformation binds a single Mg+2 ion and promotes the second step (Galej et al., 2013, Schellenberg et al., 2013). Between the first and second transesterification steps, the RH domain is significantly reoriented, likely as a result of the action of the Prp16 DEAH-box helicase. Prp8 RH domain reorientation is closely tracked by that of the branch helix, which is initially stabilized by Cwc25 and Yju2 in its pre-first step configuration, and then by Prp17 and Cef1 in the pre-second step configuration (Fica et al., 2017, Galej et al., 2016). Complex rearrangements at the catalytic center are necessary for the second step and final release of the mRNA and spliceosome (Figure 1.3). These rearrangements require the activities of numerous proteins, including several DExH/D family helicases, the Nineteen Complex (NTC) and NTC-related proteins (NTR), and Prp8, the most conserved protein in the spliceosome (Grainger and Beggs, 2005). Briefly, the action of Prp16 rotates the branch helix away from the catalytic core, a motion that hinges around a single adenine base between helix Ia and the branch helix. This motion also clears Cwc25, Yju2 and Isy1 from the active site, allowing sequential binding of Slu7, Prp18 and DEAH-box helicase Prp22 which promotes movement of the U5 snRNP and entry of the 3’SS (Tseng et al., 2010, Fica et al., 2017). This rearrangement forms the C* complex in which the second step occurs rapidly in an ATP-independent manner (Mayas et al., 2006). Once the exons
are ligated, Prp22 (another DEAH-box helicase) releases the mRNA from the spliceosome in an ATP-dependent manner. Prp22 ejects the mRNA and disrupts the U5 snRNP interactions in the spliceosome, and the NTR complex is then recruited to the spliceosome (Wagner et al., 1998, Schwer and Gross, 1998, Aronova et al., 2007, Chen et al., 2012). Among other proteins, the NTR complex contains Prp43, a DEAH-box helicase that eventually disassembles the spliceosome and releases the lariat intron along with U2, U5 and U6 snRNAs from the spliceosome (Arenas and Abelson, 1997, Fourmann et al., 2013).

**Regulated pre-mRNA splicing in *Saccharomyces cerevisiae***.

The process of pre-mRNA splicing serves to greatly expand the information encoded within the genome of eukaryotes. In addition to diversifying the proteome, pre-mRNA splicing provides an effective checkpoint for the regulation of gene expression. This regulation might be achieved through various mechanisms, such as the introduction of premature termination codons (PTCs) targeting the transcript for nonsense-mediated degradation, altering the stability and/or translation efficiency of transcripts via differential usage of UTRs.

In metazoans, the vast majority of pre-mRNAs contain multiple introns and are therefore subject to a variety of alternative splicing patterns such as cassette-exon inclusion or skipping, mutually exclusive exons, intron retention, and alternative 5’ or 3’ splice site choice (Pan et al., 2008, Wang et al., 2008). Multiple mechanisms that regulate alternative splicing and splice site choice have been demonstrated, including but not limited to splice site strength (consensus and accessibility), tissue or developmental stage specific trans-acting factors, differential recruitment of spliceosomal components by chromatin-associated adaptor proteins, and polymerase kinetics (Warf and Berglund, 2010, Allemand et al., 2008).
Although the components of the spliceosome and the mechanism of pre-mRNA splicing is conserved from yeast to humans, only ~300 of the ~6500 protein coding genes within the *Saccharomyces cerevisiae* genome are known to contain introns. Despite this relative paucity of introns within the yeast genome, intron-containing genes are extremely highly transcribed in yeast, and contribute to ~30% of all transcripts at any given time in a yeast cell (Manuel Ares et al., 1999, Warner, 1999). In addition, there are numerous examples of regulated alternative splicing in yeast, and these have been shown to be important for general cellular fitness as well as specialized processes such as meiotic differentiation (Venkataramanan et al., 2017, Johnson and Vilardell, 2012). Given the conservation of the process of pre-mRNA splicing, study of the diverse mechanisms and contexts of these regulated splicing events provide valuable insight towards understanding gene regulation across eukaryotes.

For example, the splicing of *YRA1* and *DBP2* transcripts in *S. cerevisiae* are autoregulated by their own respective gene products. *YRA1* encodes a component of the RNA export machinery that couples mRNA export and 3′ end processing via its interactions with Mex67 and Pcf11 (Johnson et al., 2011). Yra1 inhibits the splicing of the *YRA1* pre-mRNA by enhancing the rapid export of the intron-retaining pre-mRNA prior to the first step of splicing, thus forming an autoregulatory negative feedback loop (Dong et al., 2007, Rodriguez-Navarro et al., 2002b). This autoregulation of *YRA1* splicing requires specific features of the transcript architecture: 1) a long 5′ exon (285 nucleotides); 2) a large intron (776 nucleotides) and 3) a non-canonical BP sequence (GACUAAC – UACUAAC is canonical) (Dong et al., 2010, Dong et al., 2007, Preker and Guthrie, 2006). Deletion of the *YRA1* intron renders the cells temperature-sensitive, demonstrating the importance of splicing regulation in cell viability (Dong et al., 2007, Preker and Guthrie, 2006, Rodriguez-Navarro et al., 2002b). This is likely due to a
disruption of the negative feedback loop and an excess of Yra1 in the cell, which causes significant DNA damage, telomere instability and senescence like phenotype (Gavalda et al., 2016).

*DBP2* encodes for a DEAD-box RNA helicase implicated in mRNA decay, suppression of transcription from cryptic initiation sites, as well as rRNA processing (Bond et al., 2001). The *DBP2* transcript contains the longest intron (1002 nucleotides) identified in yeast to date, and its splicing is negatively regulated by the Dbp2 protein in a manner reminiscent of *YRA1* (Barta and Iggo, 1995). However, the precise mechanism of Dbp2 mediated splicing regulation remains unknown. Dbp2 has been shown to function as a co-transcriptional RNA chaperone and promotes mRNP assembly, and it has been proposed that co-transcriptional action of Dbp2 on the *DBP2* intron could lead to premature termination or cleavage of the nascent transcript (Ma et al., 2013). Interestingly, Yra1 has been shown to interact with, and oppose the helicase activity of Dbp2 on nascent transcripts, thereby also helping guide the formation of mRNPs (Ma and Tran, 2015). The striking similarity between the regulatory mechanisms of *YRA1* and *DBP2*, which in turn function coordinately to guide co-transcriptional RNP assembly raises interesting questions regarding their co-evolution.

Besides autoregulatory loops such as the one described above, alternative splicing in *S. cerevisiae* has been shown to diversify the proteome. One such example is *SRC1*, which encodes an integral inner nuclear membrane protein that localizes to sub-telomeric genes (Grund et al., 2008, Rodriguez-Navarro et al., 2002a). *SRC1* contains a single intron with two alternative, overlapping 5’ splice sites. Utilization of the downstream 5’SS results in the translation of a longer protein that spans the nuclear membrane twice, whereas splicing at the upstream 5’-splice site results in a truncated protein that spans the nuclear membrane only once and has
significantly reduced activity. It has been proposed that truncated SRC1 has a unique cellular function, since it is specifically enriched in the G2 phase of the cell cycle in a Hub1 dependent manner (Mishra et al., 2011). However, as yet, no distinct function for the shorter form of Src1 has been identified.

There are other examples on productive alternative splicing in yeast, where alternatively spliced isoforms of a transcript produce different protein products with distinct functions. Recently, the FES1 transcript was shown to undergo alternative splicing at its 3’ end giving rise to two distinct proteins with different C-termini (Gowda et al., 2016). Fes1 is an Hsp70 nucleotide exchange factor that is essential for the ubiquitin-mediated degradation of chaperone associated mis-folded proteins. Competition between polyadenylation and splicing results in a dominant protein isoform (Fes1S) from the unspliced transcript, with the polyadenylation site within the putative intron; and a novel, less abundant protein isoform (Fes1L) from the spliced transcript (Gowda et al., 2016). Fes1L localizes to the nucleus, whereas Fes1S is largely cytoplasmic, consistent with the two protein isoforms having distinct functions (Gowda et al., 2016). While the exact biological role of Fes1L is as yet unknown (it is not required for misfolded protein degradation in the nucleus), the conservation of the intron amongst yeast species speaks to its functionality.

Another example of alternative splicing resulting in isoforms that localize to different cellular compartments is PTC7. The spliced PTC7 transcript codes for a mitochondrial localized PP2C type phosphatase (Ptc7S) that dephosphorylates Coq7, and promotes Coenzyme Q6 (CoQ6) biosynthesis (Martin-Montalvo et al., 2013, Juneau et al., 2009). Retention of the intron of the PTC7 transcript results in a longer isoform (Ptc7NS) that localizes to the nuclear membrane due to a single transmembrane helix encoded for by the intron, and whose molecular function
remains unknown (Juneau et al., 2009). However, we recently demonstrated that Ptc7\textsubscript{NS} has a repressive effect of CoQ\textsubscript{6} biosynthesis (Awad et al., 2017).

While the generation of two protein isoforms from the PTC7 transcript relies upon the intron not having a premature termination codon, most introns are in fact not conducive to read through translation. There are instances in which the regulation of splicing of such introns has been shown to be important for gene regulation and overall fitness in S. cerevisiae. The SUS1 transcript encodes for a small protein component of both the SAGA and TREX complexes, thereby potentially coordinating transcription and nuclear export of RNA. The SUS1 transcript is unusual amongst S. cerevisiae genes in that it contains two introns, the first of which possesses a non-consensus 5’ SS (GUAUGA) and BP (UACUGAC). The first intron of SUS1 is retained under stress conditions such as heat shock or nutrient stress. This intron-retained transcript retains the ability to produce a small, truncated peptide, and while no biological role for this peptide has yet been identified, recent results have suggested that regulation of SUS1 splicing is critical for proper export of mRNA, as well as H2B ubiquitination (Hossain et al., 2011, Hossain et al., 2009).

More recently, it has been shown that inefficient splicing of the GCR1 transcript leads to the production of a distinct Gcr1 protein isoform from the intron-retained transcript via a non-canonical translation initiation mechanism from within the intron. This Gcr1 isoform has a distinct N-terminus from the canonical protein (which is produced from the spliced GCR1 transcript), and the combination of the two isoforms is required for systems-level control of glycolytic gene expression in S. cerevisiae (Hossain et al., 2016). SUS1 and GCR1 are examples of diversification of the yeast proteome via regulated intron-retention.
With these examples of alternative splicing regulation, it is clear that yeast have retained the ability to control gene expression through the removal of introns. This suggests that the genes containing introns may reveal important insights into splicing regulatory mechanisms and the pathways they control. In fact, the largest energy investment of the cell is disproportionately under the control of pre-mRNA splicing in yeast. Although yeast only possess ~300 introns, ~90 of them are within the ~130 annotated ribosomal protein genes (RPGs), the most highly expressed class of messages within the cell (Manuel Ares et al., 1999, Warner, 1999). Since most of what the yeast cell does at any point in time is translate new proteins, and most of the mRNA in the yeast cell encodes for RPGs, their regulation at the level of splicing is highly significant. Moreover, while *S. cerevisiae* has undergone a massive intron-loss event in its evolutionary history, the fact that the RPGs have retained their introns is unlikely to be random (Hooks et al., 2014). In fact, deletion of some RPG introns in yeast leads to decreased fitness or adaptation to environmental stress (Parenteau et al., 2011, Parenteau et al., 2008). It has recently been demonstrated that the architecture of RPGs is optimized for robust and efficient ribosome production (Reuveni et al., 2017). It therefore stands to reason that the preponderance of introns within RPGs also serves significant regulatory functions, perhaps via a variety of mechanisms.

An example of RPG regulation via a negative feedback loop at the level of splicing is RPL30. Excess Rpl30 protein binds to a stem loop structure within the RPL30 pre-mRNA that includes the 5’SS, and inhibits its splicing (Macias et al., 2008). This stem loop strongly resembles the natural Rpl30 binding site in helix 34 of 25S rRNA (Vilardell et al., 2000). A newly translated Rpl30 peptide can therefore either bind to the precursor rRNA and promote ribosome biogenesis, or bind to its own transcript and repress its own synthesis. This provides an elegant mechanism of titration between the protein and RNA components of the ribosome based
on its relative affinities to the two RNA platforms. Notably, Rpl30 binding to its pre-mRNA still permits U1 recognition of the 5’SS, but blocks binding of the U2 snRNP, likely by disrupting an interaction between the U1 and U2 snRNPs (Bragulat et al., 2010).

A number of introns are found in RPGs with paralogs, and cross-regulation between paralogs is another important mechanism of splicing regulation amongst RPGs in yeast. For instance, Rps14 protein binds to a stem–loop structure in RPS14B pre-mRNA, inhibiting its splicing and leading to its rapid degradation (Fewell and Woolford, 1999). Consistent with this, RPS14B transcripts are spliced very slowly and inefficiently whereas RPS14A behaves like most other RPG transcripts (Wallace and Beggs, 2017). Similar paralog dependent splicing inhibition has also been described for RPS9A (whose splicing is inhibited specifically by the protein product from RPL9B) and RPL22B (whose splicing is inhibited by Rpl22) (Petibon et al., 2016, Gabunilas and Chanfreau, 2016). While the purpose of these modes of regulation remain unknown, it is likely that they provide the yeast cell with a mechanism to modulate the transcription of RPGs and processing of rRNA to stoichiometric levels. It has also been suggested that paralog inhibition serves to buffer the fitness of the yeast cell from potential detrimental effects of integration of the paralog protein product (when they differ) into the ribosome, raising the intriguing possibility that the mechanisms described help regulate the specialization of ribosomes in response to specific conditions (Gabunilas and Chanfreau, 2016, Petibon et al., 2016).

The overwhelming enrichment of introns in a single functional class of co-regulated genes (RPGs) raises other intriguing possible mechanisms of splicing regulation. Since the spliceosome is a limiting component in the yeast cell, highly abundant intron-containing RPG transcripts serve as a sink for the spliceosome, sequestering them away from other, sub-optimal
introns (Munding et al., 2013). Downregulating the transcription of these RPGs therefore relieves the competition for the spliceosome and allows for the efficient splicing of other, otherwise poorly spliced pre-mRNAs. This trans-competition amongst pre-mRNAs within the yeast cell for the spliceosome has important regulatory implications, particularly in the splicing of meiotic transcripts in yeast. The downregulation of RPGs in response to nutrient deprivation that initiates the meiotic transcription program in yeast is critical for the efficient splicing of numerous meiotic ICGs. Consistent with this, meiotic ICGs that are vegetatively expressed remain unspliced (Munding et al., 2013).

Interestingly, the gene structure of RPGs in S. cerevisiae allows for their coordinate transcriptional regulation. The target of rapamycin complex I (TORC1) plays a key role in the co-regulation of RPGs (Loewith and Hall, 2011). Transcription of most RPGs requires the binding of general regulatory factor Repressor Activator Protein 1 (Rap1) to binding sites located between ~400 and ~200 bp upstream of the transcription start site (TSS) (Lascaris et al., 1999, Knight et al., 2014). Rap1 alters chromatin structure and recruits Forkhead Like transcription factor Fhl1 to the RPG promoters. Fhl1 has two co-factors; the co-activator Ifh1 and the co-repressor Crf1. Under favorable growth conditions, the activity of TOR retains Crf1 in the cytoplasm, allowing Fhl1 to recruit Ifh1 and activate RPG transcription. Under unfavorable growth conditions, Crf1 gets phosphorylated and relocates to the nucleus, displacing Ifh1 and associating with Fhl1 to repress RPG transcription (Martin et al., 2004). A recent ChIP-seq analysis in S. cerevisiae highlighted the involvement of HMG-like protein Hmo1 in transcription of about half of the RPGs, demonstrating that while RPGs are co-regulated, the intricacies of the mechanisms of regulation are not fully understood (Knight et al., 2014).
Furthermore, meiosis boasts the only developmental specific splicing factor identified in yeast to date, Mer1 (Engebrecht and Roeder, 1990, Spingola and Ares, 2000). Mer1 is expressed specifically during meiosis, at which time it activates the splicing of four Mer1-responsive introns (MER2, MER3, SPO22 and AMA1), collectively called the Mer1 regulon (Munding et al., 2010). Mer1 enhances the splicing of these pre-mRNAs through its interaction with a conserved intronic enhancer sequence, and is critical for the progression of meiosis (Spingola and Ares, 2000). Meiosis is a critical program for the long-term survival of *S. cerevisiae* under conditions of nutrient deprivation, and its reliance on splicing regulation underlines the crucial nature of this gene regulatory process in yeast.

**Co-transcriptional splicing and chromatin.**

*In vitro* studies of splicing demonstrate that spliceosome assembly and the catalytic reactions of splicing are not absolutely dependent on transcription, yet there is now ample evidence that most splicing is at least initiated co-transcriptionally. In yeast, recognition of the 5’ SS is co-transcriptional and BP recognition has been shown to be influenced by the state of the chromatin (Kotovic et al., 2003). Additionally, not only does spliceosome assembly take place co-transcriptionally, but also although most co-transcriptional splicing begins when the 3’SS clears the Pol II exit channel, catalysis is also completed very shortly thereafter (Carrillo Oesterreich et al., 2016, Wallace and Beggs, 2017). Furthermore, in mammalian systems, most splicing appears to be completed while the nascent RNA is still tethered to chromatin via RNA polymerase II (Pandya-Jones et al., 2013, Bhatt et al., 2012, Brody et al., 2011). Because the highly complex process of generating the catalytically active spliceosome, which involves numerous snRNP recruitment and rearrangement steps, occurs in such proximity to the
chromatin, there is ample potential for regulation by the chromatin environment and crosstalk between the processes of transcription and splicing.

The diverse mechanisms of co-transcriptional regulation of pre-mRNA splicing fall broadly under two non-mutually exclusive categories: recruitment and kinetics (reviewed in (Saldi et al., 2016)). In the first, a combination of the structure of the chromatin environment around a given gene, the transcription factors involved in the regulation of expression of the gene, and the CTD of the elongating RNA polymerase serves to recruit a cohort of RNA processing factors to the site of transcription. The specific splicing factors recruited and the relative affinities of recruitment of different splicing factors varies depending on the characteristics of the environment described above, resulting in differential splicing outcomes.

The second model is one in which transcription exposes cis-regulatory sequences within the RNA at a certain rate, providing trans-effector factors a ‘window of opportunity’ to bind to the RNA and execute their function. An upstream regulatory ‘event’ (a combination of cis-element and trans-factor) therefore has a temporal advantage over a competing downstream one, the magnitude of which is determined by the rate at which the RNA is being transcribed. It is important to emphasize that the two models are inextricably linked, with the chromatin environment heavily influencing the rate of transcription, and vice versa.

Nucleosome positioning, composition and post-transcriptional marks on histones have all been shown to have profound effects on splicing outcomes. Nucleosomes are relatively enriched in exonic regions of the genome compared to introns (Schwartz et al., 2009, Tilgner et al., 2009). Further, exon-positioned nucleosomes are enriched for specific post-transcriptional histone modifications (H3K27me1, me2, and me3, H3K36me3, H3K79me1, H4K20me1) (Kolasinska-Zwierz et al., 2009, Andersson et al., 2009, Dhami et al., 2010, Spies et al., 2009, Huff et al.,
2010, Hon et al., 2009, Nahkuri et al., 2009); whereas intronic nucleosomes are enriched for other histone modifications (H2BK5me1, H2Bub1, H3K4me1, and me2, H3K9me1, H3K79me1, me2, and me3) (Dhami et al., 2010, Huff et al., 2010). While the roles of the majority of these histone modifications in splicing remain as yet unknown, and are the subject of active investigations, the interactions of several of them with the splicing machinery and the downstream splicing outcomes have been characterized. For instance, H3K4me3, which is enriched around transcription start sites, has been shown to recruit the U2 snRNP via interactions with readers such as Chd1 or Sgf29 and consequently, enhance splicing efficiency for promoter-proximal introns (Sims et al., 2007, Vermeulen et al., 2010, Luco et al., 2010, Shilatifard, 2008). Other examples include the association of histone H3 and H4 hyperacetylation with exon skipping, likely due to a decrease in the nucleosomal kinetic barrier upon acetylation and a corresponding increase in the rate of transcription (Zhou et al., 2011, Sharma et al., 2014, Bintu et al., 2012, Schor et al., 2009); and H3K36me3, which binds MRG15, which in turn recruits a splicing regulator PTB to chromatin (Luco et al., 2010); as well as several more (reviewed in (Saldi et al., 2016)).

Post-translational modifications on histones are not the only mechanism by which chromatin influences splicing. The landscape of chromatin is further expanded by the existence of variant histones such as H2A.Z, H3.3 and macroH2A. H3.3K36me is specifically recognized by the BS69 chromatin reader, which in turn physically interacts with the U5 snRNP, suggesting that histone variant might also have regulatory roles in splicing (Guo et al., 2014). We have demonstrated the role of one such variant, H2A.Z, in Chapter 2 of this dissertation (Neves et al., 2017). H2A.Z has also been shown to bind SF3B1, a component of the U2 snRNP, in mammals (Fujimoto et al., 2012).
In addition to the regulatory potential of histone modifications and variant histones, the nucleosome itself forms a major structural barrier to the elongating polymerase (although the energetic magnitude of the barrier depends on histone modifications) (Bintu et al., 2012). Recently, the importance of nucleosome positioning in regulating splicing outcomes has been demonstrated. Well-positioned nucleosomes caused increased pol II pausing near alternative exons that are preferentially included in certain breast-cancer cells (Iannone et al., 2015). Depletion of histones in colon carcinoma cells caused increased intron retention, likely due to elevated pol II transcription rates (Jimeno-Gonzalez et al., 2015). Furthermore, splice sites (both 5’ and 3’) are very strongly correlated with pause sites for RNA polymerase (as measured by NET-Seq), via an underlying mechanism that is as yet incompletely understood (Mayer et al., 2015, Nojima et al., 2015). However, these observations make amply clear that nucleosome positioning influences splicing outcomes.

How, then, are nucleosome positions upon the DNA template determined? While potential sequence determinants remain unknown, positioning of nucleosomes within chromatin is achieved largely via the help of chromatin-modifying enzymes. Chromatin modifying enzymes can influence splicing both by modifying the kinetic barriers to the polymerase and thereby altering transcription rates, as well as by acting as intermediaries in the recruitment model. The enzymes themselves are responsive to histone modifications. For instance, H2Bub1 cooperates with FACT and SWI/SNF to mobilize nucleosomes within genes at which it is enriched, promoting faster transcription (Fuchs et al., 2014, Pavri et al., 2006, Shema-Yaacoby et al., 2013). The SWI/SNF complex, which is detailed in the following sections, is also responsive to H3K9ac, a histone mark laid down by the histone acetyltransferase Gcn5 (Ruiz-Garcia et al., 1997, Dutta et al., 2014). Gcn5, and indeed H3 acetylation, has been demonstrated to be
important for the recruitment of the U2 snRNP, as well as rearrangements within the spliceosome (Gunderson et al., 2011, Gunderson and Johnson, 2009).

The SWI/SNF chromatin-remodeling complex

The archetype of chromatin modifying enzymes is the ATP-dependent SWI/SNF complex (Dutta et al., 2017). Originally identified in yeast in screens for mating type switching and sucrose fermentation, the SWI/SNF complex is a large, conserved, multi-subunit complex that is targeted to genomic loci by post-translational modifications (such as acetylation) on histone tails (Neigeborn and Carlson, 1984, Stern et al., 1984). ATP hydrolysis by the catalytic subunit (Snf2 in yeast) leads to disruption of the contacts between the histone core of the nucleosome and the DNA, resulting in either sliding of the nucleosome along the DNA strand, or complete eviction of the nucleosome, rendering the DNA strand accessible to transcription factors (Liu et al., 2017). The precise molecular mechanism of remodeling is still the subject of considerable investigation, and numerous potential models have been proposed (Kadoch et al., 2016, Liu et al., 2011, Liu et al., 2017).

While the overall architecture of the SWI/SNF complex is remarkably conserved across all eukaryotes, the subunit composition demonstrates increasing variability along an evolutionary timescale (Euskirchen et al., 2012, Tang et al., 2010). The interchangeable nature of the individual components of the complex leads to increased combinatorial complex polymorphism, diversity and specialization, allowing for tissue or developmental-stage specific response and regulation of chromatin (Kadoch and Crabtree, 2015). For instance, in yeast, the RSC complex is closely related to the canonical SWI/SNF complex and shares some auxiliary subunits such as the actin related proteins Arp7 and Arp9, but has a different ATPase subunit, Sth1 (Cairns et al.,
In Drosophila, two distinct SWI/SNF complexes, BAP and PBAP share a common ATPase subunit, BRM/Brahma. In addition, they share numerous other core components, including some that are absent in yeast (Tang et al., 2010). In humans, the BAF complex has been found to contain either of two ATPases, BRG1 or hBRM in a context-dependent manner, whereas the PBAF complex only contains BRG1. There are over 100 distinct theoretical SWI/SNF complexes possible in humans by combinatorial subunit rearrangement, and many of them have been identified in specific tissue type and/or developmental contexts (Kadoch and Crabtree, 2015). For instance, embryonic stem (ES) cells contain a specialized SWI/SNF complex that includes BRG1 as the ATPase, BAF155 and BAF60A as auxiliary subunits, and a novel, specific subunit, BRD7 (Kaeser et al., 2008, Ho et al., 2009). SWI/SNF dependent transcriptional repression has been demonstrated to be crucial in regulating ES pluripotency (Zhang et al., 2014).

The remarkable diversity of SWI/SNF complexes renders them particularly susceptible to cell-type specific mutations, and in fact, greater than 20% of all human tumors show mutations in at least one member of a SWI/SNF complex (Biegel et al., 2014). For example, approximately 50% of ovarian carcinomas demonstrate inactivating mutations in a single allele of BAF250A (Swi1 in yeast) (Jones et al., 2010, Wiegand et al., 2010). The diversity of the complexes render them vulnerable targets for mutations causing malignancy (Helming et al., 2014). Often, combined complex dosage can partially compensate for individual mutations in cells, rendering them viable, but severely misregulated (Smith-Roe and Bultman, 2013). In addition, seemingly core mutations can manifest in a tissue-specific phenotype, as in the case of the ATPase subunit BRG1, which is mutated in >90% of all small cell ovarian cancers but in <5% of lung cancers (Ramos et al., 2014, Roberts et al., 2000, Smith-Roe and Bultman, 2013).
The susceptibility of SWI/SNF complexes to oncogenic mutations is at least in part due to its role in interacting with transcription factors in a dynamic, regulated and cell-type specific manner to regulate tissue specific transcription and therefore, cell fate. There are numerous described cases in which cellular transcriptional response to an environmental cue is dependent on SWI/SNF remodeling. For instance, SWI/SNF is specifically recruited to, and is required for expression of, muscle-specific genes by p38 dependent phosphorylation of BAF60, sometime after its enzymatic activation by MKK6 (Simone et al., 2004). Numerous surfaces within the SWI/SNF complex serve as interaction sites for hormone receptors, serving as specific and essential co-activators. The interaction of glucocorticoid receptor (GR) with a face made up of parts of BAF250, BAF60a and BAF57 is essential for activation of GR responsive genes. Vitamin D receptor (VDR) heterodimers bind with BAF60a to influence transcription, estrogen and androgen receptors interact with BAF57, and so forth (Koszewski et al., 2003, Belandia et al., 2002, Link et al., 2005). The SWI/SNF complex has also been implicated in the control of cell cycle, specifically in the exit from G1 and S phase, in conjunction with Rb protein and histone deacetylases (Zhang et al., 2000). We recently showed that dynamic acetylation of a component of the SWI/SNF complex is crucial for meiosis in yeast (detailed in Chapter 3) (Venkataramanan et al., 2017). Interestingly, post-translational modifications of SWI/SNF have previously also been described in controlling the progression of mitosis in metazoan cells (Sif et al., 1998, Muchardt et al., 1996).

**SWI/SNF complex in splicing**

The SWI/SNF complex has previously been demonstrated to have effects on pre-mRNA splicing. Not only does the complex affect the rate of the polymerase by mobilizing nucleosomes
and thus affect the kinetics of splicing, it also directly interacts with splicing factors (Patrick et al., 2015, Waldholm et al., 2011, Yu et al., 2014, Batsche et al., 2006). Depletion of components of SWI/SNF complexes has been shown to alter patterns of splicing. Furthermore, although the effects of BRM on splicing correlates with altered polymerase pausing, these effects were demonstrated to be independent of its ATPase activity, and thus, its enzymatic role in chromatin remodeling (Batsche et al., 2006, Yu et al., 2014). It has been hypothesized that the role of BRM in splicing is via its incorporation onto nascent RNPs during transcription, and subsequent recruitment of splicing factors (Tyagi et al., 2009). Also, as previously mentioned, the SWI/SNF complex is responsive to histone modifications like H2Bub1 and H3K9ac that have previously been shown to influence spliceosome assembly and rearrangements, opening up the possibility that members of the complex could form a bridge between chromatin and the spliceosome.

In Chapters 3 and 5, we demonstrate a novel role for the SWI/SNF complex in determining splicing outcomes in yeast, via regulation of competition for the limiting spliceosome (Venkataramanan et al., 2017). The SWI/SNF complex directs cellular resources to specialized splicing programs in response to environmental stress, in order for the yeast cell to be able to adapt. It should be noted that, while this does not preclude other roles for SWI/SNF complexes in splicing, the role that we describe for Snf2 in reconfiguring the splicing landscape is well conserved over 20 million years of evolution and is likely to inform our understanding of the role of competition in splicing regulation across eukaryotes.
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Figure 1.1. Two transesterification reactions. In the first step of splicing, the branchpoint adenosine (underlined here within the consensus BP sequence: UACUAAC) attacks the 5’ splice site, forming an intron lariat. In the second step, the 5’ exon’s –OH attacks the 3’ splice site, which fully removes the intron and ligates the exons together.
Figure 1.2. The role of snRNAs in splicing. U1 and U2 assemble co-transcriptionally by binding to the 5’ SS and BP, respectively, forming the A complex. They recruit the tri-snRNP, forming the B complex. U1 and U4 then leave the spliceosome, and U6 replaces U1 at binding the 5’ SS, forming the B^{act} complex. The B* complex has rearrangements that promote the first transesterification reaction (complex C). The C* complex then has rearrangements that promote the second transesterification reaction. The resulting products are the ligated exons and the ILS, from which the spliceosome is disassembled.
Figure 1.3. **Protein re-arrangements at the spliceosome active site.** Prp16, Yju2, and Cwc25 are present at the spliceosome before the first transesterification reaction (a). After the first step completes, Prp16 removes Yju2, Cwc25, and itself from the spliceosome (b). The second-step factors Prp22, Prp18, and Slu7 are then able to bind the spliceosome (c) and cause rearrangements that promote the second transesterification reaction (d). After the second step completes, Prp22 enables the ligated exons to vacate the spliceosome (e). Prp43 then catalyzes spliceosome disassembly (e, f).
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CHAPTER 2

The histone variant H2A.Z promotes efficient co-transcriptional splicing in *Saccharomyces cerevisiae*. 
The histone variant H2A.Z promotes efficient cotranscriptional splicing in *S. cerevisiae*
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In eukaryotes, a dynamic ribonucleic protein machine known as the spliceosome catalyzes the removal of introns from premessenger RNA (pre-mRNA). Recent studies show the processes of RNA synthesis and RNA processing to be spatio-temporally coordinated, indicating that RNA splicing takes place in the context of chromatin. H2A.Z is a highly conserved histone variant of the canonical histone H2A. In *Saccharomyces cerevisiae*, H2A.Z is deposited into chromatin by the SWR-C complex, is found near the 5' ends of protein-coding genes, and has been implicated in transcription regulation. Here we show that splicing of intron-containing genes in cells lacking H2A.Z is impaired, particularly under suboptimal splicing conditions. Cells lacking H2A.Z are especially sensitive to a functional U2 snRNP (small nuclear RNA [snRNA] plus associated proteins), as H2A.Z shows extensive genetic interactions with U2 snRNP-associated proteins, and RNA sequencing (RNA-seq) reveals that introns with nonconsensus branch points are particularly sensitive to H2A.Z loss. Consistently, H2A.Z promotes efficient spicosomeal rearrangements involving the U2 snRNP, as H2A.Z loss results in persistent U2 snRNP association and decreased recruitment of downstream snRNPs to nascent RNA. H2A.Z impairs transcription elongation, suggesting that spliceosome rearrangements are tied to H2A.Z's role in elongation. Depletion of disassembly factor Psp43 suppresses H2A.Z-mediated splice defects, indicating that, in the absence of H2A.Z, stalled spliceosomes are disassembled, and unspliced RNAs are released. Together, these data demonstrate that H2A.Z is required for efficient pre-mRNA splicing and indicate a role for H2A.Z in coordinating the kinetics of transcription elongation and splicing.

**Keywords**: H2A.Z, HTZ1, RNA processing, Swr1; budding yeast, chromatin; pre-mRNA splicing
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Eukaryotic genes are comprised of coding sequences (exons) interrupted by intervening sequences (introns). Introns are removed from the newly synthesized RNA by a large macromolecular machine known as the spliceosome. The spliceosome is a dynamic ribonucleoprotein complex made up of five highly structured small nuclear RNAs (snRNAs) and over a hundred associated proteins and catalyzes intron removal through a series of precisely coordinated rearrangements of its five snRNPs (snRNA plus associated proteins).

While RNA synthesis and RNA splicing have been traditionally analyzed as biochemically distinct reactions, many studies have demonstrated that these processes are spatially and temporally coordinated. There is ample evidence to show that the spliceosome recognizes splice sites within nascent premessenger RNA (pre-mRNA) while the RNA polymerase II (RNApolII) is actively transcribing the DNA template [Beyer and Osheim 1988, 1991; Baeren and Wieslander 1994; Baeren et al. 1996; Huang and Spector 1996; Maniatis and Reed 2002]. Chromatin immunoprecipitation (ChIP) studies (in yeast and metazoans) show that spliceosome components are recruited to specific sequence signals (splice sites) in the pre-mRNA while still associated with the transcription complex [Korovic et al. 2003; Gornemann et al. 2005; Lacadie and Rosbash 2005; Listerman et al. 2006].
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Recently, it has been shown that not only spliceosome recruitment but also catalysis and completion of splicing occur while the nascent RNA is associated with actively transcribing polymerase (Oesterreich et al. 2016). Support for temporal coordination of these two processes also comes from evidence showing that changes in transcription elongation rate can alter splicing efficiency and splice site selection (de la Mata et al. 2003; Howe et al. 2003; Fong et al. 2014; Oesterreich et al. 2016).

Due to the proximity of the splicing complex to the DNA synthesis machinery, splicing takes place within the context of not only transcription but also chromatin, the array of nucleosomes made up of DNA wrapped around eight histone proteins. Nucleosomes are well positioned within genes and have been found to occupy exons more frequently than introns (Schwartz et al. 2009; Amit et al. 2012), suggesting that nucleosomes help demarcate exons at the DNA level. Perturbations to chromatin organization have been linked to widespread changes in splicing, and post-translational modifications of individual histone proteins can influence splicing (for review, see Naftelberg et al. 2015). Particularly in budding yeast, monoubiquitylation of histone H2B and methylation of H3K36 by Set2 each promotes efficient splicing and is required for efficient cotranscriptional recruitment of splicing factors to the nascent mRNA (Mochle et al. 2012; Sorensen et al. 2016). Additionally, we showed that acetylation of H3 by Gcn5 is important for spliceosome assembly and downstream rearrangements (Gunderson and Johnson 2009; Gunderson et al. 2011).

In addition to the core histone proteins H2A, H2B, H3, and H4, a number of variant histones, such as H2A.Z, H3.3, and macroH2A, have also been characterized. A recent study identified a chromatin reader, I669, that preferentially recognizes trimethylation of the histone variant H3.3 on Lys36 and physically interacts with the U5 snRNP (Guo et al. 2014), forming a physical link between the chromatin and the spliceosome, suggesting that both histones and histone variants may influence splicing. H2A.Z, encoded by HT21 in Saccharomyces cerevisiae, is the only histone variant found across all eu-karyotes. While H2A.Z and H2A share ~60% sequence similarity, H2A.Z is almost 90% conserved across species from yeast to humans (for review, see Zlatanova and Thakar 2008), suggesting that the variant carries out an important and conserved function in the cell, distinct from H2A. Unlike the four canonical histones, which are incorporated into chromatin at the time of DNA replication, H2A.Z can be inserted throughout the cell cycle [for review, see Zlatanova and Thakar 2008]. The SWR-C remodeling complex catalyzes the displacement of the H2A/H2B dimer in the chromatin in exchange for an H2A.Z/H2B dimer. SWR-C recognizes the nucleosome-free region (NFR) surrounding the transcription start site (TSS) of genes and deposits H2A.Z in nucleosomes flanking the NFR (Ranjan et al. 2013). H2A.Z is well positioned in the chromatin as, although it is found in only 5% of nucleosomes, it is present in ~65% of all s. cerevisiae genes, typically at the +1 and −1 nucleosomes around the TSS (Guillemette et al. 2005; Raisner et al. 2005).

H2A.Z has been shown to play an important role in the regulation of transcription initiation and gene expression (Subramanian et al. 2015). In yeast, H2A.Z interacts genetically with a number of transcription factors (TFs) (Wan et al. 2009), and, in mammals, H2A.Z is necessary for recruitment of pioneer TFs (Li et al. 2012). In vitro experiments demonstrate that H2A.Z is less stably associated with DNA and therefore is more susceptible to release from the chromatin (Zhang et al. 2005). As the +1 nucleosome poses a transcriptional barrier to RNApol II, H2A.Z may promote transcription initiation by decreasing the nucleosome barrier and promoting RNApolII progression (Zhang et al. 2005; Weber et al. 2014). Studies in yeast also indicate a role in the regulation of transcription elongation, as H2A.Z genetically interacts with elongation factors Spt5 and Dst1 (Malagon et al. 2004; Santisteban et al. 2011). Moreover, H2A.Z has been found to promote transcription elongation in both yeast and mammalian cells (Santisteban et al. 2011; Rudnizky et al. 2016).

Based on the connections between transcription and pre-mRNA splicing as well as H2A.Z’s role in transcriptional regulation, we performed genetic analysis of interactions between HT21 and genes encoding nonessential splicing factors and showed that when any major component of the spliceosome, particularly the U2 snRNP, is compromised, the cell becomes dependent on the presence of H2A.Z. Furthermore, H2A.Z is required for efficient splicing of a subset of intron-containing genes (IGCs). This pool of genes is enriched in introns containing a branch point (BP) sequence that deviates from the highly conserved consensus sequence. Interestingly, although H2A.Z is found primarily in close proximity to the TSS, we observed H2A.Z enrichment near the BP of many IGCs. When H2A.Z is deleted, proper spliceosome rearrangements are compromised, and this is coincident with altered RNA polymerase elongation that occurs in the absence of H2A.Z. Depletion of the spliceosome disassembly factor Prp43 in cells lacking H2A.Z enhances splicing of introns, particularly of introns with nonconsensus BP sequences. These results reveal an important role for the highly conserved H2A.Z histone variant in coordinating elongation with spliceosome assembly.

Results

Cells with mutant spliceosomes are dependent on H2A.Z

In order to characterize interactions between H2A.Z and genes encoding factors involved in splicing, a targeted genetic screen was performed to identify interactions between htz1Δ and null alleles of nonessential splicing factors. Deletion of the genes encoding the U2 snRNP factors Ms1, Lea1, or Smu17 combined with deletion of HTZ1 confers synthetic lethality (Fig. 1A). Ms1 and Lea1 are yeast homologs of the human proteins U2A/B” and bind a conserved stem–loop in the U2 snRNA (Tang et al. 1996). Snu17, which has been shown to associate with the U2 snRNP, is required for the release of the U1 snRNP after the addition of the U4/U6.U5 tri-snRNP and progression through the first catalytic step of splicing.
are suboptimal (37°C and 25°C). This analysis revealed genetic interactions between HTZ1 and genes encoding components of every major spliceosomal complex [Fig. 1B]. Slow growth phenotypes in many of the double mutants are exacerbated at higher temperatures, indicating that H2A.Z may be important for stabilizing spliceosomal complexes and/or rearrangements, especially in destabilizing conditions such as thermal stress. A notable exception is Nam8, a U1-association factor that is particularly important for meiosis-specific splicing [Fig. 1B, bottom; Spingola and Ares 2000]. Together, these genetic interactions indicate that a mutant spliceosome—and especially a compromised U2 snRNP—is particularly sensitive to the absence of H2A.Z in the chromatin.

**H2A.Z is required for optimal splicing of a subset of ICGs**

In order to determine whether deletion of H2A.Z affects splicing, we used RNA sequencing (RNA-seq) to analyze the effect of HTZ1 deletion genome-wide. We compared the splicing efficiency of ICGs in wild-type and htz1Δ cells [Fig. 2A, left]. Ribosomal protein genes (RPGs), which account for roughly one-third of all ICGs, show little to no change in splicing efficiency upon deletion of H2A.Z [Fig. 2A]. However, H2A.Z is required for optimal splicing of a subset of ICGs with distinct properties. Notably, among non-RPGs, introns with nonconsensus BP sequences have a significantly stronger splicing defect than those with consensus BP sequences (P = 0.018) [Fig. 2A, right]. In yeast, the highly conserved canonical BP sequence is UACUAAC, while the sequences most affected by HTZ1 deletion contain the sequences that differ at the +1 position of the BP sequence: GACUAAC [5], AACUAAC [5], and CACUAAC [4]. Neither nonconsensus 5′ splice site (5′SS) nor 3′ splice site (3′SS) sequences show this significantly enhanced dependence on H2A.Z for optimal splicing compared with non-RPG introns with consensus splice sites [Supplemental Fig. S1A, left], reinforcing the connection between H2A.Z and the U2 snRNP, which directly base-pairs with the BP sequence.

We and others have shown previously that defects in splicing are often masked by the rapid turnover of misspliced and unspliced transcripts [Hössain et al. 2011; Kawashima et al. 2014]. To determine whether rapid turnover of misspliced transcripts masks splicing defects that occur in htz1Δ cells, we performed RNA-seq analysis in cells lacking HTZ1 in combination with deletion of genes encoding cytoplasmic degradation pathway proteins Xrn1 or Upf1. Xrn1 is a 3′–5′ exonuclease [Larimer and Stevens 1990], and Upf1 is an ATP-dependent RNA helicase involved in nonsense-mediated decay [Ono et al. 2005]. Genome-wide profiles of splicing efficiency in htz1Δ cells in the degradation mutant background are similar to the wild-type background profile [Fig. 2A,B, left]. However, the subset of genes whose splicing is most strongly affected by deletion of HTZ1 is larger, and splicing defects are often stronger in the degradation mutant backgrounds than the wild-type background, likely because unspliced transcripts are stabilized in the absence of Xrn1 or Upf1 [Fig. 2B]. In both the xrn1Δ and upf1Δ mutant backgrounds, a

---

**Figure 1.** The histone variant H2A.Z is necessary for an optimal splicing environment. (A) Serial dilution assay of U2 snRNP double mutants msl1Δ htz1Δ, lea1Δ htz1Δ, and smi1Δ htz1Δ. For the msl1Δ and lea1Δ growth assays, cells were transformed with empty pRS316 URA plasmid (wild type [WT]), htz1Δ, msl1Δ, and lea1Δ or pRS316 containing HTZ1 (msl1Δ htz1Δ and lea1Δ htz1Δ). Cells were grown at 30°C in SC–URA selective liquid medium until the desired OD400 was obtained. Cells were spotted as a 10-fold dilution onto SC–URA plates or 5-FOA plates to select for loss of the plasmid. Plates were incubated for 2 d for SC–URA plates or 4 d for 5-FOA plates at 25°C, 30°C, or 37°C. For smi1Δ, cells were grown at 30°C in YPD liquid medium until the desired OD400 was obtained. Cells were spotted as a 10-fold dilution onto YPD plates and incubated for 2 d at 25°C, 30°C, or 37°C. [B] Serial dilution assay of double mutants, msl1Δ htz1Δ, msl2Δ htz1Δ, smi1Δ htz1Δ, smi66Δ htz1Δ, cwe21Δ htz1Δ, iye1Δ htz1Δ, iye1Δ htz1Δ, and nam8Δ htz1Δ. Cells were grown at 30°C in YPD liquid medium until the desired OD400 was obtained. Cells were spotted as a 10-fold dilution onto YPD plates and incubated for 2 d at 25°C, 30°C, or 37°C.

[Gottschalk et al. 2001]. Snu17 is also a component of the retention and splicing (RES) complex, which is important for nuclear retention of unspliced pre-mRNA. This indicates that cells lacking H2A.Z are dependent on intact U2 snRNP.

Splicing is a highly dynamic process with thermal-sensitive RNA–RNA and RNA–protein interactions. We suspected that if H2A.Z affects splicing factor recruitment and/or rearrangements of the spliceosome, then perturbations in temperature could reveal additional genetic interactions between HTZ1 and genes encoding splicing factors. To identify these interactions, we repeated our targeted genetic screen under growth temperatures that
The significant majority of RPGs exhibits a <5% change in splicing when HTZ1 is deleted (P = 0.023 and P = 0.032, respectively). Similar to the wild-type background, the subset of genes whose splicing is most strongly affected in hetΔ is characterized by non-RPGs with nonconsensus BP sequences (Supplemental Fig. S1B). This pool of genes is enriched in introns containing nonconsensus BPs (24 of 91 introns; P = 0.003). Of these 91 genes, 23 genes showed decreased splicing in both degradation mutant backgrounds, and 52 genes showed decreased splicing in the only the xnrΔ or upfΔ background. It is clear that these degradation pathways can overlap, but there may be additional signals that help determine which pathway is used to remove specific unspliced transcripts.

H2A.Z is deposited in the chromatin in place of the canonical histone H2A. Swr1, a Swi2/Snf2-related ATPase, catalyzes this exchange (Krogan et al. 2003; Kobor et al. 2004; Mizuguchi et al. 2004). Similarly to HTZ1, SWR1 interacts with genes encoding early splicing factors (Supplemental Fig. S2A). Loss of Swr1 leads to a global decrease in H2A.Z occupancy and loss of H2A.Z enrichment at promoters (Mizuguchi et al. 2004; Zhang et al. 2005; Sadeghi et al. 2011). We therefore asked whether Swr1 has effects on splicing similar to those of H2A.Z. To address this question, splicing efficiency of ICGs was analyzed in swrΔ, swrΔ xnrΔ, and swrΔ upfΔ background cells [Supplemental Fig. S2B]. Similar to H2A.Z, Swr1 appears to be important for optimal splicing of a subset of genes. Additionally, there is considerable overlap between the splicing efficiency in swrΔ and hetΔ cells (Supplemental Fig. S2C). While a number of genes display better splicing in swrΔ cells as compared with hetΔ cells, these affected genes are, for the most part, the same genes affected by H2A.Z loss (Supplemental Fig. S2D). While loss of Swr1 leads to decreased H2A.Z occupancy at promoters, it does not completely eliminate the H2A.Z in the chromatin, as Swr1-independent H2A.Z incorporation has been observed (Sadeghi et al. 2011). Residual H2A.Z in the chromatin likely accounts for the moderated splice defect in swrΔ as compared with hetΔ cells. Together, these results suggest that the effect of Swr1 on splicing is likely due to its role in H2A.Z exchange.

H2A.Z occupancy is reported to be negatively correlated to transcription and has been implicated in regulating gene expression (Santisteban et al. 2000; Zhang et al. 2005). We therefore asked whether defects in splicing correlate with gene expression. ICGs with strong splicing defects also have relatively low expression (reads per kilobase per million mapped reads [RPKM] <150) in the wild-type or degradation mutant background (Fig. 2C). We considered the possibility that this correlation was due to a bias in our sequencing results or filtering process. To ensure that the results are not due to an artifact of the sequencing data, we analyzed genes that did not pass the minimum-read filter threshold (Supplemental Fig. S3A). We found that changes in splicing of these genes are evenly distributed between increased and decreased splicing efficiency, demonstrating that our filters effectively removed noise and that there was no significant selection bias (Supplemental Fig. S3B). If splicing defects observed in ICGs with low expression are due to stochastic variation, we would expect the distribution of genes with
increased or decreased splicing efficiency to be the same in our filtered data and in the noise. However, we found that lowly expressed ICGs are significantly enriched in genes that have >10% decrease in splicing upon loss of H2A.Z, as compared with the noise (P < 0.01 in all backgrounds) (Fig. 2C).

**RT-PCR analysis confirms that genes with nonconsensus splice sites are particularly sensitive to loss of H2A.Z**

In order to verify the RNA-seq results, RT-PCR was used to assess the splicing of a pool of candidate genes. Since unspliced pre-mRNA is targeted by both Xm1 and Upf1 in ways that mask H2A.Z’s effect on splicing, we decided to focus on two groups of genes: [1] genes that show intron accumulation in the wild-type, xrn1Δ, and upf1Δ backgrounds (eight genes) [Supplemental Fig. S1B] and [2] genes that show intron accumulation in both the xrn1Δ and upf1Δ cell backgrounds (15 genes) [Supplemental Fig. S1B]. Of these 23 genes, nine contain introns with at least one nonconsensus splice site (Fig. 3A, in orange).

RT-PCR confirmed the decreased splicing of all eight genes in group 1 in the presence and absence of H2A.Z in wild-type, xrn1Δ, and upf1Δ cells (Fig. 3B,C). We examined the splicing intermediates of the two-intron gene SUS1, whose splicing has been well characterized [Hosseini et al. 2009, 2011]. SUS1 is unique not only because it is one of the 10 yeast genes that contain multiple introns but also because its first intron contains both a nonconsensus 5′SS and BP sequence (Fig. 3A). Upon deletion of HTZ1, there is modest accumulation of SUS1 pre-

![Figure 3](image-url)  RT-PCR analysis confirms that genes with nonconsensus splice sites are particularly sensitive to loss of H2A.Z. (A) Group 1 consists of ICGs whose splicing decreases by >10% in the wild-type, xrn1Δ, and upf1Δ backgrounds. Group 2 consists of ICGs whose splicing decreases by >10% in the xrn1Δ and upf1Δ backgrounds. Genes that did not pass the minimum-read filter in the wild-type background are denoted in blue. Nonconsensus splice sites are denoted in orange. (RPS22B) 5′ untranslated region (UTR) intron, (RPS22B_2) coding region intron. (B) Analysis of group 1 genes by RT-PCR in wild-type, xrn1Δ, and upf1Δ cells x HTZ1. Products were analyzed on 6% PAGE gels (8% for SUS1). Pre-mRNA size is indicated by genomic DNA size. (C) Quantification of group 1 RT-PCR unspliced (pre-mRNA) products. [Bottom right] Quantification of SUS1 pre-mRNA and splicing intermediate containing only the second SUS1 intron. (D) Analysis of group 2 genes by RT-PCR in wild-type, xrn1Δ, and upf1Δ cells x HTZ1. Products were analyzed on 6% PAGE gels. Pre-mRNA size is indicated by genomic DNA size. (E) Quantification of group 2 RT-PCR unspliced products. (F) Quantification of group 1 and group 2 RT-PCR unspliced products in rpr6A cells x HTZ1. Quantification graphs represent the average of two independent experiments, and error bars represent the standard deviation (SD). [gDNA] Genomic DNA.
mRNA and strong accumulation of partially spliced (first intron retained) mRNA (Fig. 3C, bottom right). Due to its weak splice sites, the first intron of SUS1 is more susceptible to H2A.Z loss.

Of the 15 genes in group 2, seven genes did not pass our minimum-read filter in the wild-type cells and were not included in the RNA-seq analysis (Fig. 3A, in blue). It is possible that deletion of HTZ1 causes decreased splicing of these introns in the wild-type background as well. We therefore used RT-PCR to confirm htz1Δ-related splicing defects in group 2 genes in wild-type, xrn1Δ, and upf1Δ cells (Fig. 3D,E). As expected, upon HTZ1 deletion, these genes have decreased splicing in not only the degradation mutant background but also the wild-type background.

In a recent report, H2A.Z has been shown to act coordinately with the nuclear exosome, particularly the Rrp6 subunit, to control RNA expression and turnover [Rege et al. 2015]. Rrp6 is a 3′–5′ exonuclease that has been implicated in the turnover of unspliced transcripts [Bousquet-Antonelli et al. 2000; Sayani and Chanfreau 2012]. To determine whether the nuclear exosome is important for clearing the cell of unspliced transcripts that arise in htz1Δ cells, we used RT-PCR to analyze the splicing of our candidate genes in the presence and absence of H2A.Z in rrp6Δ cells (Fig. 3F). Deletion of RRP6 alone results in increased pre-mRNA and, similar to XRN1 and UPP1 deletion, stabilizes many unspliced transcripts in htz1Δ cells, indicating that the nuclear exosome is important for clearing erroneous unspliced transcripts that arise in htz1Δ cells.

Because we found interactions between H2A.Z and components of every major spliceosome complex (Fig. 1A,B), we also examined splicing of our candidate genes in viable double mutants lacking H2A.Z and U1 snRNP factors Mud1 or nineteen complex (NTC) factor Isy1. Consistent with our genetic analyses, deletion of HTZ1 enhances splicing defects of mud1Δ and isy1Δ cells (Supplemental Fig. S4A). Intriguingly, while splicing of most intron-containing RPGs is unaffected by HTZ1 deletion alone, when H2A.Z loss is combined with deletion of splicing factor components, RPG splicing is defective (Supplemental Fig. S4B,C). Most intron-containing RPGs have consensus BP sequences (93%) and are efficiently spliced (Fig. 2A). Thus, it appears that, in general, H2A.Z deletion negatively affects splicing, but this effect is less obvious when splicing is robust. Moreover, these data indicate that H2A.Z generally affects the process of splicing, but BP recognition is particularly susceptible to changes in the splicing environment such that splicing of introns containing nonconsensus BP sequences is inefficient in htz1Δ cells even under otherwise optimal conditions.

H2A.Z-mediated splicing defects are not due to changes in spliceosome availability

H2A.Z is reported to be involved in transcriptional regulation and gene expression [Santisteban et al. 2000; Zhang et al. 2005]. We therefore considered the possibility that the splicing effect of HTZ1 deletion was due to altered transcription of a gene involved in splicing. However, RNA-seq analysis shows no significant change in the expression of genes encoding general splicing factors [Chen and Cheng 2012] or spliceosomal snRNAs (Supplemental Table S1; Supplemental Fig. S5A).

It also has been shown that competition between RNAs for spliceosome components alters splicing efficiency. Specifically in S. cerevisiae, due to the large number of intron-containing RPGs, perturbations to RPG expression affect the availability of the spliceosome to non-RPG pre-mRNAs [Munding et al. 2013]. Therefore, up-regulation of RPG expression could lead to a decrease in splicing of non-RPGs. However, this is not the case, as the RNA-seq results show no significant change in expression of RPGs (Supplemental Fig. S5B).

H2A.Z is enriched around splice sites

H2A.Z is enriched around the TSS of the majority of yeast genes, typically in the +1 and −1 nucleosome flanking the NFR [Ranjan et al. 2013; Gu et al. 2015]. However, recent reports indicate that, in Drosophila, H2A.Z also demarcates exon boundaries [Weber et al. 2010], while, in humans, a histone variant highly related to H2A.Z is enriched near 5′Ps of introns [Tolstorukov et al. 2012]. This suggested to us that H2A.Z’s effects on splicing may be a direct result of H2A.Z’s positioning relative to splicing-specific gene features in yeast. Using previously published ChIP-seq data [ChIP combined with high-throughput sequencing] data [Gu et al. 2015], we confirmed that H2A.Z occupies the nucleosomes flanking the TSS of most ICGs (Fig. 4A,B, left). Additionally, H2A.Z is well positioned over, or just upstream of, the 5′BP sequence and the 3′S5 of many ICGs (Fig. 4B). At this point, it is unclear what the mechanism of this increased occupancy of H2A.Z is at particular intron sequences, but it follows a trend similar to other histone enrichment patterns within introns [for review, see Brown et al. 2012; Saldi et al. 2016]. In parallel studies in Schizosaccharomyces pombe, this pattern of H2A.Z enrichment around splicing signals is also observed [Nissen et al. 2017].

A number of studies found that RPGs are depleted of H2A.Z-containing nucleosomes [Raisier et al. 2005; Zhang et al. 2005; Ranjan et al. 2013; Gu et al. 2015]. Consistent with these studies, we observed low H2A.Z occupancy at the TSS, BP sequence, and 3′SS of intron-containing RPGs (Fig. 4A,C). Recently, it has been shown that the preinitiation complex is required for H2A.Z eviction from the chromatin during active transcription [Tramantano et al. 2016]. Because RPGs are highly transcribed genes, it is possible that ChIP-seq experiments cannot capture H2A.Z occupancy in these genes due to rapid nucleosome turnover. In fact, depletion of components of the transcription machinery leads to H2A.Z accumulation in RPGs [Tramantano et al. 2016], demonstrating that, although steady-state levels are low, H2A.Z is present in RPGs and could contribute to their efficient splicing (Supplemental Fig. S5).
Figure 4. H2A.Z is well positioned near splice sites in non-RPGs. (A) H2A.Z ChIP-seq occupancy over input across the transcribed region and 600 nucleotides (nt) upstream of and downstream from the TSS and transcription stop site of all genes, all ICGs, all RPGs, intron-containing RPGs, and intron-containing non-RPGs. Lines represent the average fold enrichment of two biological replicates and 95% CI. The Y-axis represents 0–1000 mapped ChIP reads normalized to input. Analysis of data from Gu et al. (2015). (B) Hierarchical clustering of H2A.Z-binding profiles of intron-containing non-RPGs around TSSs or splice sites, oriented gene directionality. (Left) Five-hundred nucleotides upstream of and 1000 nt downstream from the TSS. The vertical line indicates the TSS. Five-hundred nucleotides upstream of and 500 nt downstream from the BP sequence (middle) or 3’SS (right). n = 147. Introns found in the 5’ UTR were excluded. (C) Hierarchical clustering of H2A.Z-binding profiles of intron-containing RPGs around TSSs or splice sites, oriented gene directionality. (Left) Five-hundred nucleotides upstream of and 1000 nt downstream from the TSS. The vertical line indicates the TSS. Five-hundred nucleotides upstream of and 500 nt downstream from the BP sequence (middle) or 3’SS (right). n = 88. Introns found in the 5’ UTR were excluded. Analysis of data by Gu et al. (2015), including an average of two biological replicates.

Cotranscriptional U2 snRNP rearrangement and downstream recruitment profiles are defective in the absence of H2A.Z

Cotranscriptional recruitment of the spliceosome to the nascent pre-mRNA has been shown to occur in a predictable and stepwise fashion (Kotovic et al. 2003; Gornemann et al. 2005; Ladacice and Roshbash 2005; Tardiff and Roshbash 2006). When spliceosomal rearrangements are perturbed, a lag in snRNP disengagement can be observed (Gornemann et al. 2005; Ladacice and Roshbash 2005; Tardiff and Roshbash 2006). Our previous studies demonstrated that histone acetylation patterns affect the recruitment of the U2 snRNP and alter spliceosomal rearrangements (Gunderson and Johnson 2009; Gunderson et al. 2011). Because ICGs containing nonconsensus RPGs were enriched in our RNA-seq analysis and because we observed genetic interactions between HTZ1 and several components of the U2 snRNP, we first analyzed U2 snRNP recruitment to nascent mRNA. We specifically examined the recruitment of Ms1, the U2B homolog, to two genes with H2A.Z occupancy upstream of the ORF (ECM33 and YCL002C) and one gene deplete of H2A.Z occupancy [RPL13A] (Fig. 5A, Gu et al. 2015). The pattern of splicing factor recruitment to ECM33 has been reported previously (Gornemann et al. 2005; Gunderson and Johnson 2009; Gunderson et al. 2011). YCL002C has a nonconsensus 5’S and BP, and deletion of HTZ1 leads to a splicing defect in this gene (Figs. 3B, 5B). While deletion of HTZ1 results in no significant change in the recruitment of Ms1 to the selected genes, there is increased Ms1 enrichment at primer set 4 of ECM33 and primer set 5 of YCL002C (Fig. 5D). This persistent U2 snRNP association suggests decreased U2 snRNP dissociation, and similar occupancy profiles have been interpreted as a defect in spliceosomal rearrangements (Gunderson et al. 2011). Surprisingly, RPL13A shows no significant increase in Ms1 in the gene body (Fig. 5D, right). Total protein levels of Ms1 or its interaction partner, Lea1, are unaffected by deletion of HTZ1 [Supplemental Fig. S6A]. This result indicates that H2A.Z’s presence in the chromatin is important for the spliceosomal rearrangements that involve the U2 snRNP.

The observed Ms1 recruitment profiles, along with the results from our targeted genetic screen and RNA-seq analysis, suggest a specific role for H2A.Z in U2 snRNP function and/or rearrangements involving the U2 snRNP. However, it is possible that deletion of HTZ1 acts more generally upon cotranscriptional recruitment or rearrangements of all snRNPs. To determine whether H2A.Z affects events upstream of U2 snRNP recruitment, we examined the recruitment of the U1 snRNP component Prp42 to ECM33, YCL002C, and RPL13A. Deletion of HTZ1 does not affect Prp42 recruitment profiles to any of our candidate genes (Fig. 5E), suggesting that H2A.Z likely affects spliceosomal rearrangements that occur after U1 snRNP release. Total protein levels of Prp42 are unchanged by loss of H2A.Z [Supplemental Fig. S6B].

We predicted that, because of the stepwise cotranscriptional recruitment of splicing factors, association of splicing factors recruited to the nascent mRNA after U2 snRNP would be negatively impacted by loss of H2A.Z. In fact, there is decreased association of the U5 snRNP representative protein Smal14 with all candidate genes in the absence of HTZ1 [Fig. 5F]. While we observed no change in U2 snRNP occupancy at RPL13A, U5 snRNP occupancy is markedly decreased [Fig. 5F]. This is consistent with our RT–PCR results in which H2A.Z loss exacerbates RPC splicing defects when the spliceosome is compromised [Supplemental Fig. S4C]. H2A.Z likely affects spliceosome dynamics at all ICGs, but, because splicing of RPGs is particularly robust, spliceosome rearrangements do not rely as heavily on H2A.Z’s presence in healthy cells. Decreased Smal14 occupancy cannot be attributed to changes in protein expression [Supplemental Fig. S6C]. These results suggest that loss of H2A.Z increases the association of the U2 snRNP and reduces the
**H2A.Z promotes cotranscriptional splicing**

**Figure 5.** Cotranscriptional U2 snRNP recruitment is defective in the absence of H2A.Z. (A) Integrative Genome Viewer track view of H2A.Z occupancy over input by ChIP-seq across the ORF of YCL002C (top), ECM33 (middle), and RPL13A (bottom). The Y-axis represents 0–1000 mapped ChIP reads normalized to input. A schematic of each gene is included below each occupancy profile. Analysis of data from Gu et al. [2015]. (B) Top) Analysis of YCL002C, ECM33, and RPL13A genes by RT–PCR in the presence and absence of HTZ1. Products were analyzed on 6% PAGE gels. Pre-mRNA size is indicated by genomic DNA size. (Bottom) Quantification of RT–PCR products. Graphs represent the average of two independent experiments, and error bars represent the SD. (C) Schematic of ICGs YCL002C, ECM33, and RPL13A. Underlined numbers represent amplicons generated by each primer set used in this experiment. (D) Occupancy of Me1 at each region of YCL002C (left), ECM33 (middle), or RPL13A (right) relative to the nontranscribed region in wild type or htz1A. Graphs represent the average of six (wild type) or three (htz1A) independent experiments, and error bars represent the standard error of the means (SEM). P-values for each primer set were determined by Student’s t-test. Significant values are indicated. (E) Occupancy of Snu14 at each region of candidate genes relative to the nontranscribed region in wild type or htz1Δ. Graphs represent the average of three independent experiments, and error bars represent the SEM. P-values for each primer set were determined by Student’s t-test. Significant values are indicated. (F) Occupancy of Snu14 at each region of candidate genes relative to the nontranscribed region in wild type or htz1Δ. Graphs represent the average of four independent experiments, and error bars represent the SEM. P-values for each primer set were determined by Student’s t-test. Significant values are indicated. (G) DNA genomic DNA. [*] P-value < 0.01; [**] P-value < 0.001; [***] P-value < 0.0001.

association of downstream splicing factors. These results are consistent with a role for H2A.Z in efficient spliceosomal rearrangements.

**RNAPII kinetics are altered upon loss of H2A.Z**

Because we found that H2A.Z is enriched around splice sites of many ICGs, it is possible that H2A.Z promotes splicing through physical interactions with the spliceosome, perhaps through a chromatin-associated adapter protein. Indeed, such physical interactions between splicing factors and histones have been reported [Sims et al. 2007; Luco et al. 2010], and, in humans, it has been reported that H2A.Z weakly binds the SF3B complex [Tolstorukov et al. 2012]. However, we found no direct interactions between H2A.Z and tested splicing factors [Pp43, Snu66, Pp4, Lea1, Msi1, Snu114, and Cus1] (data not shown).

Cotranscriptional splicing is spatially and temporally linked to transcription, and therefore changes in RNAPII elongation rates and pausing can perturb the precisely timed rearrangements of the spliceosome and alter splicing outcomes [de la Mata et al. 2003; Howe et al. 2003; Carrillo-Oesterreich et al. 2010]. As H2A.Z has roles in the regulation of both transcription initiation and elongation, we considered the possibility that H2A.Z helps coordinate the processes of transcription and splicing [Santisteban et al. 2000, 2011; Zhang et al. 2005; Wan et al. 2009; Li et al. 2012; Weber et al. 2014; Subramanian et al. 2015; Rudnicky et al. 2016].

In order to determine whether loss of H2A.Z affects RNAPII kinetics in such a way that it could alter spliceosome rearrangements, we first examined the recruitment of Rpb3, the large subunit of RNAPII, to YCL002C, ECM33, and RPL13A. While Rpb3 recruitment to the promoter is unchanged in htz1Δ cells, Rpb3 occupancy through the gene body of ECM33 and RPL13A is decreased in htz1Δ cells compared with wild-type cells (25%–31% decrease for locations 2–5) (Fig. 6B). We observed a small but consistent decrease of Rpb3 occupancy in YCL002C (11%–16% decrease for all locations) (Fig. 6B, left). YCL002C is a lowly expressed gene with generally low Rpb3 occupancy, and we believe that this makes it difficult to resolve the differences in polymerase enrichment. In order to determine whether changes in RNAPII occupancy are specific to ICGs or are a general outcome of HTZ1 deletion, we examined Rpb3 recruitment to an intronless gene, PMA1. We found that, similar to the candidate ICGs, Rpb3 occupancy is reduced in PMA1 upon HTZ1 deletion (17%–36% decrease for all locations) (Fig. 6B, right). Unlike ECM33 and RPL13A, Rpb3 occupancy is decreased at primer set 1 of PMA1. This could be due to primer set 1 amplifying a region just downstream from the TSS. However, this may also indicate decreased Rpb3 recruitment to the promoter of PMA1 in...
htz1Δ cells. Total protein levels of Rpb3 are unchanged by loss of H2A.Z (Supplemental Fig. S6D). These results indicate that loss of H2A.Z reduces RNAPII occupancy and influences transcription elongation. While additional changes such as polymerase pausing or processivity cannot be ruled out, decreased RNAPII occupancy in htz1Δ cells likely reflects slowed transcription elongation. Not only does slow elongation correlate with decreased RNAPII occupancy (Mason and Struhl 2005; Garcia et al. 2010, 2012; Malik et al. 2017), but H2A.Z deletion has been shown previously to lead to a decreased rate of elongation in both yeast and mammalian cells (Santisteban et al. 2011; Rudnicki et al. 2016). Therefore, our results are consistent with past findings that H2A.Z promotes efficient transcription elongation and that H2A.Z deletion leads to changes likely including, but not limited to, slow elongation rate.

RNAPII contains a unique C-terminal domain (CTD) consisting of sequence repeats that are phosphorylated in a predictable manner during transcription elongation. Typically, the polymerase is hypophosphorylated at the promoter and, upon initiation, becomes phosphorylated at Ser5. Ser5 phosphorylation (Ser5-P) declines near the 3′ end of the transcript in favor of Ser2-P (Komaritsky et al. 2000; Alexander et al. 2010). This dynamic phosphorylation has been implicated in regulating transcription elongation kinetics, and Ser2-P in particular is a hallmark of the elongating polymerase (for review, see Hsin and Manley 2012). Because perturbations to CTD phosphorylation reflect changes in active elongation (Garcia et al. 2010; Allepuz-Fuster et al. 2014; Davidson et al. 2014), we analyzed Ser2-P states on our candidate genes. Although HTZ1 deletion results in decreased RNAPII occupancy across candidate genes, there is increased Ser2-P on polymerases bound to the 3′ ends of ECM33, RPL13A, and PMA1 in htz1Δ cells (Fig. 6C,D). Because polymerase occupancy of YCL002C is low independent of other candidate genes, we were not able to observe small changes in Ser2-P on this gene (Fig. 6C,D, left). We found that Ser2-P begins to accumulate earlier toward the 5′ end in the gene bodies of YCL002C, ECM33, and PMA1 in htz1Δ cells as compared with wild-type cells [Supplemental Fig. S7B]. These findings are similar to past studies that have shown that transcription elongation defects correlate with increased Ser2-P (Garcia et al. 2010, 2012). Hence, it appears that increased pausing or slower elongation in cells lacking H2A.Z may allow Ser2-P accumulation earlier in transcription.

**Deletion of a general elongation factor exacerbates H2A.Z-mediated splice defects and affects U2 snRNP recruitment profiles**

We suspected that if H2A.Z affects splicing via its role in transcription elongation, we might be able to observe functional interactions between H2A.Z and elongation factors. Consistent with this, we observed slow growth in cells lacking both H2A.Z and the general elongation factor Dst1 [Tf11] (Supplemental Fig. S8A). Dst1 promotes elongation and prevents backtracking of stalled polymerase elongation complexes (for review, see Freedman et al. 2013). In the absence of Dst1, RNAPII elongation is compromised, and polymerase pause sites are altered, particularly under transcriptional stress (Mason and Struhl 2005; Churchman and Weissman 2011). Intriguingly, deletion of Dst1 can also negatively affect splicing and
lead to aberrant intron retention (Lacadie et al. 2006; Carney 2015). While loss of Dst1 alone does not decrease splicing of our candidate genes, deletion of DST1 in htz1A cells exacerbates H2A.Z-mediated splice defects, and we observed increased pre-mRNA levels in double mutants [Supplemental Fig. S8B]. The SUSI splicing intermediate that retains the nonconsensus first intron, but not the unspliced pre-mRNA, accumulates in dst1A htz1A cells, suggesting that, similar to htz1A, splicing of introns with nonconsensus BP sequences is particularly affected in the double mutant [Supplemental Fig. S8B, right].

Deletion of Dst1 not only decreases polymerase processivity (Mason and Struhl 2005) but was also found, in a genome-wide study, to decrease RNAPII occupancy by 1.6-fold, on average, compared with wild-type cells (Ghavireh et al. 2008). Because Dst1 loss exacerbates splicing defects in htz1A cells and generally decreases RNAPII occupancy, we asked whether Dst1 could affect spliceosome rearrangements similar to H2A.Z. Consistent with our observations in htz1A cells, enrichment of the U2 snRNP factor Msu1 is increased at YCL002C in dst1A cells [Supplemental Fig. S8D, left]. While Dst1 and H2A.Z likely affect transcription elongation in different ways, this supports a model in which elongation defects can lead to changes in U2 snRNP occupancy patterns.

Depletion of disassembly factor Prp43 can suppress H2A.Z-mediated splice defects

Our findings that H2A.Z affects spliceosome rearrangements and transcription elongation suggest that the kinetics of transcription and splicing are well coordinated. We suspect that, in the absence of H2A.Z, spliceosome kinetics are disrupted by changes in transcription elongation, and stalled spliceosomes are disassembled while pre-mRNA is released. Prp43 is a DEAH-box helicase that has functions in ribosome biogenesis as well as spliceosome disassembly (Arenas and Abelson 1997; Leeds et al. 2006). Prp43 not only catalyzes disassembly upon completion of splicing (Arenas and Abelson 1997) but can also disassemble spliceosomes when splicing is slowed (Koodathatigal et al. 2010; Koodathatigal and Staley 2013). Intriguingly, deletion of HTZ1 suppresses the growth defect of prp43ΔDisamp cells (Fig. 7A). In this strain, the 3′ untranslated region (UTR) of PRP43 is disrupted with an antibiotic resistance cassette, which leads to decreased RNA expression [Supplemental Fig. S9A]. Surprisingly, despite the severe growth defect, we did not observe a significant splicing defect for our candidate genes when Prp43 expression was decreased [Fig. 7B]. This suggests that the Prp43 functions outside of splicing are significant contributors to the growth defect of prp43ΔDisamp cells. Interestingly, decreased Prp43 partially suppresses the splicing defect observed in htz1A cells, indicating that spliceosome disassembly is at least partially responsible for pre-mRNA accumulation in cells lacking H2A.Z [Fig. 7B; Supplemental Fig. S9B]. We next analyzed splicing genome-wide to determine to what extent Prp43 depletion suppresses H2A.Z-mediated splice defects. Splicing is largely unaffected by Prp43 depletion alone; however, there are subsets of ICGs whose splicing efficiency increases or decreases in prp43ΔDisamp cells, suggesting gene-specific sensitivity to Prp43 depletion [Supplemental Fig. S9C]. Consistent with the results shown in Figure 7B, we found that Prp43 depletion in htz1A cells improves splicing in a subset of ICGs [Fig. 7C left]. The pool of genes in which splicing is most improved by Prp43 depletion (≥10%) is significantly enriched with introns containing a nonconsensus BP (P = 0.005). Additionally, among non-RPGs, splicing of introns containing a nonconsensus BP sequence is significantly more improved by Prp43 depletion than splicing of those with consensus BP sequences (P = 0.01) [Fig. 7C right]. Consistent with our observations in htz1A cells, introns with nonconsensus BPs are more sensitive to Prp43 depletion than those with nonconsensus 5′SSs or 3′SSs [Supplemental Fig. S9D]. Together, these data suggest that when rearrangements involving the U2 snRNP are defective or slowed in htz1A cells, decreased disassembly may allow more time for spliceosome rearrangements to occur.

Overall, these results are consistent with a model in which compromised elongation leads to a splicing defect.
In the case of htz1Δ, this defect contributes to defects in U2 snRNP rearrangements and downstream snRNP recruitment. Prp43 is able to recognize and disassemble spliceosomes with defective rearrangement, leading to the release of unspliced pre-mRNA in htz1Δ cells. While genes with robust splicing are refractory to these changes in the kinetics of spliceosome rearrangements, those with weak splice sites are unable to splice efficiently. These results highlight an important, albeit underappreciated, feature of cotranscriptional splicing: Compromised transcription elongation does not necessarily provide a “window of opportunity” to resolve splicing defects, but rather, kinetics of transcription elongation and splicing are optimally coordinated to promote splicing. Specific factors such as H2A.Z appear to ensure the appropriate tuning of this coordination to promote splicing for subsets of introns.

Discussion

An ever-growing body of work has established that transcription and RNA processing are spatially and temporally coordinated. Because the spliceosome acts upon nascent mRNA while the transcript is associated with the elongating polymerase, the process of splicing takes place in the context of the transcription machinery and the chromatin it engages. Here we demonstrate that the histone variant H2A.Z plays a novel role in the process of cotranscriptional splicing. Consistent with published studies from the Pleiss and Stevens laboratories (Albulescu et al. 2012; Sorenson and Stevens 2014), we found many genetic interactions between H7Z1 and genes encoding splicing factors. In particular, mutations to U2 snRNP components render cells reliant on H2A.Z for viability. Additionally, H2A.Z is necessary for optimal splicing of many endogenous ICGs, particularly when introns contain weak splice sites. Furthermore H2A.Z facilitates polymerase elongation and ensures appropriate cotranscriptional spliceosome rearrangements. Finally, decreased expression of an elongation factor or a spliceosome disassembly factor modulates the cells sensitivity to the presence of H2A.Z. Our studies support a role for H2A.Z in coordinating the processes of transcription and splicing: H2A.Z regulates transcription elongation, thereby affecting downstream spliceosome dynamics on ICGs.

H2A.Z affects kinetics of polymerase elongation

Our experiments reveal that loss of H2A.Z results in decreased polymerase occupancy across our candidate genes, suggesting that H2A.Z normally promotes RNAPII elongation (Fig. 6; Supplemental Figs. S7, S8). Although our experiments do not directly measure elongation rate, there are several lines of evidence to support a role for H2A.Z in facilitating efficient elongation. The presence of nucleosomes provides a substantial barrier to transcribing polymerase complexes, and RNAPII must overcome this barrier to access the DNA and efficiently transcribe mRNA (for review, see Petesch and Lis 2012). Because H2A.Z is less stably associated with DNA, exchange of canonical histone H2A with variant H2A.Z facilitates nucleosome eviction and helps lower this transcriptional barrier (Zhang et al. 2005; Weber et al. 2014). In fact, using an in vivo run-off assay, Santisteban et al. (2011) show that H2A.Z loss decreases the rate of elongation across the ORF of a representative gene. Similar decreases in elongation rate have been observed in mammalian systems (Rudnickz et al. 2016). Additionally, we found that CTD Ser2-P accumulates closer to the TSS and remains high throughout the body of candidate genes in htz1Δ cells (Fig. 6D, Supplemental Fig. S7B). These findings are similar to past studies that have shown transcription elongation defects correlate with increased Ser2-P. In yeast, deletion of transcription coactivator Sub1 decreases elongation rate and increases total Ser2-P (Garcia et al. 2010, 2012), while, in human cells, increased polymerase pausing leads to Ser2-P accumulation (Davidson et al. 2014), suggesting that Ser2-P levels correlate with the time RNAPII is engaged with the DNA. Therefore, increased and premature Ser2-P in htz1Δ cells may reflect polymerase elongation defects. While our results are consistent with past findings that H2A.Z loss results in slowed elongation, we cannot rule out the possibility that H2A.Z influences polymerase kinetics in additional ways, such as altered pausing, backtracking, and/or processivity. Although we did not observe physical interactions, we also cannot rule out that contact between H2A.Z and components of the splicing machinery may contribute to H2A.Z’s effects on splicing. In any case, the evidence described here and elsewhere that deletion of H2A.Z negatively impacts elongation and that further compromising elongation [as in dst1Δ htz1Δ cells] further impairs splicing suggests that the kinetics of transcription and splicing are intimately coordinated and that H2A.Z is important for this coordination.

How do changes in polymerase elongation affect spliceosome dynamics?

Growing evidence supports a model in which splicing is kinetically coupled to transcription (Merkhofer et al. 2014). Several studies in yeast suggest that the polymerase pausing can be a “checkpoint” for spliceosome assembly, and splicing catalysis coincides with polymerase elongation (Alexander et al. 2010; Carrillo Oesterreich et al. 2011; Chathoth et al. 2014; Oesterreich et al. 2016). It has also been proposed that changes in polymerase elongation affect the “window of opportunity” available for nascent transcripts to be spliced, and slower elongation increases this available window (Braberg et al. 2013; Dujardin et al. 2014; Oesterreich et al. 2016). Nonetheless, the rates of spliceosome rearrangements are also finely tuned, and slow rearrangements provide the opportunity for spliceosome disassembly and release of unspliced RNAs (Koodathinal et al. 2010; Koodathinal and Staley 2013). Recent mammalian studies demonstrate that an optimal elongation rate is required for proper pre-mRNA splicing. Both increased and decreased elongation rates
can alter alternative splicing and intron retention, indicating that transcription and splicing are coupled in a "Goldilocks-like phenomenon" (Fong et al. 2014). In yeast, results from splicing analyses in polymerase trigger-loop mutants show that, while splicing of some genes benefits from slowed elongation, numerous genes are more poorly spliced when the polymerase is slow (Braberg et al. 2013). Intriguingly, the combination of "slow polymerase" RNAPII mutations with deletion of H2A.Z or Swr1 renders cells very sick (Braberg et al. 2013). Additionally, we found that deletion of the general elongation factor Dst1, which can negatively impact splicing outcomes (Lacadie et al. 2006; Carey 2015), results in increased U2 association with nascent pre-mRNA, indicating that elongation defects may lead to aberrant splicosomal rearrangements [Supplemental Fig. S8D]. These observations suggest that the timing of polymerase elongation and pausing can have important implications for the fate of the RNA. H2A.Z-mediated splice defects do not entirely mimic those observed in slow polymerase mutants, suggesting that H2A.Z likely influences transcription elongation in more nuanced ways than altering rate alone. Our data suggest a model in which deletion of H2A.Z alters elongation such that the combined effects of poor splice site recognition and RNAPII elongation defects have a deleterious impact on splicing. As a result, splicosomes are disassembled, leading to release of unspliced products and, ultimately, RNA degradation by nuclear and cytoplasmic machineries. H2A.Z helps coordinate the kinetics of transcription elongation and splicosome rearrangements to promote efficient splicing. In the absence of H2A.Z, polymerase elongation is defective and therefore alters the availability of the nascent mRNA to the splicosome, ultimately altering splicing kinetics. Prp16 and Prp43 may act as intrinsic timing mechanisms that recognize slowed or stalled splicosomes and target them for splice site resampling or disassembly and the subsequent release of unspliced pre-mRNA. Decreased Prp43 or increased Prp16 allows for decreased reliance on H2A.Z to provide precise coordination of splicing with transcription elongation.

Materials and methods

Yeast strains, media, and DNA constructs

All S. cerevisiae strains used in this study are listed in Supplemental Table S2. Strains described in Supplemental Table S2 are in the BY4743 strain background with the exception of the Lea1-HA, Msl1-HA, and Snu114-HA strains used for ChIP, which were provided by Karla Neugebauer. All strains were propagated according to standard procedures in either YPD (1% yeast extract, 2% peptone, 2% dextrose) or the appropriate selective medium.

For deletion of HTZ1 in rps6A and LG1 strains, deletion of genes at their endogenous loci was performed using standard PCR-based homologous recombination while preserving the endogenous promoters (Longtine et al. 1998; Goldstein and McCusker 1999). Deletions were confirmed by whole-cell extract and immunoblot with anti-HTZ1 (Abcam, ab4626).

For all other strains, standard methods for mating, sporulation, transformations, and tetrad analysis were used as described in Amberger et al. [2005]. The genotype of each viable spore was confirmed via PCR. Plasmids used in this study are listed in Supplemental Table S3.

Generation of HTZ1 backup plasmid

The HTZ1 gene along with 450 base pairs upstream of and downstream from HTZ1 was PCR-amplified from S. cerevisiae genomic using the primers Htz1InFusion-F and Htz1InFusion-R [Supplemental Table S2]. Restriction enzyme cleavage sites for HinDIII were introduced into both primers. PCR products were digested with HinDIII and cloned into pRS316 [URA3] using the InFusion Cloning HD Plus system (Clontech). Selected clones were verified by sequencing. Plasmids were transformed into
htz1Δ cells, and expression of HTZ1 was verified by whole-cell extract and immunoblot with anti-HTZ1 (Abcam, ab4626).

Viability assay/dilution series
For growth analysis of msl1Δ and lea1Δ strains containing a centromeric pRS316 (URA3) plasmid, strains were grown overnight in SC–URA liquid medium at 30°C. Cells were diluted to an OD₆₀₀ of 0.1 in 5 mL of SC–URA medium and incubated at 30°C until all strains reached early log phase. A 10-fold serial dilution of each strain was spotted onto SC–URA plates or 5-FOA plates to select for plasmid loss and incubated at 25°C, 30°C, or 37°C. The SC–URA plates were incubated for 2 d. The 5-FOA plates were incubated for 4 d.

For growth analysis of viable double mutants, strains were grown overnight in YPD liquid medium at 30°C. Cells were diluted to an OD₆₀₀ of 0.1 in 5 mL of YPD and incubated at 30°C until all strains reached early log phase. A 10-fold serial dilution of each strain was spotted onto YPD plates and incubated for 2 d at 25°C, 30°C, or 37°C. For ppq4ΔDamp strains, cells were grown in liquid YPD + G418 and plated on YPD + G418 for growth.

RNA-seq library preparation and alignment
RNA-seq libraries were prepared using an Illumina Truseq V3 kit and ribosomal RNA depletion. Sequence reads were aligned to SacCer3 and spliced transcripts from the Ares Lab Yeast Intron Database version 3 (Grate and Ares 2002) in a single step using STAR (Dobin et al. 2013). Only the highest-scoring alignments for each read were kept, allowing for a single tie call. Gene Expression Omnibus accession numbers are as follows: GSE97416 and GSE94404; GSE2474880 (for wild-type replicate #2).

RNA-seq RPKM and splicing efficiency calculation
RPKM were computed for each gene by dividing the total number of reads that aligned entirely within the gene’s exon boundaries by the gene’s total exon length in kilobase pairs per million mapped reads. Reads within introns were categorized as exonic, spliced, or unspliced. Exonic reads were those that mapped entirely within a single exon, as defined by the Ares Lab Yeast Intron Database. Spliced reads were those that aligned with a gap that corresponded to an annotated intron, and unspliced reads were mapped partially within an exon and partially within an intron with no gap. Spliced and unspliced read counts were normalized by dividing each count value by the number of unique alignment positions that were able to contribute to the total. For spliced reads, this normalization value was the length of the read minus 1 for every intron. For unspliced read counts, this was the length of the intron plus the read length minus 1. Splicing efficiency for each intron was calculated as normalized spliced counts divided by the sum of the normalized spliced and normalized unspliced counts.

RT–PCR analysis and quantification
Cells were grown in YPD medium to an OD₆₀₀ between 0.4 and 0.7. For ppq4ΔDamp strains, cells were grown in YPD + G418. Total RNA was isolated from 10 mL of cells using a hot phenol extraction method and dissolved in 100 mL of diethylpyrocarbonate (DEPC)-treated water. Ten micrograms to 20 μg of RNA was DNase-treated (Roche), and treated RNA concentration was measured by spectrophotometer. Two micrograms to 4 μg of RNA was used to make cDNA using the Maxima first strand cDNA synthesis kit (Fermentas). cDNA was diluted 1:20 and used for PCR. To detect splicing isoforms, primers flanking the intronic sequences were used for 27-cycle PCR using 1 μL of diluted cDNA. PCR products were diluted 1:5 and run on a 6% TBE polyacrylamide gel. SUST products were run on an 8% TBE polyacrylamide gel. Gels were stained with SYBR Green (Sigma), and images were captured using Image Lab (Bio-Rad). Bands were quantified as percent total of band intensity using Image Lab software.

ChIP-seq analysis
ChIP-seq reads were obtained from Gu et al. (2015) and converted to FastQ format using the NCBI Sequence Read Archive (SRA) toolkit. Contaminating adapter sequences were trimmed, and Bowtie2 was used to align the FastQ reads of two replicates to sacCer3 with only one reported alignment (-k 1). Genomic track files from immunoprecipitation and input alignments were created using SAMTools, BEDTools, and the University of California at Santa Cruz bedgraphToBigWig utility. After the input and immunoprecipitation pileup tracks were normalized for differential read count, a ratio track was created by dividing the normalized immunoprecipitation track by the normalized input track.

Metagenes and heat maps were plotted using the R package seqPlotS ([http://github.com/przemol/seqPlotS](http://github.com/przemol/seqPlotS)). For metagenes, transcripts were scaled to 1000 nucleotides [nt] between the TSS and transcription termination site (TTS). For metagenes across ORFs, transcripts were scaled to 1000 nt between the TSS and TTS. Metagenes were also plotted for 600 nt upstream of the TSS as well as 600 nt downstream from the TTS and scaled 1.1. Heat maps were plotted of fixed distance upstream of and downstream from TSS, BP, and 3’ SS sequences, separately for intron-containing RPFs and non-RPFs.

ChIP and quantitative PCR
Cells were grown in YPD to an OD₆₀₀ between 0.5 and 0.7 and then cross-linked for 15 min at room temperature with formaldehyde to a final concentration of 1%. Cross-linking was quenched for 5 min at room temperature with glycine to a final concentration of 125 mM. Cells were disrupted with 0.5-mm glass beads for 40 min at 4°C. To shear chromatin for Ms11 samples, lysates were sonicated for a total of 3 min and 30 sec at 15% intensity [10 sec on, 5 sec off on ice]. For all other samples, lysates were sonicated for a total of 2 min and 30 sec. After sonication, lysates were cleared by centrifugation. For Ms11, Ppp42, and Snu114, samples were then used for immunoprecipitation with anti-HA Y11 (Santa Cruz Biotechnology). For Rph3 and Ser2 samples, samples were used for immunoprecipitation with anti-Rph3 (Biologen) and anti-phospho-S2 [Abcam], respectively. After immunoprecipitation, samples were washed and incubated overnight at 65°C to reverse cross-linking.

All samples were incubated with Proteinase K (Sigma) and RNase A (Ambion) followed by purification using a PCR product purification kit (Qiagen).

DNA samples were then analyzed by real-time PCR. Input DNA was diluted 1:10, and 1 μL of this was used in a 20-μL (for Ms11 and Ppp42) or 10-μL (for Snu114, Ser2, and Rph3) reaction volume. For ChIP DNA, samples were diluted 1:2, and 1 μL of this was used in a 20- or 10-μL reaction volume. Reactions consisted of 1× Perfecta SYBR Green master mix (Quanta Biosciences) and 0.5 μL of primers. Real-time PCR was performed using a CFX96 touch system (Bio-Rad). All samples were run in technical duplicate for each independent experiment.

For quantification, standard curves were generated for each primer set, and DNA concentration for each input and ChIP sample.
was calculated. ChiP values were divided by the input, and these values were divided by the nontranscribed control and expressed as fold accumulation over the nontranscribed control. Reported values are averages of three or more independent experiments, and error bars represent the standard error of the mean.
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The histone variant H2A.Z promotes efficient co-transcriptional splicing in *S. cerevisiae*
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**Supplemental Materials and Methods**

**RNA-seq minimum-read filters:** Raw reads for two biological replicate samples of wild-type, *xrn1Δ*, and *upf1Δ* cells were normalized based on read depth. The geometric mean of both spliced and unspliced reads was calculated for each gene in each pair of biological replicates. The minimum-read threshold was defined as a geometric mean of 10 counts. Any genes with a geometric mean of <10 spliced counts or <10 unspliced counts (Figure S3, in orange) were deemed noise and disregarded in the analysis. Due to the high number of unusual isoforms, YKL186C was omitted for this study. Thresholds for *xrn1Δ* samples were applied to *prp43ΔAmP* sample analysis (Figures 7 and S9). Number of genes that passed threshold: WT background: RPG n = 90, non-RPG n =129; *xrn1Δ*, *prp43ΔAmP* background: RPG n=92, non-RPG n=164; *upf1Δ* background: RPG n=92, non-RPG n=141.

**qRT-PCR analysis and quantification:** For qRT-PCR analysis of *mud1Δ* and *isy1Δ* mutants: RNA isolation, cDNA synthesis and qPCR was performed as previously described (Kress et. al, 2008). Yeast cultures were grow at 30°C n to OD 0.35-0.5 and shifted to 37°C for 30 minutes. RNA was isolated using hot phenol chloroform extraction. Prior to conversion to cDNA, 10 μg RNA was treated with 5 units of RQ1 DNase I (Promega) for 40 min. at 37°C and cDNA was then generated using 1μg dN₆
The reverse transcription reaction was stopped with 1.0 mL of water. QPCR was performed using a Stratagene MX3500) with 58°C annealing for 35 cycles (20 uL of cDNA and 0.5 uL Taq DNA polymerase (NEB standard Taq). cDNA was analyzed by qPCR with primers that detect the intron levels or the total levels of the mRNA. Percent unspliced RNA (pre-mRNA) was determined by dividing the relative amounts of the intron product (pre-mRNA) by the relative amount of the total product (total mRNA) and multiplying by 100. A standard curve was generated using 100 ng of genomic DNA isolated from WT cells titrated 2-fold down to 1.25 ng.

**Whole cell extract and immunoblot:** Cells were grown in YPD media to an OD$_{600}$ between 0.5-0.7 and lysed using FA-1 Lysis buffer (50mM HEPES-KOH pH 7.5, 140 mM NaCl, 1 mM EDTA pH 8.0, 1% Triton-X, .1% Deoxycholate, plus protease inhibitors) and .3 mm glass beads with 5 minutes of vortexing at 4°C. The supernatant was cleared by centrifugation and protein concentration was determined by spectrophotometer. Total protein was resolved by a 15% SDS-PAGE and transferred to a PVDF membrane for immunoblotting with a 1:4000 dilution of anti-PGK (Molecular Probes) and a 1:10,000 dilution of anti-HA 12CA5 (Roche), 1:5000 dilution of anti-Rpb3 (BioLegend) or a 1:5000 dilution of anti-phospho S2 (Abcam). Signal was detected using Pierce ECL Western Blotting Solution (ThermoScientific).
Supplemental Figure Legends

Figure S1: Splicing of non-consensus splice sites

A. Distribution of changes in splicing in groups of intron-containing genes characterized by RPGs or nonRPGs, and any consensus or non-consensus splice sites.
c5'ss: consensus 5' splice site. cBP: consensus branch point. c3'SS: consensus 3' splice site. nc5'ss: non-consensus 5' splice site. ncBP: non-consensus branch point. nc3'SS: non-consensus 3' splice

B. Venn diagram representing overlap of intron-containing genes with ≥10% splicing defect in WT, xrn1Δ, and upf1Δ cells.

Figure S2: Genetic interactions and splicing profile of swr1Δ cells resembles those of htz1Δ cells.

A. Serial dilution assay of double mutants, mud1Δ swr1Δ and isy1Δ swr1Δ. Cells were grown at 30°C in YPD liquid media until desired OD₆₀₀ was obtained. Cells were spotted as a ten-fold dilution onto YPD plates and incubated at 30°C or 37°C for two days.

B. Distribution in splicing efficiencies of all intron-containing genes upon deletion of SWR1 in either WT (left), xrn1Δ (middle) or upf1Δ (right) cells, represented as an X-Y plot. RPGs are denoted in orange.

C. Comparison of splicing efficiencies of all intron-containing genes upon deletion of HTZ1 or SWR1 in WT(left), xrn1Δ (middle) or upf1Δ (right) cells, represented as an X-Y plot.
D. Comparison of change in splicing efficiencies of all intron-containing genes in the WT background upon deletion of HTZ1 or SWR1, represented as an X-Y plot. There is strong overlap in the subset of genes whose splicing is negatively affected in \(htz1\Delta\) cells and \(swr1\Delta\) cells (3\textsuperscript{rd} quadrant).

**Figure S3: Analysis of RNA-seq samples removed by minimum-read filter.**

A. As in Figures 2A and 2B, but including genes removed by filtering process. Distribution in splicing efficiencies of all intron-containing genes upon deletion of HTZ1, represented as an X-Y plot, in WT (left), \(xm1\Delta\) (middle), or \(upf1\Delta\) (right) cells. Genes that did not pass our minimum-read filter are indicated by open circles.

B. As in Figure 2C, but including genes removed by filtering process. Distribution of changes in splicing efficiency upon deletion of HTZ1 compared to RPKM in WT (top), \(xm1\Delta\) (middle) and \(upf1\Delta\) (bottom) cells. Vertical dotted line represents RPKM of 150. Horizontal lines represent 10\% change in splicing efficiency. Genes that did not pass our minimum-read filter are indicated by open circles. Changes in splicing of removed points are evenly distributed between increased and decreased splicing (Chi-square test, p-values indicated).

**Figure S4: H2A.Z affects splicing of ribosomal protein genes when the spliceosome is compromised.**

A. RT-qPCR analysis of levels of unspliced (pre-mRNA) products of nonRPGs in WT, \(mud1\Delta\), and \(isy1\Delta\) cells \(\pm HTZ1\). cDNA was collected after temperature shift
to 37°C for 30 minutes. Graphs represent average of three to four independent experiments and error bars represent the SEM.

B. Top: Analysis of intron-containing RPGs by RT-PCR in the presence and absence of HTZ1. Products were analyzed on 6% PAGE gels. Pre-mRNA size indicated by genomic DNA size. Bottom: Quantification of intron-containing RPG RT-PCR products. Pre-mRNA denoted in grey and spliced mRNA denoted in black. Graphs represent the average of two independent experiments and error bars represent the SD.

C. RT-qPCR analysis of levels of unspliced (pre-mRNA) products of RPGs in WT, mud1Δ, and isy1Δ cells ± HTZ1. cDNA was collected after temperature shift to 37°C for 30 minutes. Graphs represent average of three to four independent experiments and error bars represent the SEM.

Figure S5: H2A.Z-mediated splicing changes are not due to changes in spliceosome availability

A. Log-2 fold change in RPKM for all genes, general splicing factor genes (Table S1), and spliceosomal snRNAs upon deletion of HTZ1 in WT (left), xrn1Δ (middle), or upf1Δ (right) cells. Less than 2-fold change was observed for all splicing factors and snRNAs.

B. Log-2 fold change in RPKM for all genes, and intron-containing RPGs upon deletion of HTZ1 in WT (left), xrn1Δ (middle), or upf1Δ (right) cells. Less than 2-fold change was observed for all RPGs.
Figure S6: Deletion of *HTZ1* does not affect protein expression of ChIP splice factors or RNAPII core protein

A. Protein immunoblot of Msl1-HA and Lea1-HA strains used for ChIP assays in Figure 5D. WT and *htz1Δ* cultures were grown in YPD liquid media and whole cell extracts were prepared and probed with anti-HA 12CA5 (Roche) (top), and anti-PGK1 as a loading control (Molecular Probes) (bottom).

B. Protein immunoblot for Prp42-HA used for ChIP assays in Figure 5E. Samples prepared as in figure S5A.

C. Protein immunoblot for Snu114-HA used for ChIP assays in Figure 5F. Samples prepared as in figure S5A.

D. Protein immunoblot for Rpb3 and serine2-P used for ChIP assays in Figure 6B. Samples prepared as in figure S5A. Whole cell extracts were probed with anti-Rpb3 (BioLegend) (top), anti-phospho S2 (Abcam) (middle), and anti-PGK1 as a loading control (Molecular Probes) (bottom).

Figure S7: RNAPII CTD Ser-2 is phosphorylated earlier in gene body.

A. Schematic of intron-containing genes, *YCL002C*, *ECM33*, *RPL13A*, and intronless gene *PMA1*. Underlined numbers represent amplicons generated by each primer set used in this experiment.

B. Percent change in Rpb3 occupancy and Ser2-P enrichment (normalized to Rpb3) in *htz1Δ* cells as compared to WT.
Figure S8: Deletion of DST1 exacerbates polymerase kinetics defect in cells lacking HTZ1.

A. Serial dilution assay of double mutant dst1Δ htz1Δ. Cells were grown at 30°C in YPD liquid media until desired OD₆₀₀ was obtained. Cells were spotted as a ten-fold dilution onto YPD plates and incubated at 25°C, 30°C, or 37°C for two days.

B. Left: Analysis of candidate genes by RT-PCR in WT, and dst1Δ cells ± HTZ1. Products were analyzed on 6% PAGE gels (8% for SUS1). Pre-mRNA size indicated by genomic DNA size. Middle: Quantification of RT-PCR pre-mRNA products. Right: Quantification of SUS1 RT-PCR pre-mRNA and splicing intermediate containing only the second SUS1 intron. Quantification graphs represent the average of three independent experiments (four for YCL002C in WT) and error bars represent the SD.

C. Schematic of intron-containing genes, YCL002C, ECM33, and RPL13A. Underlined numbers represent amplicons generated by each primer set used in this experiment.

D. Occupancy of Msl1 at each region of YCL002C (left), ECM33 (middle), or RPL13A (right) relative to the non-transcribed region in WT or dst1Δ. Graphs represent the average of six (WT) or three (dst1Δ) independent experiments and error bars represent the standard error of the means. P-values for each primer set determined by students t-test. Significant values indicated.

gDNA: genomic DNA. s: spliced mRNA product. *: p-value < .01 **: p-value < .001. ***: p-value < .0001.
Figure S9: \textit{prp43} \textsuperscript{DAmP} decreases \textit{PRP43} RNA levels and suppresses H2A.Z-mediated splice defects.

A. RT-qPCR analysis of levels of Prp43 RNA in WT and \textit{prp43} \textsuperscript{DAmP} cells, normalized to \textit{SCR1}, a RNAPIII transcript. Graphs represent average of three independent experiments and error bars represent the SD.

B. Analysis of candidate genes by RT-PCR in WT and \textit{prp43} \textsuperscript{DAmP} cells $\pm$ \textit{HTZ1}. Products were analyzed on 6\% PAGE gels (8\% for \textit{SUS1}). Pre-mRNA size indicated by genomic DNA size.

C. Distribution in splicing efficiencies of all intron-containing genes in \textit{prp43} \textsuperscript{DAmP} cells compared to WT cells.

D. Distribution of changes in splicing in groups of intron-containing genes characterized by RPGs or nonRPGs, and any consensus or non consensus splice sites.

\textit{c5’ss}: consensus 5’ splice site. \textit{cBP}: consensus branch point. \textit{c3’S}\textit{S}: consensus 3’ splice site. \textit{nc5’ss}: non-consensus 5’ splice site. \textit{ncBP}: non-consensus branch point. \textit{nc3’S}\textit{S}: non-consensus 3’ splice
Supplemental Table Legends

**Supplemental Table S1: Splicing factors**
List of all genes encoding splicing factors as defined by Chen & Cheng, 2012 [49].

**Supplemental Table S2: Splicing factors**
List of all strains described in this paper.

**Supplemental Table S3: Plasmids**
List of all plasmids used in this paper.

**Supplemental Table S4: Primers**
List of all primers used in this paper.

**Supplemental Table S5: RNA-Seq Count Data**
Splicing efficiency, unspliced and spliced counts, RPKMs for all genes. Replicate 2 data only pertains to figure S3.
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The chromatin remodeling complex SWI/SNF regulates splicing of meiotic transcripts in *Saccharomyces cerevisiae.*
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ABSTRACT

Despite its relatively streamlined genome, there are important examples of regulated RNA splicing in *Saccharomyces cerevisiae*, such as splicing of meiotic transcripts. Like other eukaryotes, *S. cerevisiae* undergoes a dramatic reprogramming of gene expression during meiosis, including regulated splicing of a number of crucial meiosis-specific RNAs. Splicing of a subset of these is dependent upon the splicing activator Mer1. Here we show a crucial role for the chromatin remodeler Swi/Snf in regulation of splicing of meiotic genes and find that the complex affects meiotic splicing in two ways. First, we show that Swi/Snf regulates nutrient-dependent downregulation of ribosomal protein encoding RNAs, leading to the redistribution of spliceosomes from this abundant class of intron-containing RNAs (the ribosomal protein genes) to Mer1-regulated transcripts. We also demonstrate that Mer1 expression is dependent on Snf2, its acetylation state and histone H3 lysine 9 acetylation at the *MER1* locus. Hence, Snf2 exerts systems level control of meiotic gene expression through two temporally distinct mechanisms, demonstrating that it is a key regulator of meiotic splicing in *S. cerevisiae*. We also reveal an evolutionarily conserved mechanism whereby the cell redirects its energy from maintaining its translational capacity to the process of meiosis.

INTRODUCTION

*Saccharomyces cerevisiae*, like all eukaryotes, contains genes interrupted by non-coding intron sequences. Introns are removed from the pre-messenger RNA by the spliceosome, a large macromolecular assembly of five small nuclear ribonucleoprotein complexes (snRNPs). Pre-messenger RNA splicing is critical for proper expression of eukaryotic genes. Although important insights into the mechanisms of RNA splicing have been gleaned from *in vitro* analysis of the reaction, over the last decade it has become increasingly clear that, in fact, assembly of the spliceosome occurs co-transcriptionally, while the RNA polymerase is actively engaged with a chromatin template. Moreover, changes in the state of the chromatin can affect splicing (1). However, understanding the nature of the causal relationships between chromatin modification and splicing has been difficult to decipher, even in an organism with a relatively streamlined genome such as *S. cerevisiae*.

Unlike metazoans, *S. cerevisiae* contains a relatively small number of introns, suggesting that those RNAs that have retained their introns may be subject to important and/or intron-tuned regulation. The largest single class of intron-containing genes (ICGs) in yeast is comprised of ribosomal protein genes (RPGs), which ensures that a critical step in gene regulation is dependent upon accurate and efficient splicing. Furthermore, splicing of RPGs can be regulated by the cell's environmental conditions (2). For example, a decrease in amino acid availability leads to a dramatic downregulation of RPG splicing (3) and hence downregulation of the energy-intensive process of translation.

In the last several years, there have been a number of other documented examples of splicing regulation in yeast (reviewed in (4)). Perhaps one of the best examples is found in the meiotic regulatory program. One of the largest classes of genes containing introns is made up of those involved in meiosis. Transcription of intron-containing meiotic transcripts and a critical meiotic splicing regulator, Mer1, is dependent upon degradation of the meiotic transcription inhibitor Ume6 (5). Mer1, in turn, regulates the splicing of four of the meiotic pre-mRNAs (*MER2, MER3, AMAI* and *SPO22*) via its interaction with a conserved intronic enhancer sequence (5'-AYACCCYU-U'-3') (6,7). Ume6-dependent repression of meiotic gene transcription (including *MER1*), in part by recruiting the deacetylase Rpd3 (8),
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is critical for timing the onset of meiosis. However, while it is clear that cells entering meiosis rapidly adjust their gene expression profiles, neither the molecular basis of this massive reprogramming nor the specific consequences of this shift in the cell's gene expression are fully understood.

Although yeast genes typically have well-conserved splicing signals, particularly when compared to other eukaryotes, meiotic genes, in general, show lower conservation of their branch point (BP) and 5’ splice site (SS) sequences, making these introns weak substrates for the spliceosome. However, the splicing of these introns becomes more likely when there is decreased competition for a limited pool of spliceosomes. In fact, artificially decreasing the pool of intron-containing RPGs (IC-RPGs) by treating cells with rapamycin effectively shifts the pool of spliceosomes to the other intron-containing RNAs and increases splicing of genes with non-canonical SSs, including meiotic genes (9). This is reminiscent of other examples whereby redistribution of gene expression machineries that are typically envisioned to be plentiful, allows regulated expression of the appropriate substrates under specific environmental conditions. For example, in S. cerevisiae competition for available ribosomes by different transcripts is overcome by spatial redistribution of ribosomes (10). In human cells, it has recently been shown that the seemingly abundant U1 snRNP becomes transiently limiting during neuronal activation due to transcriptional upregulation, presumably because of the high abundance of U1 substrates. As a consequence, U1-dependent repression of the use of cryptic polyadenylation signals is decreased (11,12). Such examples suggest that RNA competition for limited pools of regulatory machinery such as the ribosome or the spliceosome may be a more general mechanism whereby eukaryotic organisms regulate expression of specific transcripts in response to cellular needs (8).

Here we describe a central role for the chromatin remodeling complex Swi/Snf in meiotic splicing regulation, by controlling the competition of different transcripts for the spliceosome and regulating the expression of the meiotic splicing activator. First, we show that deletion of Snf2 activates increased use of non-canonical BPs and 5’ SSs and also causes a dramatic downregulation of RPG expression. Moreover, in the absence of Snf2, the efficiency of splicing of meiotic RNAs in particular, which are enriched in non-consensus (nc) SSs, is increased, while RPG expression is downregulated. In fact, the extent of enhanced splicing mirrors the effect of Snf2-independent RPG downregulation via treatment of cells with rapamycin. To determine if our genetic manipulation of Snf2 recapitulates what occurs under physiological conditions, we examined Snf2 levels under sporulation conditions, in both the strain background that allows for the genetic manipulation of Snf2 as well as in the SK1 background, which undergoes meiosis synchronously and efficiently. Snf2 protein levels decrease in both strain backgrounds. We also observe a corresponding decrease in RPG expression and an increase in splicing of meiotic transcripts. However, the timing of Snf2 downregulation is important. In fact, before Snf2 is downregulated, it persists in a deacetylated form and the MRE1 locus is hyperacetylated creating optimal conditions for Snf2 binding to the MRE1 locus and expression of the splicing activator. These data reveal that fine-tuned regulation of Snf2 activity is important for regulated splicing during meiosis.

MATERIALS AND METHODS

Yeast strains and growth

The yeast strains used in this study are listed in Table 1. All strains except the SK1 strain are derived from BY4743 and individual deletion strains were obtained from Open Biosystems. The Snf2-FLAG and Snf2K1493,1497R-FLAG strains were a kind gift from Dr. Jerry Workman (described in (13)). Yeast strains were grown in Yeast extract-Pepitone-Dextrose (YPD) (1% yeast extract, 2% peptone and 2% dextrose) media at 30°C. For rapamycin experiments, overnight yeast cultures were diluted in 25 ml media to OD600 of 0.1 and then grown to OD600 of 0.3. Rapamycin (Sigma) was then added to a final concentration of 200 ng/µl (Stock concentration of 1 mg/ml in Dimethyl Sulfoxide (DMSO)). Cells were precipitated after 90 min of treatment with rapamycin.

RNA-seq analysis

RNA-seq libraries were prepared using Illumina Truseq® V3 kit and ribosomal RNA depletion (Ribozero, Illumina). Single-end, 50 nucleotide sequence reads (HiSeq 2000) were aligned to SacCer3 and spliced transcripts from the Ares Lab Yeast Intron Database Version 3 (14) in a single step using STAR (15) with a maximum of two mismatches and a minimum overhang of four nucleotides for spliced alignments. In the case of reads aligning to multiple loci, we kept only the highest scoring alignments. Reads that aligned with the same score to more than two loci were discarded. Library depth was an average of ~18 million reads per sample with an average of 13 million successfully aligned to annotated gene models per sample. RPKMs were computed for each gene by dividing the total number of reads that aligned entirely within the gene’s exon boundaries by the gene’s total exon length in kilobase pairs per million mapped reads. Reads within ICGs were categorized as exonic, spliced or unspliced. Exonic reads are those that map entirely within an exon, as defined by the Ares Lab Yeast Intron Database. Introns with annotated snRNAs within the defined intron boundaries were disregarded in this analysis. Spliced reads are those that align with a gap that corresponds to an annotated intron and unspliced reads map partially within an exon and partially within an intron with no gap. Spliced and unspliced read counts were normalized by dividing total spliced counts by the number of potential unique alignment positions that contribute to the total. For spliced reads, this is read length minus one for every intron. For unspliced read counts, this is the length of the intron plus the read length minus one. Splicing efficiency (SE) for each intron was calculated as normalized spliced counts divided by the sum of the normalized spliced and normalized unspliced counts. Percent (%) increase in splicing efficiency was calculated as: 100 * (SE in snf2Δ – SE in WT)/(SE in WT).

To assess global splicing changes, a chi-squared test was used to measure the deviation of our RNA-seq data (‘observed’ distribution) from a random distribution of splicing
Table 1. List of yeast strains used in this study

<table>
<thead>
<tr>
<th>Strain Number</th>
<th>Name</th>
<th>Genotype</th>
</tr>
</thead>
<tbody>
<tr>
<td>TYJ6724</td>
<td>WT</td>
<td>his3Δ leu2Δ lys2 met15Δ ura3Δ</td>
</tr>
<tr>
<td>TYJ6727</td>
<td>snf2Δ</td>
<td>his3Δ leu2Δ ura3Δ snf2Δ::NatMX</td>
</tr>
<tr>
<td>TYJ6729</td>
<td>ura3Δ snf2Δ</td>
<td>his3Δ leu2Δ ura3Δ snf2Δ::NatMX</td>
</tr>
<tr>
<td>TYJ6797</td>
<td>ura3Δ snf2Δ</td>
<td>KanMX</td>
</tr>
<tr>
<td>TYJ6726</td>
<td>WT</td>
<td>Main/Mata his3Δ leu2Δ::His3 leu2Δ lys2Δ</td>
</tr>
<tr>
<td>TYJ6856</td>
<td>snf2Δ</td>
<td>Main/Mata his3Δ leu2Δ::His3 leu2Δ lys2Δ</td>
</tr>
<tr>
<td>TYJ6917</td>
<td>SK1 K3409</td>
<td>SK1 MATa::MAT a. HO URA3::::tetO24 LEU2::tetR-GFP REC8::URA3 ly2 his3 trp1</td>
</tr>
<tr>
<td>TYJ7086</td>
<td>Snf2-FLAG</td>
<td>his3Δ leu2Δ::His3 leu2Δ lys2Δ::::His3 leu2Δ lys2::His3 trp1</td>
</tr>
<tr>
<td>TYJ7087</td>
<td>Snf2 K1493,1497R-FLAG</td>
<td>his3Δ leu2Δ::His3 leu2Δ ura3Δ Snf2 K1493,1497R-FLAG::LEU2</td>
</tr>
</tbody>
</table>

Efficiency changes in snf2Δ (‘expected’ distribution). Under our null model that snf2Δ does not affect splicing, there would be an equal number of introns showing increased splicing as decreased splicing. To assess enrichment of ncSSs in the genes with the greatest improvement in splicing, the two groups were defined as ‘all-consensus SSs’ or ‘ncSSs’ (including nc 5’ SS, BP or both). The ‘expected’ group is populated by the products of the fraction of introns in each category (in Figure 1B, left panel) and number of genes considered (n = 40). The ‘observed’ group was populated based on the RNA-seq analysis. To calculate the distribution functions of ncSSs in an unbiased manner, RCGs were ranked according to magnitude of improvement in splicing upon deletion of SNF2. The cumulative occurrence of ncSS at each position was plotted and compared against a uniform distribution function generated by averaging the total number of ncSS in the yeast genome. Significance was assessed using a one-sample non-parametric Kolmogorov-Smirnov test.

RT-PCR and real time PCR analysis

RNA was isolated from cells at indicated time points. After DNase treatment (Roche), 4 μg of total RNA from each time point was used to make cDNA using a cDNA synthesis kit (Fermentas). To detect splicing isoforms, primers flanking the intronic sequences were used for polymerase chain reaction (PCR) using 1 μl of cDNA diluted to 1:20. PCR products were then run on 6% Tris/Borate/EDTA (TBE) polyacrylamide gel. The gel was stained with SYBR green (Sigma) and imaged. qRT-PCR was done in 10 μl reaction with gene specific primers using 1 μl of cDNA diluted 1:20 using Perfecta Sybr Green Fastmix (Quanta Biosciences) and a CFX96 Touch System (BioRad). All samples were run in triplicate for each independent experiment. qRT-PCR was also performed for scR1 gene from each cDNA sample. Gene expression analysis was done by 2^ΔΔCt methods using scR1 as reference gene. Fold expression of mRNA was measured compared to WT by 2^ΔΔCt methods (16).

ChIP-Seq analysis

Chromatin immunoprecipitation (ChIP)-seq reads (13) were obtained (GEO accession number GSE61210) and converted to FastQ format using the NCBI SRA Toolkit. Bowtie2 was used to align FastQ reads to SacCer3 with only one reported alignment (~k 1). Genomic track files from immunoprecipitation and input alignments were created using SAMTools, BEDTools and the UCSC bedgraphToBigWig utility. After normalizing input and immunoprecipitation pileup tracks for differential read count, a ratio track was created by dividing the normalized immunoprecipitation track by the normalized input track. Pileup ratios of the region 500+/- of the Translation Start Site (TSS) of genes of interest were retrieved and were added coordinate-wise to generate a 500+/- association array for each list of genes. Association array values were normalized for the number of genes included and vertically scaled between 0 and 100 to generate the meta-association array.

Induction of sporulation

All diploid strains derived by BY4743 were grown in YPD overnight and diluted in pre-sporulation media (5% glucose, 3% Difco Nutrient Broth and 1% Yeast Extract) to a final OD of 0.1. After 4 h, the cells are pelleted, washed with SPO media (1% potassium acetate, 0.005% zinc acetate and amino acid supplements as needed) and resuspended in SPO media and grown at 25°C (17). At the indicated time points, cells were pelleted each for RNA and/or protein analysis. For SK1 strains, SPorulation Media (SPM) media (0.3% potassium acetate, 0.02% raffinose and amino acid supplements as needed) was used in place of SPO (18).

Western blot

Protein was isolated from cells pellets with FA-1 lysis buffer (50 mM HEPES pH 7.5, 150 mM NaCl, 1 mM ethylene-diaminetetraacetic acid (EDTA), 1% Triton X-100, 0.1% Sodium Deoxycholate, 1 mM phenylmethylsulfonyl fluoride (PMSF) and protease inhibitors) using bead-beating. The buffer was supplemented with protease inhibitor cocktail tablet (Roche). Total protein was resolved by sodium dodecyl sulphate-polyacrylamide gel electrophoresis. The gel was transferred to Polyvinylidene fluoride (PVDF) membrane, probed with anti-SNF2 antibody (yN-20, Santa Cruz) at a 1:200 dilution in 2% milk or anti-acetylated lysine (ST1027, Millipore) at a 1:2000 dilution in 5% milk. Signal was detected using ECL (Thermo Scientific) as per the manufacturer’s instructions. For Pgk1 western blotting, the membrane was probed with anti Pgk1 antibody (Molecular probes) at a 1:3000 dilution in 5% milk.
Figure 1. Deletion of Snf2 improves splicing globally. (A) Changes in splicing efficiencies of all intron-containing genes (ICGs) upon deletion of Snf2, represented as an X-Y plot. Overall splicing improves in snf2Δ yeast over WT (Chi-squared test, approximate P-value indicated). Largest changes in splicing are observed in genes with nc 5′ SS (green dots) or nc branch point (BP) sequences (blue dots). (B) Left: distribution of non-consensus (nc) splice sites (SSs) (5′ SSs and/or BPs) in Saccharomyces cerevisiae Snf2+ ICGs, among all ICGs expressed in our samples. Right: distribution of ncSSs among genes showing highest improvements in splicing upon deletion in Snf2+ ncSS-containing introns are enriched (Chi-squared test, approximate P-value indicated). (C) Top: log2-fold change in expression of ribosomal protein genes (RPGs) upon deletion of Snf2, relative to iccR1. Each bar represents an individual RPG (n = 125). Bottom: log2-fold change in expression of intron-containing RPGs (IC-RPGs) upon deletion of Snf2 (n = 84). (D) Fold enrichment of occupancy of Snf2 over input by chromatin immunoprecipitation (ChIP)-Seq across the 500 nucleotides upstream and downstream of translational starts for all genes, RPGs and IC-RPGs. Dotted line represents the annotated translational start (ATG). Analysis of data from (13).

Random spore analysis

Sporulation was set up as described above. After 7 days of sporulation (BY background), 10⁶ cells were pelleted and resuspended in 500 μl of water containing 0.5 mg/ml Zymolyase-100T (Zymo research) and 1% β-mercaptoethanol and incubated overnight at 30°C with gentle rocking to lyse unsporulated diploid cells. A total of 200 μl of 1.5% NP-40 was added to the solution and vortexed to disrupt tetrads (as observed by microscopy). Spores were centrifuged, resuspended in water and plated on YPD plates in serial dilutions to count the number of viable spores (19, 20).

Immunoprecipitation

Sporulation was induced as described earlier and 50 ml of cells at various time points were pelleted. Protein was isolated from cells pellets with FA-1 lysis buffer (50 mM HEPES pH 7.5, 150 mM NaCl, 1 mM EDTA, 1% Triton X-100, 0.1% Sodium Deoxycholate, 1 mM PMSF and protease inhibitors) using bead-beating methods. Immunoprecipitation was performed with anti-SNF2 antibody (yN-20, Santa Cruz, 10 μl per IP) and γ-G sepharose beads and washed with the lysis buffer. Western blots were performed as described above.

Chromatin immunoprecipitation (ChIP) and qPCR

Sporulation was induced as described earlier and 50 ml of cells at various time points were crosslinked at room temperature for 15 min with formaldehyde to a final concentration of 1%. Crosslinking was quenched at room temperature for 5 min with glycine to a final concentration of 125 mM. Cells were disrupted with glass beads (0.5 mm) for 40 min at 4°C. To shear chromatin, lysates were sonicated on ice for a total of 3 min 20 sec at 15% intensity (10 s on, 15
s off and on ice). After sonication, lysates were cleared by centrifugation. Samples were then used for immunoprecipitation with anti-H3K9ac (07-352, Millipore) or anti-Snf2 antibody (yN-20, Santa Cruz). After immunoprecipitation, samples were washed with the lysis buffer and incubated overnight at 65°C to reverse crosslinking. Samples were incubated with Proteinase K (Sigma) and RNAse Cocktail (Ambion), followed by purification using a PCR product purification kit (Qiagen). DNA samples were then analyzed by real-time PCR. Input DNA was serially diluted and 1 μl of these dilutions was used in a 20 μl reaction volume to calculate percentage input. One microtiter of ChIP DNA samples were used in a 20 μl reaction volume. Real-time PCR was performed using a CFX96 Touch System (Bio-Rad) as described earlier. All samples were run in triplicate for each independent experiment. ChIP samples were quantified as a function of percentage input as indicated by standard curves generated by serial dilutions of the input. Values are reported as enrichment over a beads-only control. Reported values are averages of three independent experiments and error bars represent the standard deviation.

RESULTS
Deletion of Snf2 leads to global enhancement of splicing through RPG depletion and spliceosome redistribution

We previously demonstrated an important relationship between chromatin and splicing. For example, we have shown that chromatin modifiers are important for spliceosome recruitment and rearrangements in S. cerevisiae (21,22). These data led us to explore the possibility that other chromatin modifiers can influence splicing. So the splicing of all ICGs in S. cerevisiae was assayed in cells deleted of Snf2, the adenine triphosphatase (ATPase) component of the Swi/Snf chromatin-remodeling complex. To our surprise, upon Snf2 deletion, we found that a majority of introns show enhanced splicing, particularly those introns with ncSSs (Figure 1A). In fact, although yeast introns generally have highly conserved intron sequences, the genes showing the largest improvement in splicing among all ICGs have been enriched in nc SSs or BP sequences (Figure 1B; Supplementary Figure S1A and B), which we confirm by RT-PCR of several candidate genes with ncSSs (Supplementary Figure S1C).

Recent studies have revealed a surprising mechanism for increased splicing of poorly recognized introns—namely by decreased expression of competing, highly expressed RPGs (9). So we considered the possibility that the change in splicing efficiency in cells deleted of Snf2 might be due to redistribution of spliceosomes away from RPGs. When we analyzed the RNA sequencing data from cells deleted of Snf2, we observed dramatic Snf2-dependent downregulation of RPGs (Figure 1C). Consistent with this, recent analysis of the promoter architecture of RPGs reveals increased MNase sensitivity at their promoters (23). Our own analysis of ChIP-Seq datasets for Snf2 occupancy (13) revealed Snf2 enrichment at the promoters and gene bodies of RPGs, and this enrichment remained consistent when the analysis was restricted to IC-RPGs (Figure 1D). Finally, the Snf2 enrichment profile persisted and was unique to RPGs, even when compared to other highly expressed genes (Supplementary Figure S1D). These data suggest that the nucleosome remodeling activity of the Swi/Snf complex at the promoters and gene bodies of RPGs leads to decreased nucleosome occupancy at these regions, and is crucial for the efficient transcription of these genes. Deletion of Snf2, on the other hand, leads to downregulation of RPGs, including the genes containing the majority of yeast introns.

Snf2-dependent RPG downregulation causes an improvement in the splicing of Mer1-regulated introns

The process of yeast meiosis or sporulation in response to nitrogen starvation, relies on numerous ICGs significantly enriched in ncSS sequences. Since introns with ncSSs appear to receive a significant benefit from cellular conditions lacking Snf2, we next evaluated whether the meiotic splicing program might be under the control of Snf2. However, the transcriptional repressor Ume6 negatively regulates expression of these transcripts until it is degraded during meiosis (24). In order to assay whether the absence of Snf2 results in an improvement in the splicing of the meiotic ICGs, the RNA-seq analysis was repeated in an ume6Δ background. While a substantial fraction of ICGs show no increase in splicing, we observe a significant improvement in the splicing of most of the meiotic ICGs upon deletion of Snf2 (Figure 2A and Table 2). Once again, genes showing the greatest improvements in splicing are significantly enriched in intron-containing ncSSs or BP sequences. Interestingly, SPO22, MER2 and MER3, three of the four genes whose splicing has previously been demonstrated to be regulated by the meiosis-specific splice enhancer Mer1 (6) are the most significantly affected by the deletion of Snf2 (Figure 2B and C; Supplementary Figure S2A and Table 2). It is worth noting that although AM41 did not make our read cutoff filters for the RNA-seq analysis, its splicing is significantly improved in the absence of Snf2 (Figure 2C). One explanation for these results could be that in the ume6Δ snf2Δ cells grown under vegetative conditions, Mer1 or other factors required for Mer1-dependent splicing such as Nam8 (6), are transcribed at higher levels. However, we observe virtually no effect on the levels of these RNA, indicating that deletion of Snf2 under vegetative conditions affects the splicing of the Mer1 regulon via a mechanism not involving the levels of Mer1 or Nam8 (Supplementary Figure S2B).

Not surprisingly, IC-RPGs are downregulated upon deletion of Snf2 in the ume6Δ strain background as well (Supplementary Figure S2C). To determine if downregulation of RPGs by another Snf2-independent method could lead to a comparable degree of splicing enhancement, ume6Δ yeast cells were treated with rapamycin to inhibit TOR (Target of Rapamycin)-dependent RPG transcription (25) (Supplementary Figure S2D and E) and observed that the splicing of the four genes of the Mer1 regulon increases significantly (Figure 2D and Supplementary Figure S2F). Intriguingly, maximum splicing efficiency achieved by Snf2 deletion is comparable to rapamycin-dependent RPG downregulation (Compare quantitation in Figures S2A and Figure S2F). This supports the model that Snf2-dependent RPG downregulation and subsequent spliceosome redistribution is a mechanism for the improved splicing of the genes of the Mer1 regulon.
Figure 2. Snf2-dependent RPG downregulation activates meiotic splicing. (A) Changes in splicing efficiencies of meiotic ICGs upon deletion of SNF2 in an Ume6 null background, represented as a box-and-whisker plot (Paired two-tailed students t-test, P < 0.05). (B) Distribution of changes in splicing efficiencies upon deletion of SNF2 in a Ume6-null background. Mer1-regulated genes are represented by red bars. Meiotic ICGs whose splicing is not regulated by Mer1 are represented by teal and red-checkered bars. ncSS-containing genes that are not involved in meiosis are represented by teal bars. Black bars represent genes containing introns with all consensus sites. (C) Expression and splicing of Mer1-regulated meiotic transcripts SPO22, AMA1, MER2 and MER3 in Ume6Δ and Ume6Δsnf2Δ vegetative cells. Genomic DNA (gDNA) PCR products indicate the mobility of the unspliced form. PCR products representing the spliced and unspliced forms are indicated. (D) Expression and splicing of Mer1-regulated meiotic transcripts SPO22, AMA1, MER2 and MER3 in Ume6Δ vegetative cells treated with rapamycin and control vehicle (DMSO). gDNA PCR products indicate the mobility of the unspliced form. PCR products representing the spliced and unspliced forms are indicated.

Table 2. Deletion of Snf2 improves splicing of meiotic ICGs

<table>
<thead>
<tr>
<th>Gene name</th>
<th>Function</th>
<th>% increase in splicing efficiency between Ume6Δ snf2Δ and Ume6Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>MER3</td>
<td>Meiotic recombination</td>
<td>508.2</td>
</tr>
<tr>
<td>SPO22</td>
<td>Meiotic meiosis division</td>
<td>143.7</td>
</tr>
<tr>
<td>MER2</td>
<td>Meiotic recombination</td>
<td>118.2</td>
</tr>
<tr>
<td>REC102</td>
<td>Chromosome synopsis</td>
<td>60.5</td>
</tr>
<tr>
<td>SAE3</td>
<td>Meiotic recombination</td>
<td>16.5</td>
</tr>
<tr>
<td>SPO1</td>
<td>Transcriptional regulator</td>
<td>8.0</td>
</tr>
<tr>
<td>DMC1</td>
<td>Meiotic recombination</td>
<td>7.5</td>
</tr>
<tr>
<td>MEI4</td>
<td>Meiotic recombination</td>
<td>-1.6</td>
</tr>
<tr>
<td>HOP2</td>
<td>Homologous chromosome pairing</td>
<td>-6.6</td>
</tr>
</tbody>
</table>

Percentage improvements in splicing of intron-containing meiotic genes in Ume6Δsnf2Δ versus Ume6Δ yeast, determined by RNA-seq. This is not an exhaustive list of meiotic ICGs, as AMA1, MND1, PCH2 and REC114 did not pass RNA-seq read count filters.
Levels of Snf2 decrease under sporulation conditions

In light of the effect Snf2 has on the splicing of meiotic transcripts we predicted that Snf2 might itself be subject to regulation under sporulation conditions. To test this prediction, wild-type S288C-derived diploid yeast (in the BY strain background) were shifted to sporulation media and allowed to sporulate over 7 days, a typical time course for this strain. Snf2 protein levels are undetectable at the end of the time course and, in fact, fall below the limits of detection within 24 h of transferring cells to sporulation media (Figure 3A). This downregulation of Snf2 occurs at the level of the protein, as SNF2 mRNA levels do not drop significantly under these conditions (data not shown). These data indicate that Snf2 protein is downregulated under the conditions that support meiosis.

To determine the correlation between Snf2 downregulation and RPG expression, we measured the levels of representative IC-RPGs and the splicing of the genes of the Mer1 regulon through the 7-day sporulation time course and observed a dramatic decrease in RPG levels (Figure 3B) and a concomitant rise in splicing of the transcripts in the Mer1 regulon (Figure 3C and D).

If the only role of Snf2 in meiosis is to downregulate RPG expression, we predicted that deletion of Snf2 would allow cells to sporulate, perhaps even more efficiently. So Snf2 deficient diploid BY cells were transferred to sporulation media and sporulation was measured using random spore analysis (19,20). Diploid cells lacking Snf2 produce no viable spores (Supplementary Figure S3). Moreover, when expression and splicing of Mer1-dependent transcripts was analyzed in these diploid cells under meiotic conditions, the Mer1-dependent transcripts are expressed but are not spliced (Figure 3E). Analysis of MER1 expression in these cells revealed that in diploid cells entering meiosis, unlike haploid cells lacking Ume6, MER1 expression requires Snf2 (Figure 3F). These data suggest that Snf2 has another role in the meiotic program in S. cerevisiae in addition to regulating the levels of free spliceosomes, which appears to occur prior to its downregulation. While the S288C-derived strain (BY4743, which we refer to as ‘BY’) provides a useful tool for genetic analysis (e.g. SNF2 deletion is tolerated in these diploid cells), it was clear from these studies that a strain that was more amenable to finer temporal dissection of molecular changes under sporulation conditions was necessary. So we analyzed the meiotically synchronous, sporulation efficient SK1 strain.

Snf2 downregulation occurs in the meiotically efficient SK1 strain

In order to maintain consistency in the way SK1 and BY strains were sporulated, SK1 K8409 diploid cells were moved directly from rich media to sporulation media (0.3% KOAc, 0.02% Raffinose and amino acids as needed). The SK1 diploid yeast achieve near complete sporulation (~100%) within 36 h of shifting to sporulation media, compared to about 30% for the BY strain under our experimental conditions.

To determine how Snf2 levels change in the SK1 strain under sporulation conditions, SK1 diploid yeast were shifted to sporulation media and allowed to sporulate over 48 h. As we previously observed in the BY strain background, Snf2 protein levels are undetectable at the end of the sporulation time course. In fact, Snf2 falls below the limits of detection within 5 h of the shift into sporulation media (Figure 4A). Similar to the BY strain, this downregulation of Snf2 occurs at the level of the protein (data not shown). Over this time course, levels of RPG RNAs were also measured and they also decrease between 4- and 6-fold (Figure 4B, three representative RPGs are shown). Interestingly, there does appear to be a slight increase in RPG expression at ~12 h which may be indicative of a requirement for mid-meiotic translation (20). Nonetheless, RPGs remain at around 10% of their pre-sporeulation levels even with this slight increase.

With these finer time points, we noted a discrepancy between the levels of Snf2 at early time points and the downregulation of RPGs. The decrease in Snf2 is most dramatic after 3 h (Figure 4A), while RPG downregulation is initiated almost immediately after the shift to sporulation media. Furthermore, in light of the results from the BY diploid strain deleted of SNF2, which demonstrate that Snf2 is required for MER1 expression and Mer1-dependent splicing, presumably before its downregulation (Figure 3E and F), it became clear that it was important to examine more closely the activity of Snf2 in MER1 expression and RPG downregulation during this 0–3 h time period. As is often the case, different yeast strains show differential tolerance to deletion of specific genes, and deletion of SNF2 is lethal in the SK1 strain. So, Mer1-dependent splicing in snf2Δ SK1 cells could not be examined (data not shown). Nonetheless, deletion of Snf2 in the BY strain reveals a previously unexplored role for Snf2 in the expression of MER1. This led us to examine more closely how Snf2 affects RPG expression at early time points before its absence leads to decreased RPG expression (Figure 2) and to assess the mechanism by which Snf2 affects MER1 expression.

First, we assessed the meiotic state of the SK1 cells by measuring the expression of the key meiotic transcription factor Initiator of Meiotic Entry 1 (IME1) (Figure 4C) (27). Moreover, to monitor Mer1-dependent splicing, we measured the levels of MER1 by qRT-PCR (Figure 4D) as well as the splicing of MER2, one of the genes of the Mer1 regulon (Figure 4E) over 48 h. Consistent with literature that has established that Ime1 is required for MER1 transcription (28), MER1 expression and Mer1-dependent splicing follow IME1 expression. It is also evident from that timing that even after Snf2 decreases to undetectable levels, other molecular events (such as Ime1-dependent MER1 expression), support meiotic splicing. The results with both strains also show that Snf2 is not dispensable for meiosis, but may affect both the levels of the Mer1 splicing activator and the spliceosomes that the activator helps to recruit to the meiotic transcripts. Next we explored how Snf2 can perform both functions.

Snf2 levels and acetylation are temporally coordinated to direct meiosis specific splicing regulation

In light of our observation that Snf2 is required for MER1 expression in diploid cells, we next examined how Snf2 activity at the MER1 locus might be regulated. Snf2 contains
Figure 3. Levels of Snf2 decrease when cells are shifted to sporulation media, corresponding with RPG downregulation and increase in meiotic splicing. (A) Western blot for levels of Snf2 protein through a time course of meiosis. Pgk1 is an internal control. (B) Quantification of total (exon 2) transcript levels for RPS16A, RPL34B and RPL19A by RT-qPCR relative to Act1 and normalized to t = 0 in WT yeast at indicated times after shifting to sporulation media. SEC65 encodes a component of the signal recognition complex and is a control. Error bars represent ± 1 Standard Deviation (SD). Levels of Snf2 protein as detected by western blot and normalized to t = 0 are indicated by the green line. (C) Expression and splicing of Mer1 regulated meiotic transcripts SPO22, AMA1, MER2 and MER3 at indicated times under sporulation conditions. PCR products representing the spliced and unspliced forms are indicated. (D) Quantification of splicing efficiencies from (C). Levels of Snf2 protein as detected by western blot and normalized to t = 0 are indicated by the green line. (E) Left panel: identical to Figure 3C, provided for side-by-side comparison. Expression and splicing of Mer1 regulated meiotic transcripts SPO22, AMA1, MER2 and MER3 at indicated times under sporulation conditions. PCR products representing the spliced and unspliced forms are indicated. Right panel: expression and splicing of Mer1 regulated meiotic transcripts SPO22, AMA1, MER2 and MER3 in snf2Δ yeast at indicated times after the transfer to sporulation media. PCR products representing the spliced and unspliced forms are indicated. (F) Fold-change RT-qPCR measurement of MER1 transcripts between WT and snf2Δ diploid strains at indicated times after the transfer to sporulation media. Error bars represent ± 1 SD.
Figure 4. Snf2 is downregulated in the meiotically efficient SK1 yeast strain. (A) Western blot for levels of Snf2 protein through a time course of sporulation in the SK1 strain. Pgk1 is an internal control. (B) Quantification of total ( exon 2 ) transcript levels for RPS16A, RPL34A, and RPL34B by RT-qPCR relative to act1 and normalized to t = 0 in WT yeast (SK1 strain) at indicated times after shift to sporulation media. Error bars represent ± 1 SD. (C) Quantification of total transcript levels for Initiator of Meiotic Entry 1 (IME1) by RT-qPCR relative to act1 and normalized to t = 0 in WT yeast (SK1 strain) at indicated times after shift to sporulation media. Error bars represent ± 1 SD. (D) Quantification of total transcript levels for MER1 by RT-qPCR relative to act1 and normalized to t = 0 in WT yeast (SK1 strain) at indicated times after shift to sporulation media. Error bars represent ± 1 SD. (E) Expression and splicing of Mer1-regulated meiotic transcript MER2 at indicated times after shift to sporulation media. PCR products representing the spliced and unspliced forms are indicated.

A bromodomain that directs its interaction with acetylated histones (29). It has recently been shown that the Snf2 protein itself can also be acetylated. Moreover, Snf2 acetylation competes with acetylated histones for recognition by the Snf2 bromodomain. In other words, the bromodomain on acetylated Snf2 can recognize itself over acetylated histones and this effect is counteracted by Snf2 deacetylation (13). With this in mind, we hypothesized that Snf2 acetylation might change early in meiosis. Snf2 was immuno-precipitated from sporulating SK1 diploid cells and probed for acetylated lysines. Importantly, the assay was performed within the first few hours of sporulation during the period in which Snf2 levels remain high. We observed that acetylated Snf2 decreased to undetectable levels within the first 3 h of transfer to sporulation media although Snf2 levels remain high, even when Snf2 is overloaded (Figure 5A, 3-h time point). These data show that the Snf2 present in these cells is largely unacetylated.

We hypothesized that the early role for Snf2 in MER1 expression suggested by Figure 3 and 4 may involve this deacetylated form of Snf2. Hence we analyzed Snf2 occupancy and histone acetylation at the MER1 locus under sporulation conditions between 0 and 3 h. We find that both Snf2 (Figure 5B) and importantly, H3K9ac (Figure 5C) increase at the MER1 locus over this time course. Over this same time course, we previously found that RPG transcript levels decrease (Figure 4B). Consistent with this, Snf2 is redistributed away from RPGs (Figure 5D) in a manner concomitant with the downregulation of RPG transcript levels (Figures 5E and 4B) and the ratio of Snf2 at RPGs versus MER1 shifts over the 3-h time course, toward MER1 (Figure 5F). This redistribution of Snf2 also follows a shift in the relative H3K9ac levels from the RPGs to the MER1 locus (Supplementary Figure S4).

We also analyzed these molecular events in the BY diploid strain. Again we observed that the levels of acetylated Snf2 decrease before the levels of total Snf2, indicating that the Snf2 present in the cells is deacetylated rapidly when shifted to sporulation conditions (Supplementary Figure S5A). As is the case with the SK1 cells, we observe an increase in Snf2 occupancy at the MER1 locus (Supplementary Figure S5B and D) in a manner coincident with a change in H3K9 acetylation (Supplementary Figure S5C and E). This redistribution is due to the change in Snf2 acetylation, as demonstrated by the increased occupancy of a mutant form of Snf2 that cannot be acetylated.
Figure 5. The timing of Snf2 activity is coordinated by its acetylation and acetylation of histones. (A) Immunoprecipitation of Snf2 during a time course of meiosis in WT SK1 yeast. Snf2 acetylation decreases steadily between 0 and 3 h after transfer into sporulation media, but Snf2 levels remain constant. The immunoprecipitate at the 3-h time point is slightly overloaded (compare with Figure 4A) and acetylation is still barely detectable. (B) Bar graph showing Snf2 occupancy at the MER1 promoter in the SK1 strain over time. Error bars represent ± 1 SD. Quantification from three biological replicates. (C) Bar graph showing H3K9-ac occupancy at the MER1 promoter in the SK1 strain over time. Error bars represent ± 1 SD. Quantification from three biological replicates. (D) Bar graph showing Snf2 occupancy at the RPL13A promoter in the SK1 strain over time. Error bars represent ± 1 SD. Quantification from three biological replicates. (E) Quantitation of total (exon 2) transcript levels for RPS16A, RPL34B, and RPL13A by RT-qPCR relative to actI and normalized to t = 0 in SK1 strain at indicated times after shift to sporulation media (part of Figure 4B). (F) Relative Snf2 occupancy at the MER1 promoter to an RPG locus, upon ChIP using an anti-Snf2 antibody, in a SK1 strain. Error bars represent ± 1 SD. Quantification from three biological replicates. Relative and absolute levels of Snf2 increases at the MER1 locus after transfer to sporulation media.}

(K1493,1497R, referred to as ‘2R’ (13) at the MER1 promoter (Supplementary Figure S6).

As described above, an intriguing difference between snf2Δ in haploid cells in which UME6 is deleted and WT diploid cells (Compare Supplementary Figure S2 to Figure 4) is that Snf2 is required for MER1 expression in the diploid cells. Previous studies have shown that Ume6 recruits the histone deacetylase Rpd3 to target promoters and represses expression of early meiotic genes: Ume6 degradation is required to relieve this inhibition (8,30). Our results suggest that the repressive conditions inhibiting MER1 expression in Ume6-expressing cells require Snf2 for them to be overcome. It is also interesting that both BY, a poorly sporulating strain and SK1, a strain that sporulates efficiently, show similar downregulation by Snf2. Although it remains unclear why BY undergoes meiosis poorly, it does not appear to be due to a defect in Snf2-mediated regulation of meiotic splicing.

These data reveal that there is a temporally regulated role for Snf2 in meiotic splicing, which is illustrated in the model in Figure 6. Under vegetative conditions, with relatively high levels of Snf2, Snf2-dependent transcription of RPGs sequesters spliceosomes away from transcripts with weak SSS, such as the meiotic transcripts. At the same time, MER1 transcription is repressed by Ume6, in part, via the activity of histone deacetylase Rpd3. Upon shift to sporulation media, Snf2 deacetylation/histone acetylation is associated with de-repression at the MER1 locus. This, combined with subsequent molecular events (e.g. Ime1 activity), allows Mer1 levels to rise. Our data suggests that the well-correlated events: meiosis-specific expression of Mer1, downregulation of Snf2, and downregulation of RPG ex-
expression create conditions whereby active spliceosomes are free to fine tune expression of the meiotic RNAs; in some cases increasing splicing efficiency by as much as 500\%.

The shift between splicing that supports ribosome biogenesis/translation to splicing that allows spore formation and meiosis seems likely to be an evolutionarily conserved ‘choice’ that the cell makes and in fact, the mechanisms described here appear to be evolutionarily conserved among related *Saccharomyces* species separated by between 5 and 20 million years of evolution. The genome of the *Saccharomyces* sensu stricto group possess relatively few introns and there is a significant enrichment of the highly expressed RPGs among ICGs (Table 3). This enrichment persists in even more distant hemiascomycetous yeast as evolutionarily distant as *Candida albicans* (31). Additionally, all the members of the sensu stricto group possess a homolog of the Mer1 protein, as well as of the four genes of the Mer1 regulon. Importantly, all of these genes in the Mer1 regulon contain a putative Mer1 binding site and nonconsensus SSs, which can tune these introns to the activity of Mer1 and to the level of free spliceosomes. Finally, as we describe below, the Swi/Snf complex is conserved all the way to metazoans. These studies suggest an evolutionarily conserved mechanism whereby the cell redirects its energy from maintaining its translational capacity to the process of meiosis.

**DISCUSSION**

One of the outstanding challenges has been to identify specific mechanisms by which changes in chromatin can influence splicing, distinguish between direct (i.e. co-transcriptional) versus transcription-dependent effects of chromatin on splicing and identify biologically important conditions under which these mechanisms are utilized by the cell. Here we show that the chromatin remodeling complex Swi/Snf plays a previously unexplored but fundamental role in regulating meiotic splicing. We propose a model whereby the Swi/Snf complex controls meiotic splicing on multiple levels. We demonstrate that Snf2 is nec-
Table 3. The Mer1 regulon is conserved across closely related Saccharomyces species

<table>
<thead>
<tr>
<th>Species</th>
<th># introns</th>
<th>#RPG introns</th>
<th>Mer1</th>
<th>MER2</th>
<th>MER3</th>
<th>SP022</th>
<th>AMA1</th>
</tr>
</thead>
<tbody>
<tr>
<td>S. cerevisiae</td>
<td>290</td>
<td>88</td>
<td>+</td>
<td>GTTCGT</td>
<td>TACTAAC</td>
<td>GACAGT</td>
<td>TACCTAG</td>
</tr>
<tr>
<td>S. paradoxus</td>
<td>ND</td>
<td>ND</td>
<td>+</td>
<td>GTTCGT</td>
<td>TACTAAC</td>
<td>GACAGT</td>
<td>TACCTAG</td>
</tr>
<tr>
<td>S. mikatae</td>
<td>288</td>
<td>86</td>
<td>+</td>
<td>GTTCGT</td>
<td>TACTAAC</td>
<td>GACAGT</td>
<td>TACCTAG</td>
</tr>
<tr>
<td>S. kudriavzevii</td>
<td>288</td>
<td>86</td>
<td>+</td>
<td>GTTCGT</td>
<td>TACTAAC</td>
<td>GACAGT</td>
<td>TACCTAG</td>
</tr>
<tr>
<td>S. bayanus</td>
<td>288</td>
<td>86</td>
<td>+</td>
<td>GTTCGT</td>
<td>TACTAAC</td>
<td>GACAGT</td>
<td>TACCTAG</td>
</tr>
</tbody>
</table>

Genes of the Mer1 regulon are conserved across the Saccharomyces sensu stricto group, and retain non-consensus splice sites. The consensus SS sequence is GTATGTT, and the consensus BP sequence is TACTAAC. Deviations from the consensus splice site sequences are in bold. Ribosomal protein gene enrichment among intron containing genes also persists. Data are from (31) and the Fungal BLAST project on the Saccharomyces Genome Database.

ecessary (albeit not sufficient) for expression of MER1 in diploid Ume6-containing cells. As it was previously demonstrated that other factors contribute to MER1 expression (28), it will be important to decipher how the Swi/Snf complex may prime the chromatin environment of the MER1 promoter to facilitate MER1 mRNA expression (Figures 4 and 5, Supplementary Figure S6). Interestingly, this is not the only example of chromatin remodeling contributing to finely timed transcription factor binding and transcriptional activation in the meiotic program. For example, Inai et al. demonstrated that expression of IME2 involves chromatin remodeling to overcome HDAC-dependent nucleosome placement over the IME2 TATA element (32). Moreover, temporally regulated binding of Ime1p to the IME2 gene ensures a biologically important lag in IME2 expression (32).

We also show a crucial role for competitive acetyl marks on histone H3 and Snf2 to achieve temporal and spatial specificity of Snf2 targeting. While it is possible that there is active deacetylation of Snf2 (33), another possibility is that continued translation of SNF2 leads to a rapid replacement of the acetylated population of Snf2 with an unacetylated one, allowing the protein to be targeted to the MER1 locus. The retargeting of deacetylated Snf2 away from the RPG promoters and subsequent rapid downregulation of Snf2 corresponds to downregulation of ribosomal protein gene expression and a complete reprogramming of the cell’s splicing landscape. Sustained translation and rapid turnover could also explain Snf2 downregulation a few hours after transfer to sporulation media. Once translation of SNF2 is downregulated, potentially due to decrease in ribosomal activity, the existing degradation pathway turns over the remaining protein, leading to a loss Snf2. The relationship between Snf2 translation, deacetylation and degradation is likely to be important for fine-tuned control of the protein, which we are actively exploring. Remarkably, Snf2 expression is so tightly controlled during meiosis that its overexpression (an experiment we attempted to establish causation between Snf2 levels and meiotic events) is buffered in meiotic cells (data not shown). Nonetheless, our results illustrate the principle that competition (competition amongst acetylated residues for the Snf2 bromodomain and competition amongst different introns for the spliceosome) is an essential part of cellular adaptation to various environmental and/or developmental stresses. While core gene expression machineries, such as the transcription apparatus, the spliceosome and the ribosome appear to be abundant, new models must take into account that not only are these machinaries limiting, but they can be more so under specific cellular conditions and substrate induced competition for gene expression machineries plays an important role in the determining regulatory outcomes (9,10).

Although Snf2 is the core catalytic component of the Swi/Snf complex and it has not been shown to function as an independent subunit, an outstanding question is whether Snf2 is the only component of Swi/Snf that contributes to meiotic regulation. Recent studies that measured changes in gene expression upon deletion of components of the Swi/Snf complex showed that deletion of Snf2 had broader and more significant changes in cellular expression profiles than other non-essential components of the complex (34,35). Importantly, expression of genes involved in translation and ribosomal assembly is downregulated in cells deleted of SNF2, but not when genes encoding other components of the Swi/Snf complex such as SNF3 and SNF12 are deleted. It has been suggested that the peripheral components of Swi/Snf perform regulatory and/or targeting roles within the complex and are dispensable for certain functions of Snf2. It has also been suggested that Snf2 can be targeted to genes with high H3K9-ac occupancy (such as the RPGs) even when the structural integrity of the Swi/Snf complex is compromised (34). Further studies are required to assess the degree to which the other subunits of the complex contribute to Snf2 regulation and activity during meiosis.

Interestingly, there is significant evidence that the process of translation is under heavy regulatory control during meiosis, across eukaryotes even as far as humans (36), perhaps for energetic reasons. We provide evidence here that the principle effector of this coordination between translational regulation and meiosis in hemiascomycetous yeast is the chromatin remodeling complex Swi/Snf.

One striking result is that the benefits of RPG downregulation and subsequent spliceosome redistribution are preferentially reapplied by the genes of the Mer1 regulon (Supplementary Figure 2B). Snf2’s role in Mer1 expression is an important contributor to this effect since, as others have shown, Mer1 helps recruit spliceosomes to these pre-mRNAs (6). It may be unexpected, then, that the four Mer1-dependent introns all still have a range of splicing efficiency well below 100% (from about 50–75%). Other reports in the literature suggest that introns may possess intrinsic splicing properties. For example, different introns respond differently to perturbations in the splicing environment and
demonstrate variable dependencies on components of the spliceosome (2). Hence, each intron may also have an intrinsic ‘maximum possible splicing efficiency,’ a parameter determined by factors specific to the intron itself, such as the nature of its SSs, its length, its genetic context and the specific environmental conditions. Consistent with this, even though rapamycin treatment downregulates RPGs to an even greater extent than the deletion of Snf2 (Supplementary Figure S2D and E), the end point in terms of splicing efficiency remains the same. Hence, even with Mer1 present to ‘attract’ spliceosomes to RNAs, splicing efficiency appears to be an intrinsic property of these JCCs.

Although it does not appear to significantly impact Snf2’s RPG/Mer1-dependent mechanism of metiotic splicing regulation, we cannot exclude the possibility that Snf2 may affect spliceosome assembly co-transcriptionally. Recent observations from studies in Schizosaccharomyces pombe also describe a role for Swi/Snf in splicing. However, these studies suggest that Swi/Snf stimulates spliceosome activation via its role in nucleosome deposition and maintenance (37). There exist significant functional differences between the complexes of the two yeast species. For example, reports suggest that many of the roles that the Swi/Snf complex performs in S. cerevisiae are, in S. pombe, divided between the RSC and Snf2 complexes (38), which might serve to explain differences in the specific roles of the complexes in splicing regulation. The studies in S. pombe nevertheless implicate the Swi/Snf chromatin remodeling activity in splicing regulation, a feature that appears to be conserved among metazoans as well (39, 40).

Intriguingly, Swi/Snf has been shown to have roles in metazoan meiosis, although the molecular mechanisms underlying these roles are not known. Brq1, the ATPase subunit of the mammalian Swi/Snf complex, peaks in expression during the early stages of meiosis and is turned off in maturing round spermatids. Moreover, knocking down Brq1 results in prophase arrest during meiosis I, due to a failure to complete synaptonemal complexes (41, 42). Another protein involved in meiosis, mammalian HFM1/Mer3, is an integral part of the ZMM group of proteins. HFM1/Mer3 has been shown to be required for the completion of synaptonemal complex, and deletion of HFM1 closely resembles the phenotype of a Bran1 knockout (43). While the details of meiotic regulation are unlikely to be exactly the same, it is interesting to note that the Swi/Snf complex has retained a role in regulating meiosis through evolution. Finally, global changes in splicing have been reported during meiosis in mammals (44), so understanding the mechanism underlying this regulation and determining if Snf2 contributes to it are of particular interest.

This work reveals multiple mechanisms by which Swi/Snf acts as a nexus point in the regulation of meiosis in S. cerevisiae. All or a subset of these mechanisms may also be crucial in the gene regulation response to other physiological conditions that yeast might experience, which we are currently exploring.
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Figure S1

Figure S1: Deletion of Snf2 improves splicing of non-consensus splice site-containing introns.

A. Top: Changes in splicing efficiencies of ICGs with non-consensus 5' splice sites upon deletion of Snf2 (Paired two-tailed students t-test, n=46, p<0.05). Bottom: Changes in splicing efficiencies of ICGs with non-consensus branch points upon deletion of Snf2 (Paired two-tailed students t-test, n=39, p<0.05).

B. Cumulative frequency distribution plots indicating the cumulative number of introns containing nc splice sites (Y-axis) in an ordered list of ICGs ranked based on magnitude of splicing change in snf2Δ compared to WT (X-axis; most increase in splicing in snf2Δ on the left). Red line indicates the actual distribution, black line the average expected distribution based on total number of ncSS containing introns and total number of ICGs. Dotted line indicates position of
gene with no change in splicing in the ordered list of ICGs (Kolmogorov-Smirnov test, p=0.0072).

C. RT-PCR determining changes in splicing efficiencies of selected intron-containing genes with non consensus splice sites, upon deletion of SNF2. YCL012C has consensus splice sites. Quantification of splicing from three biological replicates. Black bars indicate splicing efficiency in WT vegetative cells. Grey bars indicate splicing efficiencies in snf2Δ vegetative cells. Error bars represent ± 1 SD (unpaired two-tailed Student’s t-test; single asterisk represents p<0.05, two asterisks represents p<0.005).

D. Fold enrichment over input of Snf2 across the 500 nucleotides upstream and downstream of translational starts for all genes, RPGs and genes with RPKMs closest to the RPGs. Dotted line represents the annotated translational start (ATG). Analysis of data from [1].
Figure S2: Deletion of Snf2 as well as rapamycin treatment decreases RPG expression.

A. Quantification of splicing from at least three biological replicates, corresponding to Figure 2C. Black bars indicate splicing efficiencies in ume6Δ vegetative cells. Grey bars indicate splicing efficiencies in ume6Δsnf2Δ vegetative cells. Note that ume6Δ also de-represses MER1 [2]. Error bars represent ± 1 SD.

B. RT-qPCR measurement of MER1 and NAM8 transcripts between ume6Δ and ume6Δsnf2Δ strains. Mean of 3 biological replicates. Error bars represent ± 1 SD.

C. Log2-fold change in expression of intron-containing ribosomal protein genes upon deletion of SNF2 in an ume6Δ background (n=88).

D. RT-qPCR measurement of selected intron-containing RPG transcripts between WT and snf2Δ strains. Mean of 3 biological replicates. Error bars represent ± 1 SD.
E. RT-qPCR measurement of selected intron-containing RPG transcripts between *ume6Δ* strain treated with rapamycin and control vehicle (DMSO). Mean of 3 biological replicates. Error bars represent ± 1 SD.

F. Quantification of splicing from at least two biological replicates, corresponding to Figure 2D. Black bars indicate splicing efficiencies in *ume6Δ* vegetative cells treated with DMSO. Grey bars indicate splicing efficiencies in *ume6Δ* vegetative cells treated with rapamycin. Error bars represent ± 1 SD.
Figure S3

Figure S3: Absence of Snf2 abolishes spore formation.

$snf_2^\Delta$ diploid cells do not form viable spores. Spores counted from at least three biological replicates. Error bars represent ± 1 SD (Two tailed unpaired Student's t-test, p<0.005).
Figure S4

Figure S4: H3K9 acetylation at the RPG promoter and relative H3K9ac occupancy at the MER1 and RPG promoters.

Left panel: Bar graph showing H3K9ac occupancy at the RPG promoter over time in sporulation media in the SK1 strain. Error bars represent ± 1 SD. Quantification from 3 biological replicates. Right panel: Relative H3K9ac at the MER1 promoter to an RPG locus, upon chromatin immunoprecipitation using an anti-H3K9ac antibody, in a SK1 strain. Error bars represent ± 1 SD. Quantification from 3 biological replicates. Relative and absolute levels of Snf2 increases at the MER1 locus after transfer to sporulation media.
Figure S5

Figure S5: The timing of Snf2 activity is coordinated by its acetylation and acetylation of histones in the BY diploid yeast.

A. Immunoprecipitation of Snf2 during a time course of meiosis in WT BY diploid yeast. Snf2 acetylation decreases steadily between 0-2 hours after transfer into sporulation media, but Snf2 levels remain constant.

B. Bar graph showing Snf2 occupancy at the MER1 promoter and gene body in the BY strain over time. Error bars represent ± 1 SD. Quantification from 3 biological replicates (unpaired two-tailed Student’s t-test; one asterisk:p<0.05, three asterisks: p<0.0005).

C. Bar graph showing H3K9ac occupancy at the MER1 promoter and body in the BY strain over time. Error bars represent ± 1 SD. Quantification from 3 biological replicates (unpaired two-tailed Student’s t-test; p<0.005).
D. Relative Snf2 occupancy at the MER1 promoter to an RPG locus, upon chromatin immunoprecipitation using an anti-Snf2 antibody, in a BY diploid strain. Error bars represent ± 1 SD. Quantification from 3 biological replicates (unpaired two-tailed Student’s t-test; p<0.005). Relative and absolute levels of Snf2 increases at the MER1 locus after transfer to sporulation media. Relative H3K9ac occupancy at the MER1 promoter and gene body to an RPG locus, upon chromatin immunoprecipitation using an anti-H3K9ac antibody, in a BY diploid strain. Error bars represent ± 1 SD. Quantification from 3 biological replicates (unpaired two-tailed Student’s t-test; p<0.0005). Relative and absolute levels of H3K9ac increases at the MER1 locus after transfer to sporulation media.
Figure S6
Figure S6: Occupancy of unacetylatable Snf2 at the MER1 promoter.

A. Immunoprecipitation of a WT and unacetylatable (K1493,1497R) mutant of Snf2. The mutant does not display any acetylation of Snf2.

B. Box-whisker graph showing occupancy at the MER1 promoter of an unacetylatable mutant of Snf2 (K1493,1497R) compared to WT.
**Supplemental Tables**

**Table S1**
List of primers used in this study.

**Table S2**
List of splicing efficiencies of introns meeting read count filters in WT and snf2Δ, sorted by nature of splice site. Corresponds to Figure 1A. Note that certain introns have both non-consensus 5’SS and BP. These introns have only been considered once in the statistical analysis.

**Table S3**
Change in splicing efficiencies of introns meeting read count filters in ume6Δ and ume6Δsnf2Δ. Corresponds to Figure 2B.
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CHAPTER 4

Regulation of Snf2 during meiosis in Saccharomyces cerevisiae.
Introduction

Although they are both types of cell division, mitosis and meiosis are vastly different processes with profoundly distinct outcomes. Mitosis is a process in which a diploid parent cell gives rise to two identical daughter cells, retaining the amount of genetic material per cell. Meiosis, on the other hand, results in the formation of four haploid gametes from a single diploid parent cell, thereby halving the amount of genetic material per cell and permitting mating and sexual reproduction in a manner that still retains the genetic stability of the species. In higher eukaryotes, meiosis is a process restricted to progenitor germ cells. However, in unicellular eukaryotes such as yeast, the same diploid cell is capable of both mitotic and meiotic divisions in response to environmental cues (Honigberg, 2016). Switching from a mitotic to a meiotic mode of cell division requires extensive changes in gene expression and the cellular proteome (Kassir et al., 2003, Kumar et al., 2014).

In the budding yeast *Saccharomyces cerevisiae*, meiosis is induced in the absence of fermentable carbon sources and nitrogen starvation. The presence of either of these components has been proposed to inhibit the induction of meiosis via activation of the protein kinase A (PKA) pathway (Bolte et al., 2003). In addition, Ume6, a C6 zinc cluster DNA binding protein, also represses the transcription of numerous meiotic genes under non-meiotic conditions (Strich et al., 1994, Bowdish and Mitchell, 1993). Ume6 recruits the histone deacetylase Rpd3 to the loci where it is found, preventing initiation of transcription (Lardenois et al., 2015, Lamb and Mitchell, 2001, Kadosh and Struhl, 1997). However, Ume6 is converted to an activator early in meiosis, likely upon association with Ime1, the master regulator of meiotic induction (Washburn and Esposito, 2001, Rubin-Bejerano et al., 1996, Bowdish et al., 1995). The degradation of Ume6 is a key event in the induction of meiosis, and is performed by the anaphase-promoting
complex/cyclosome (APC/C) ubiquitin ligase, when it is activated by Cdc20 (Mallory et al., 2007). In addition to Cdc20, the APC/C has two other known stage-specific activators, Ama1 and Hct1/Cdh1 (Cooper et al., 2000, Schwab et al., 1997). Along with Cdc20, these activators also serve as specificity factors, targeting the activity of the APC/C to specific substrates in a cell-cycle dependent manner (Tan et al., 2011, Schwab et al., 1997, Visintin et al., 1997). The importance of the APC/C in meiosis is underscored by the requirement not only of Cdc20 for the initiation of meiosis, but also Ama1 for cellular exit from meiosis II, via targeted degradation of the Clb1 cyclin (Cooper et al., 2000). Interestingly, Ama1 is encoded by the _AMA1_ intron-containing transcript, whose transcription is repressed by Ume6, and whose splicing is dependent on Mer1, a meiosis specific splicing enhancer also repressed by Ume6 (Munding et al., 2013, Spingola and Ares, 2000). Thus, APC/C association with Ama1 during meiosis absolutely requires the previous association with Cdc20. Ama1 association with the APC/C eventually degrades Cdc20 (Tan et al., 2011).

In addition to Ume6, numerous other proteins are degraded upon the induction of sporulation (or meiosis) in yeast (Kumar et al., 2014). The degradation of a number of these are dependent on the Cdc20 mediated activity of the APC/C. For example, Cdc20-activated APC/C is also required for the degradation of Pds1, an event that promotes chromosome segregation (Salah and Nasmyth, 2000, Visintin et al., 1997). However, it is also likely that numerous other contributing factors are required to degrade one or more specific proteins. In fact, since Cdc20 is also mitotically active, other proteins/factors are likely required for targeting specifically to meiotic targets (Harper et al., 2002). For instance, the degradation of Ume6 itself is induced by its acetylation by Gcn5, and repressed by deacetylation by Rpd3 (Mallory et al., 2012). Numerous proteins are absent in various stages during meiosis, despite the fact that their cognate
mRNAs have been observed at the same times, indicating the prevalence and importance of protein degradation mechanisms in shaping and maintaining the meiotic proteome (Kumar et al., 2014).

The meiotic proteome is also heavily regulated at the level of translation. Meiosis in *S. cerevisiae* is fundamentally a response to stress, and as such translation is globally repressed during meiosis. This is evidenced by downregulation of the translational machinery during meiosis, as well as proteomic analyses of yeast cells undergoing meiosis (Venkataramanan et al., 2017, Munding et al., 2013, Kumar et al., 2014). While this global downregulation of translation helps restrict the cells overall energy consumption, several transcripts whose products are essential for survival and/or recovery have to be translated. In order to achieve this, yeast cells have adopted numerous meiotic translational regulatory mechanisms, involving both cis-elements within the mRNAs as well as trans-regulatory factors that recognize specific features within transcripts. Specialized regulation of translation during meiosis is not unique to yeast. In fact, mammalian spermatogenic cells have diverse mechanisms of specialized translation, including but not limited to the expression of specific translational regulators, modifying the canonical machinery of translation, and modulating transcript architecture (UTRs) to regulate translational output (reviewed in (Kleene, 2013, Kleene, 2003)).

Since the translation of most eukaryotic mRNAs occurs via the scanning mechanism, the 5’ untranslated regions (5’ UTRs) of transcripts are rich in regulatory potential. The 5’ UTR and cap are critical for the recruitment of the ribosome to the transcript as well as the choice of the start codon. The canonical mechanism of translation initiation is reviewed elsewhere (Hinnebusch, 2017, Aylett and Ban, 2017). Briefly, the assembled translation pre-initiation complex (PIC) loads onto a capped mRNA transcript in an eIF4F dependent manner. The PIC
scans the 5’ UTR for an AUG start codon using complementarity with the anticodon of Met-tRNA\textsubscript{i}. Once a start codon is identified, the rest of the ribosome is assembled, and translation elongation proceeds. The choice of start codon is influenced by numerous factors, including but not limited to 5’ UTR structure, near-cognate start codons, RNA modifications; and is critical for the regulation of translation.

One of the most common ways by which 5’ UTRs influence the translation of the downstream coding sequence (CDS) is via the utilization of upstream open reading frames (uORFs). Often, the first cognate or near-cognate start codon the ribosome encounters as it scans the transcript from the 5’ end is not the correct start for the major protein encoded by that transcript. This start codon can however recruit scanning ribosomes to itself, reducing the fraction that reaches the downstream, ‘correct’ start codon. Such start codons are most often associated with a stop codon in the same frame, giving rise to a short upstream open reading frame (uORF) (Hinnebusch et al., 2016). In most cases, uORFs are inhibitory or neutral to the translation efficiency of the downstream CDS, since they prevent the initiating ribosome from reaching the CDS (Johnstone et al., 2016). The canonical example of such regulation was described for the \textit{GCN4} transcript in yeast (Mueller and Hinnebusch, 1986). In addition, uORFs appear to have negative effects on mRNA abundance, likely due to the presence of stalled ribosomes within the uORF targeting the transcript towards quality control pathways (Johnstone et al., 2016).

In \textit{S. cerevisiae}, the 5’ ends of transcripts vary drastically under a variety of stress conditions, including DNA damage, salt stress, and nitrogen starvation (Waern and Snyder, 2013). This widespread use of alternative 5’ ends exposes numerous uORFs with regulatory potential in response to stress, indicating that regulation of 5’ UTRs and uORFs might be a
general stress-response mechanism in budding yeast (Waern and Snyder, 2013). Previous studies have indicated that the meiotic transcriptome in yeast is extraordinarily plastic and numerous individual transcript undergo profound changes in their architecture during the process of meiosis (Guisbert et al., 2012). A number of these transcripts experience either 5’ UTR elongation or regression at specific stages during meiosis, in some cases exposing uORFs with potential regulatory function (Guisbert et al., 2012). Ribosome occupancy studies have recently shown that this change in transcript architecture is in fact coupled to uORF ‘functionality’, as it relates to the ability of the uORF to recruit ribosomes (Brar et al., 2012). Transcripts with uORFs containing a cognate start codon (AUG) broadly showed decreased translation efficiency of the downstream ORF. Surprisingly, transcripts with ORFs containing only near-cognate start codons (UUG and CUG being the most prevalent), show a positive correlation with the translation of their downstream ORF (Brar et al., 2012). It is as yet unclear how these near cognate uORFs increase the translation of their downstream coding sequences. One potential model is that the uORF increases ribosomal buildup upstream of the start codon of the CDS, and under conditions that favor leaky scanning or reinitiation over disassembly of the ribosome, increase the functional rate of initiation at the CDS.

The regulatory potential of uORFs is not limited to their post-termination based regulation of ribosome occupancy on their associated downstream CDS. Occasionally, the small peptides encoded by the uORFs possess regulatory function. The first described example of this was the arginine attenuator peptide (AAP) encoded by a uORF within the CPA1 transcript. AAP inhibits the translation of the downstream CPA1 ORF in response to a surplus of arginine within the media (Gaba et al., 2001). In at least one case, transient elongation of a transcript during meiosis (SPO24) exposes a uORF that encodes for a conserved, small (67 amino acid) factor that
is required for efficient sporulation (Hurtado et al., 2014). In addition, the meiotic transcriptome includes many transcripts from regions of the genome with little to no protein-coding capacity (Smith et al., 2014). However, these transcripts associate with ribosomes, and in at least two cases, small peptides of unknown function arising from them have been detected (Smith et al., 2014).

In addition to changing transcript architecture, epitranscriptomic modifications on mRNAs have also been shown to have profound effects on gene regulation. Perhaps the best studied of these modifications is the addition of a methyl group at the N$^6$ position of an adenosine base to form N$^6$-methyladenosine, or m$^6$A. m$^6$A is an ubiquitous modification amongst eukaryotes, and has been shown to have profound roles in development, differentiation and disease (Roignant and Soller, 2017). The m$^6$A modification is likely ‘written’ co-transcriptionally (Ke et al., 2017), and is involved in every aspect of gene regulation, including splicing, export, translation and decay (reviewed in (Yue et al., 2015, Roignant and Soller, 2017)). m$^6$A is a dynamic modification, and is found predominantly in the 3’UTRs and near the stop codons of transcripts (Meyer et al., 2012, Ke et al., 2015). m$^6$A has been shown to regulate translation via different mechanisms. Binding of YTHDF1 ‘reader’ proteins to m$^6$A containing transcripts recruits translation machinery to said transcripts (Wang et al., 2015). m$^6$A is also found in the 5’ UTR of transcripts, where it serves as a regulator of translation (Meyer et al., 2015a). m$^6$A found within the 5’ UTR has been shown to directly recruit eIF3 and the 43S complex in a cap-independent manner, promoting the translation of specific transcripts in response to stress, such as HSP70 (Meyer et al., 2015b, Zhou et al., 2015). Interestingly, eIF3 has also been shown to be required for the reinitiation of translation by ribosomes that terminate on
short uORFs within a transcript, suggesting potential co-regulation of translation by uORFs and m\(^6\)A methylation (Mohammad et al., 2017).

m\(^6\)A is involved in various aspects of sexual reproduction across eukaryotes. It has been shown to be crucial for the determination of sex in *Drosophila* (Kan et al., 2017, Lence et al., 2016, Haussmann et al., 2016). In zebrafish, clearance of maternal mRNA transcripts and the maternal to zygotic transition (MZT) is dependent on m\(^6\)A modification of maternal transcripts (Zhao et al., 2017). In *Schizosaccharomyces pombe*, a YTH domain m\(^6\)A ‘reader’ protein has adopted a novel role to clear meiotic transcripts during vegetative growth (Wang et al., 2016, Harigaya et al., 2006). *S. cerevisiae* have only a single identified m\(^6\)A methyltransferase complex, the catalytic subunit of which is Ime4 (Bodi et al., 2010, Agarwala et al., 2012). Ime4 was originally thought to be only active during meiosis; however, a recent study has demonstrated low level Ime4 activity under vegetative growth and a role in vacuolar morphology (Clancy et al., 2002, Yadav and Rajasekharan, 2017). Nonfunctional Ime4 abolishes meiosis in *S. cerevisiae*, and a recent study provided a comprehensive map of m\(^6\)A methylation sites within the yeast transcriptome through meiosis, revealing that m\(^6\)A methylation through meiosis is dynamic, and that the methylation sites are conserved (Schwartz et al., 2013). Interestingly, a previous study had also shown induction of Ime4 and m\(^6\)A methylation upon prolonged rapamycin treatment (Bodi et al., 2015). Both meiosis and rapamycin treatment cause enrichment of m\(^6\)A methylated transcripts on translating ribosomes, indicating that in sporulating yeast, m\(^6\)A might promote translation (Bodi et al., 2015).

We have previously shown that the levels of Snf2, the ATPase subunit of the chromatin-remodeling SWI/SNF complex, decreases dramatically and rapidly upon the induction of sporulation (Venkataramanan et al., 2017). Here we show that regulated degradation, changes in
transcript architecture, and N\(^{6}\)-methyladenosine (m\(^{6}\)A) modification of the SNF2 mRNA potentially contribute to multi-level control of Snf2 protein during sporulation.

**Results**

**Degradation of Snf2 during sporulation requires *de novo* translation:** The degradation of Snf2 is specific to the transition to sporulation conditions, i.e. Snf2 is not degraded upon continuing growth in a high nutrient environment (**Figure 4.1A**) In order to better understand the mechanism of Snf2 downregulation during sporulation, we treated BY diploid cells with cycloheximide (CHX), a potent inhibitor of translation elongation, to block *de novo* protein synthesis and measured Snf2 protein levels by western blot (Schneider-Poetsch et al., 2010, Siegel and Sisler, 1963). To our surprise, treatment with CHX stabilized Snf2 levels during sporulation dramatically. While cells treated with control vehicle (DMSO) exhibited downregulation of Snf2 protein within 2 hours post-shift to sporulation media, cells treated with CHX showed no appreciable decline in Snf2 levels up to 4 hours post-shift to sporulation media (**Figure 4.1B**).

To rationalize the effect of CHX on Snf2 protein levels, we propose that Snf2 is targeted for degradation by an as yet unknown sporulation-specific factor ‘X’. The degradation of Snf2 requires prior translation of X from the transcript that encodes for it. The addition of CHX blocks not only the translation of Snf2 from its pre-mRNA (which in isolation would be predicted to increase the rate of degradation of Snf2), but also the translation of protein X. Since Snf2 is also an intrinsically stable protein, with a half-life of 4.6 hours (Christiano et al., 2014), CHX effectively stabilizes the Snf2 protein under sporulation conditions (**Figure 4.1C**). It is important
Relative abundance of \textit{SNF2} transcript isoforms changes during sporulation: We have previously shown that Snf2 downregulation during sporulation is preceded by its deacetylation, and that this pool of deacetylated Snf2 is crucial for the induction of meiosis (Venkataramanan et al., 2017). However, an outstanding question is whether the existing cellular pool of Snf2 is actively deacetylated early in sporulation; or if the acetylated Snf2 is degraded and a new, non-acetylated pool of Snf2 protein is translated \textit{de novo}. Although putative enzymes that partially deacetylate Snf2 have been identified, their meiotic activity remains unknown (Kim et al., 2010).

To determine whether the \textit{SNF2} transcript contained features that could potentially contribute to its regulated translation during sporulation, we examined the genomic locus of \textit{SNF2}. We observed the presence of a putative 39-base long uORF with a cognate (AUG) start codon approximately 500 bases upstream of the \textit{SNF2} coding sequence (Figure 4.2). However, this uORF was located roughly 350 bases upstream of the annotated transcription start site for the \textit{SNF2} transcript (Malabat et al., 2015) (Figure 4.2). Regulated 5’ leader extension and usage of uORFs has been previously shown to be a pervasive phenomenon during meiosis in \textit{S. cerevisiae}, although the significance of such events is as yet unknown (Brar et al., 2012, Hurtado et al., 2014). Therefore, we assayed whether the \textit{SNF2} transcript shows 5’ leader extension in a manner that would be predicted to include the uORF during sporulation. We found that a form of the \textit{SNF2} transcript with a longer 5’ leader region (\textit{SNF2}$_{5\text{'long}}$ - potentially from an upstream promoter) is expressed in a transient burst during early sporulation in both BY and SK1 strain backgrounds, albeit with different expression patterns (Figure 4.3A, 4.3D). We further
confirmed that this was not spurious meiotic transcription, and was in fact a *bona fide* 5’ leader for the *SNF2* CDS using a forward primer within the uORF unique to the elongated transcript, and a reverse within the *SNF2* CDS, with the amplicon demonstrating the contiguous nature of this transcript (Figure 4.3B, 4.3E). uORFs have previously been demonstrated to exert both positive and negative translational control on the downstream coding sequences within the same transcript via a variety of mechanisms (Wethmar, 2014). The uORF within the elongated *SNF2* transcript also demonstrates ribosome occupancy under conditions of nutrient starvation (Pieter Spealman and Dr. Joel McManus, private communication), suggesting that production of Snf2 protein during sporulation could be partially regulated by its uORF. However, we observe no changes in bulk Snf2 levels over the first two hours of sporulation, corresponding to the wave of *SNF2* 5’ long expression (Figure 4.3C, 4.3F). This does not preclude the possibility that translation *SNF2* 5’ long is utilized to maintain bulk Snf2 levels, compensating for turnover of the existing, acetylated cellular pool of Snf2.

**Absence of *SNF2* uORF leads to a modest decrease in Snf2 acetylation and bulk protein levels early in sporulation:** uORFs with cognate start codons have previously been reported to repress the translation of the downstream coding sequence (Brar et al., 2012). To determine the role of the *SNF2* uORF on Snf2 during meiosis, we performed a clean deletion of the uORF using the *delitto-perfetto* method in the BY strain background (Storici and Resnick, 2006). Surprisingly, we observed that upon deletion of the uORF, the rate of downregulation of Snf2 is increased slightly (Figure 4.4A). We further examined the acetylation state of Snf2 post transition to sporulation media. We observed that the absence of the uORF results in more rapid deacetylation of Snf2 during sporulation (Figure 4.4B). These results indicate that the uORF has
an overall positive, albeit modest, effect on the translation of Snf2 early upon transfer to sporulation media.

A possibly confounding observation is that although the fraction of total $SNF2$ transcript made up by $SNF2_{5'long}$ increases during sporulation (Figure 4.4C), the total $SNF2$ transcript levels pre-sporulation decreases upon the deletion of the uORF region (Figure 4.4D). This is likely because the uORF forms part of the promoter utilized to generate the $SNF2$ transcript during vegetative growth. However, after 1 hour of growth in sporulation media, no difference in the total $SNF2$ mRNA levels is observed (Figure 4.4D), indicating possible usage of a different promoter, consistent with the shift in the TSS observed previously during sporulation. The possibility that the changes in Snf2 protein are a consequence of this difference in pre-sporulation $SNF2$ transcript levels cannot be eliminated.

**Proportion of $SNF2_{5'long}$ increases dramatically late in sporulation:** While a modest increase in the fraction of total $SNF2$ transcript made up of $SNF2_{5'long}$ is observed early in sporulation in the BY strain (Figure 4.4C, 4.5A), we observe a far greater increase later in sporulation (~18 hours post transfer to sporulation media) (Figure 4.5A). This change is not precipitated by major changes in total $SNF2$ transcript levels, which remain steady through sporulation (data not shown), but is likely rather due to preferential transcription of $SNF2_{5'long}$ during sporulation. It is important to note that at these time points, Snf2 protein is completely undetectable (Venkataramanan et al., 2017). The $SNF2$ transcripts are therefore likely being retained in a translation-repressed state. Interestingly, while the SK1 strain does not show the same small increase in $SNF2_{5'long}$ early in sporulation, the pre-sporulation proportion of $SNF2_{5'long}$ is substantially larger than in the BY strain (Figure 4.5A). However, the SK1 strain
also demonstrates a similar increase in the proportion of \(SNF2_{long}\) later in sporulation (Figure 4.5A).

**SNF2 uORF confers no fitness advantage post-sporulation:** We hypothesized that the uORF contributed to the translation-repression of the \(SNF2\) transcript late in sporulation and allowed the yeast cell to retain levels of the transcript comparable to that during vegetative growth without expending the energy to translate it. Further, we speculated that this retention of the \(SNF2\) transcript during sporulation is a form of ‘bet-hedging’, and helps the yeast recover faster when it subsequently encounters a nutrient rich environment after an extended time in a nutrient-deprived environment, such as sporulation conditions (Arribere et al., 2011).

In order to test this hypothesis, we co-inoculated equal numbers of post-sporulation \(WT\) and \(uORF^{\Delta/\Delta}\) spores (SK1 background) into YPD, and monitored their growth over 24 hours. We measured the relative levels of each strain at the indicated time points by isolating total genomic DNA from the culture and measuring the ratio of the uORF:SNF2 CDS as a readout of the fraction of \(WT\) cells. We observed that the uORF confers no observable fitness advantage to the yeast cells for growth in glucose containing media post-sporulation (Figure 4.5B). However, this does not exclude the possibility of fitness advantages during growth in other, perhaps sub-optimal media conditions.

**Yeast undergoing sporulation experience two waves of m\(^6\)A RNA methylation:** It is well documented that yeast experience m\(^6\)A RNA methylation during sporulation (Clancy et al., 2002, Bodi et al., 2010, Schwartz et al., 2013). However, the differences in sporulation protocols used in these prior studies and ours means that these prior observations miss out on a number of early sporulation events (Venkataramanan et al., 2017). Directly transferring logarithmically growing yeast (BY or SK1 strains) to sporulation media results in two distinct waves of m\(^6\)A
RNA methylation. The first wave of total m\(^6\)A methylation peaks within 1 hour after the shift to sporulation media and drops down to pre-sporulation levels within 2 hours (Figure 4.6A). Intriguingly, this tracks well with the first peak of the \(SNF2_{5\_long}\) transcript (Figure 4.3A, 4.5A). The second wave of m\(^6\)A RNA methylation during sporulation kicks off between 4-6 hours and is sustained at least until about 18 hours after the shift to sporulation media (Figure 4.6A). Satisfyingly, this also tracks with the second, sustained peak of \(SNF2_{5\_long}\) transcript, suggesting that the methylation of the transcript and the 5’ leader extension might play complementary roles in the regulation of Snf2 translation.

In order to further examine the dynamics of m\(^6\)A RNA methylation during early sporulation, we performed a finer time course of methylation. In the BY strain, total m\(^6\)A RNA methylation peaks rapidly (within 30 minutes of transfer to sporulation media), and falls equally rapidly (Figure 4.6B). The differences between the precise timing of the short and long time courses can be attributed to experimental variability. However, while methylation in the SK1 strain follows the same overall pattern, we observe that it demonstrates far higher pre-sporulation m\(^6\)A RNA methylation than the BY strain (Figure 4.6B).

The remarkable similarity between the observed patterns of m\(^6\)A RNA methylation and abundance of \(SNF2_{5\_long}\) transcript during sporulation in yeast led us to query whether the \(SNF2\) transcript is methylated during sporulation. A previous study mapped the yeast RNA methylome during sporulation (Schwartz et al., 2013) and demonstrated that the \(SNF2\) transcript has two annotated sites of m\(^6\)A methylation, one within the 5’ UTR of the transcript, and the other near the 3’ end of the coding sequence (Figure 4.6C). This pattern was not surprising, since m\(^6\)A methylation is known to cluster in the 5’ and 3’ UTRs of mRNA transcripts (Meyer et al., 2015a, Ke et al., 2015). Intriguingly, the 5’ UTR methylation site for the \(SNF2\) transcript is
upstream of the canonical transcription start site, implying that is unique to the $SNF2_{5\text{long}}$ transcript isoform (Figure 4.6C). This further supports the model of co-regulation of Snf2 translation by methylation and 5’ leader extension during early sporulation.

The data presented in this chapter argue that Snf2 deacetylation, degradation, and translation are highly regulated during sporulation. Changes in transcript leader length, dynamic m$^6$A methylation of the Snf2 transcript as well as meiosis specific factors involved in degradation of Snf2 coordinate to orchestrate the molecular events that leading to the dual role of the SWI/SNF complex in yeast sporulation described previously (Venkataramanan et al., 2017). We propose a model wherein the pre-sporulation pool of acetylated Snf2 is degraded rapidly upon transition to sporulation media. Translation from the pulse of the $SNF2_{5\text{long}}$ transcript during early sporulation results in the synthesis of de novo, unacetylated Snf2, which subsequently localizes to the $MER1$ promoter (and other targets) as previously demonstrated (Venkataramanan et al., 2017). This translation is aided, via as yet undetermined mechanisms, by the presence of the uORF and m$^6$A methylation site within $SNF2_{5\text{long}}$. Later in sporulation, $SNF2_{5\text{long}}$ is translationally repressed and sequestered, possibly in stress granules, as part of a ‘bet-hedging’ strategy by the yeast cells. Further experimentation is required to reveal the exact nature of the regulatory elements involved in this process.

**Discussion**

The meiotic proteome in *Saccharomyces cerevisiae* is complex, temporally dynamic and highly regulated (Becker et al., 2017). Early studies demonstrated that turnover of a substantial fraction of the pre-sporulation proteome was essential for the progression of meiosis in yeast (Klar and Halvorson, 1975, Zubenko and Jones, 1981). Subsequent work has demonstrated
extensive temporal regulation of translation during meiosis in yeast, serving to shape and reshape the meiotic proteome in a stage-specific manner (Brar et al., 2012). This precise regulation of protein products has been shown to be significant in numerous cases, such as the regulated degradation of Ume6 for meiotic entry, or delayed translation of Ssp2 for spore wall assembly, amongst others (Mallory et al., 2007, Tio et al., 2015, Whinston et al., 2013, Brar et al., 2012). We have previously shown that the temporally coordinated deacetylation and degradation of Snf2 is required for the proper progression of meiosis in S. cerevisiae (Venkataramanan et al., 2017). In this chapter we show that Snf2 protein is subject to regulation at the levels of translation, deacetylation, and degradation during sporulation in yeast, and begin to explore the mechanisms of this multi-level control.

The stabilization of Snf2 during sporulation upon inhibition of de novo translation by CHX treatment suggests that the synthesis of sporulation-specific factors is required for its degradation (Figure 4.1). While the identity of these potential factors is unknown, there exist numerous potential candidates. Degradation of Ume6 is absolutely critical for meiotic induction, and is mediated by Cdc20-dependent activation of the APC/C E3 ubiquitin ligase complex (Mallory et al., 2007). Cdc20 is also required during G2 and M phases of the mitotic cell cycle. The exact mechanism of the specificity of APC/C$^{Cdc20}$ during meiosis remains unknown, although it has been suggested that specificity is conferred via its association with Ime1 (Prinz et al., 1998, Mallory et al., 2007). Since we have previously shown that the degradation of Snf2 during sporulation precedes the induction of IME1 transcription, it seems unlikely that Ime1 could bestow APC/C$^{Cdc20}$ with its specificity (Venkataramanan et al., 2017). However, that does not preclude the possible existence of other activators of the APC/C playing a role in the degradation of Snf2 during sporulation.
Apart from the APC/C, other E3 ubiquitin ligase complexes in yeast have been shown to respond to the availability of nutrients. For example, the transition from logarithmic growth to quiescence upon the depletion of nutrients induces the degradation of proteins like Aah1, an adenine deaminase, by Saf1 mediated activation of the SCF ubiquitin ligase complex (Escusa et al., 2006). The activity of the Rsp5 ubiquitin ligase complex has been shown to be required for the remodeling of gene expression upon nutrient depletion in yeast, and reversing the effects of the TOR complex (Crespo et al., 2004, Cardona et al., 2009). Interestingly, Rsp5 has roles not only in inducing stress-response genes, but also in downregulating RPG mRNA levels in response to nutrient deprivation, via an as-yet-unknown mechanism (Cardona et al., 2009). Snf2 is downregulated in response to nutrient depletion during sporulation as well as during diauxic shift, which in turn leads to RPG downregulation (Venkataramanan et al., 2017, Awad et al., 2017). We postulate that the role of Rsp5 in downregulating RPG transcripts could be achieved via its targeted degradation of Snf2 in response to nutrient deprivation. Although a high-throughput screen of Rsp5 targets failed to identify Snf2 as a candidate under nutrient dense conditions, the possibility of a specific activator of Rsp5 being synthesized under nutrient deplete conditions and targeting Snf2 for degradation remains (Kus et al., 2005).

Although there is active degradation of SNF2 in early sporulation, deletion of the uORF specific to the SNF2_{5 long} transcript leads to a more rapid decrease in Snf2 levels during sporulation, indicating that the SNF2_{5 long} transcript might be experiencing active translation and contributing to the cellular pool of Snf2 (Figure 4.4A). We hypothesize that the existing pre-sporulation pool of Snf2 is degraded, replaced by de novo translated Snf2, partially from the canonical 5’ UTR containing transcript, and partially from SNF2_{5 long}. The reduced acetylation of Snf2 in the uORF^{A/A} strain could be due to preferential degradation of acetylated Snf2, via the
mechanisms postulated previously (Figure 4.4B). Results from previously published reports would predict the uORF within the SNF25'long transcript to have a repressive effect on the translation of the downstream ORF (since the uORF has a cognate start codon- AUG), however, our results demonstrate the opposite (Brar et al., 2012). Production of Snf2 from SNF25'long could be due to leaky scanning of the ribosome through the start codon of the uORF, a feature whose frequency increases under the conditions of nutrient stress under which SNF25'long’s abundance increases (Figure 4.2) (Lee et al., 2009, Palam et al., 2011, Sundaram and Grant, 2014). Alternatively, the small subunit of the ribosome could be retained on the mRNA post termination at the stop codon of the uORF followed by reformation of a ternary complex and subsequent reinitiation at the start site of the Snf2 coding sequence. In the example of the GCN4 mRNA, reinitiation has been shown to be dependent on numerous cis- and trans- factors, including the sequences flanking the uORFs, eIF3 retention on the mRNA post termination and the uORF, and the abundance of ribosomal components (reviewed in (Valasek, 2012)). Similar to the reinitiation-competent uORF1 within the GCN4 transcript, the stop codon the uORF within SNF25'long is flanked by AU-rich sequences (data not shown), which have been suggested to favor reinitiation (Grant and Hinnebusch, 1994). However, more recently, it has been demonstrated that specific sequences (Reinitiation Promoting Elements – RPEs) flanking uORF1 interact with eIF3 post termination at that uORF, and that this contact is crucial for retaining the small subunit of the ribosome and the resumption of scanning (Szamecz et al., 2008). While the nature of flanking sequences within the uORF in SNF25'long has not been experimentally tested for the presence of functional RPEs, the transcript does possess another interesting feature that could contribute to the retention of eIF3. The SNF25'long transcript has a specific, annotated m6A methylation site between the uORF and the CDS (Figure 4.6C) (Schwartz et al., 2013).
Interestingly, the methylation at the 5’ UTR site of the $SNF2_{5\prime long}$ transcript shows a pulsed pattern that appears similar to the early peak of total $m^6A$ methylation that we observe during sporulation (Figure 4.6) (Schwartz et al., 2013). Crucially, $m^6A$ within the 5’ UTR has been shown to be able to directly bind eIF3 and promote cap-independent translation initiation (Meyer et al., 2015a). Therefore, we propose a model whereby a combination of transcript elongation to expose the uORF and the $m^6A$ modification within the 5’UTR promotes reinitiation of translation within the $SNF2_{5\prime long}$ transcript, synthesizing de novo, unacetylated Snf2 to replace acetylated Snf2 that has previously been degraded. This new, unacetylated Snf2 is then localized to a new set of sporulation specific genomic loci, such as $MER1$, which promotes the progression of meiosis (Venkataramanan et al., 2017).

However, later in sporulation, a far larger fraction of the total $SNF2$ transcript comprises of the $SNF2_{5\prime long}$ transcript isoform (Figure 4.5A). If the model above were applicable throughout the process of sporulation, this, combined with the observed second wave of global $m^6A$ modification would predict increased translation of Snf2 late in sporulation; and yet, there is no detectable Snf2 protein in the yeast cells at these time points (Figure 4.6A) (Venkataramanan et al., 2017). We propose that while the $SNF2_{5\prime long}$ transcript isoform and $m^6A$ methylation of the transcript promote the translation of Snf2 during early sporulation, they in fact repress the production of new Snf2 protein late in sporulation. While the mechanisms by which this translational repression of the $SNF2$ transcript occurs are as yet unknown, both uORFs as well as $m^6A$ methylation have been shown to have context-specific repressive effects on translation. Of course, the canonical example of repression of translation by uORFs in yeast is $GCN4$, which has been discussed extensively in a previous section (Sundaram and Grant, 2014, Mueller and Hinnebusch, 1986). $m^6A$ modification has also been shown to target transcripts for
rapid degradation, thus downregulating their translation (Shi et al., 2017a, Wang et al., 2014a, Wang et al., 2014b, Schwartz et al., 2014). In the case of *Xenopus* oocyte maturation, m\(^6\)A modified transcripts have also been shown to have decreased translation, but in a stability independent manner, indicating multiple context dependent mechanisms by which m\(^6\)A modification within the *SNF2* transcript could cause translational repression (Qi et al., 2016).

Since the overall levels of the *SNF2* transcript do not suffer any sharp decline that might be indicative of degradation (data not shown), it is instructive to consider other mechanisms by which its translation could be repressed. The translation of numerous transcripts during meiosis is temporally regulated (Brar et al., 2012) and a number of meiotic transcripts are ‘protected’ from either translation or degradation through almost the entirety of meiosis (Jin et al., 2015). For at least a subset of these transcripts, this protection is achieved by the binding of Rim4 to the 5’ UTRs of the RNAs (Berchowitz et al., 2013). Rim4 is a protein that forms amyloid-like aggregates during sporulation in yeast, and in conjunction with the predicted RNA binding proteins Pes4 and Mip6, targets the localization of a number of transcripts to discrete foci within the yeast cytoplasm (Berchowitz et al., 2015, Jin et al., 2015, Jin et al., 2017). The foci serve as protective ‘storage’ for these transcripts until they are required to be translated, at which point they are dissolved by the action of the Ime2 kinase (Berchowitz et al., 2013). While the precise nature of these foci (whether they are out of phase with respect to the cytoplasm, akin to stress granules etc.) is unknown, it is feasible that the *SNF2* transcript is sequestered within them through the meiotic process.

In addition to sequestration of transcripts, there exist other mechanisms for selectivity of translation. Recently, specialized ribosomes have been shown to translate specific subsets of transcripts in mammalian cells (Simsek et al., 2017, Shi et al., 2017b). In yeast, the translation of
IME1, the primary factor that induces the meiotic transcription program, is dependent on Rpl22, a non-essential protein of the large subunit of the ribosome (Kim and Strich, 2016). The requirement for Rpl22 for translation of IME1 is relieved by the truncation of the unusually long 5’ UTR within the IME1 transcript (Kim and Strich, 2016). Interestingly, two genes, RPL22A and RPL22B, whose protein products differ very slightly, encode for Rpl22. The Rpl22 protein product specifically inhibits the splicing of the RPL22B pre-mRNA. The downregulation of the ribosome during sporulation or stationary phase greatly increases the efficiency of splicing of RPL22B, potentially altering the composition of the ribosome (Gabunilas and Chanfreau, 2016, Venkataramanan et al., 2017, Awad et al., 2017). This or other changes within the ribosome could be involved in the selective translational repression of transcripts such as SNF2 late in sporulation.

Interestingly, in addition to the 5’ m6A modification specific to SNF2\textsubscript{5’ long} isoform, SNF2 has been annotated to have an additional site of meiotically sustained m6A modification within the CDS. Prior observations have noted that transcripts that are translationally repressed under conditions of nutrient starvation are localized to stress granules (Zid and O'Shea, 2014). Remarkably, the information specifying the localization of these transcripts is encoded within the promoters of the genes (Zid and O'Shea, 2014). Although there have been no direct connections demonstrated between RNA methylation and localization to stress granules, the previously described observations combined with recent reports that m6A modifications are ‘written’ onto RNA in a co-transcriptional manner (Ke et al., 2017), as well as the observation that Ime4 is active in haploid, non-meiotic cells under conditions of nutrient stress (Yadav and Rajasekharan, 2017), lead us to hypothesize that co-transcriptional m6A modifications of the SNF2 transcript specify transcript fates. We postulate that while the ‘pulsed’ 5’ modification increases translation
efficiency of the $SNF2_{5\long}$ isoform early in sporulation, the sustained CDS modification (perhaps in combination with the uORFs) targets the $SNF2$ transcript towards stress granules during meiosis, where they are protected from both translation as well as degradation.

Why would the yeast cell store $SNF2$ transcript in a translationally null state? A previous study has indicated that translational repression without degradation in response to nutrient starvation is not a particularly widespread phenomenon in $S.\text{cerevisiae}$ (Arribere et al., 2011). Interestingly, that study identified two different classes of repressed transcripts. The first was a class of pre-shift ‘privileged’ transcripts that included the RPG encoding RNAs. The second was a set of transcripts transcribed post-shift to starvation conditions (Arribere et al., 2011). The authors postulated that the preservation of the RPG transcripts is a form of ‘bet-hedging’ by the yeast cells, conferring upon the cells a selective advantage by quickly and efficiently return to logarithmic growth upon re-encountering nutrient-replete conditions (Arribere et al., 2011). A different study showed that a set of transcripts encoding genes involved in alternate carbon source metabolism were transcriptionally upregulated but translationally repressed by localization to stress granules upon glucose starvation (Zid and O'Shea, 2014). We postulate that translational repression of the $SNF2$ transcript may be a form of the same bet-hedging phenomenon. Since Snf2 is a key transcriptional effector of the nutrient sensing Ras/PKA pathway, the low energetic requirements of its de-repression ensures rapid resumption of the glucose-dependent transcriptional program when the yeast spores reencounter nutrients after a period of sporulation. However, specifically under conditions of reintroduction of glucose and nitrogen rich media, we do not see any growth advantage conferred to the yeast cells by the uORF within the $SNF2$ transcript (Figure 4.5B). This could imply perhaps that the uORF is not the key feature in stably repressing the translation of the $SNF2$ transcript. Another possible
explanation for this observation is that the benefit conferred by the uORF may be experienced under conditions different from the ones tested. Further experiments to understand the translational regulation of SNF2, as well as how it relates to the degradation and deacetylation of the Snf2 protein, are required.

**Future directions:** Several aspects of the model proposed in previous sections remain to be tested. The outstanding question remains whether the elongated UTR of the SNF2\textsubscript{5' long} transcript is in fact functional in regulating Snf2 translation after transition to sporulation media. Polysome profiling experiments to measure ribosome occupancy within the SNF2 transcript CDS and 5’ UTR during sporulation are in progress. Further, the specific roles of various features of the elongated 5’ UTR (such as the uORF) in modulating the translation of the downstream ORF remain to be assayed. Construction of a series of reporters with various segments of the SNF2\textsubscript{5' long} 5’ UTR is currently underway, and these constructs will hopefully provide greater insight into the mechanisms and context-dependence of uORF regulation of Snf2 translation.

The precise consequences of the regulated translation of Snf2 early in sporulation are also incompletely understood. As previously mentioned, we postulate that a ‘burst’ of translation early in sporulation serves to replace the pre-existing acetylated cellular pool of Snf2 with \textit{de novo} synthesized unacetylated protein. A significant challenge to testing this hypothesis is the two-fold downregulation of SNF2 transcript observed upon deletion of the uORF region (Figure 4.4D), perhaps indicating that the genetic locus forms part of the vegetative SNF2 promoter. A workaround for this could be ablating only the start codon of the uORF, thereby retaining most, if not all of its promoter activity while removing its capacity to engage the ribosome, and measuring the impact on the levels and acetylation of Snf2 during early sporulation, and strain construction for this experiment is currently underway.
The broad question of adaptive benefits conferred by the uORF remains an intriguing one. While we observed no discernible growth advantage upon transition back into nutrient-replete media post sporulation (Figure 4.5B), it is entirely conceivable that the maintenance of the \(SNF2^{\text{uORF}}\) transcript could prove useful for cellular growth under other sub-par conditions the yeast cells are more likely to experience in nature and are therefore more likely to be adapted to. Subjecting sporulated yeast cells to a wide variety of conditions and stresses would yield a more comprehensive picture of any potential role of the \(SNF2\) uORF in conferring an adaptive fitness advantage to \textit{Saccharomyces cerevisiae}.

**Materials and Methods**

**Yeast strains and culture:** The yeast strains used in this study are listed in Table 4.1. All strains are derived from the BY or SK1 background. Yeast strains were grown in YPD (1% yeast extract, 2% peptone, 2% dextrose) medium at 30 °C.

**TABLE 4.1: Genotype and Source of Yeast Strains**

<table>
<thead>
<tr>
<th>Strain Number</th>
<th>Name</th>
<th>Genotype</th>
<th>Source or reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TJY6726</td>
<td>(WT) (BY)</td>
<td>(\text{Mata/Mata}) (\text{his3}\Delta/\text{his3}\Delta \text{leu2}\Delta/\text{leu2}\Delta) (\text{LYS2/lys2}\Delta \text{met15}\Delta/\text{MET15}) (\text{ura3}\Delta/\text{ura3})</td>
<td>(Venkataramanan et al., 2017)</td>
</tr>
<tr>
<td>TJY6917</td>
<td>(SK1) K8409</td>
<td>(\text{SK1 MATa/MAT_ HO URA3::tetO224 LEU2::tetR-GFP REC8-HA3::URA3 lye2 his3 trp1})</td>
<td>(Venkataramanan et al., 2017)</td>
</tr>
<tr>
<td>TJY7168</td>
<td>(SNF2) uORF\text{Δ/Δ}(BY)</td>
<td>(\text{Mata/Mata}) (\text{his3}\Delta/\text{his3}\Delta \text{leu2}\Delta/\text{leu2}\Delta \text{LYS2/lys2}\Delta \text{met15}\Delta/\text{MET15}) (\text{ura3}\Delta/\text{ura3}) (\text{SNF2uORF}\Delta/\text{SNF2uORF}\Delta)</td>
<td>This study.</td>
</tr>
</tbody>
</table>
The SNF2 uORFΔ/Δ (BY) ‘clean’ deletion of the uORF was generated using the delitto-perfetto method (Storici and Resnick, 2006). Briefly, in step 1, the uORF was deleted by homologous recombination and replaced with the pCORE cassette containing selectable markers KanMX6 and URA3. Subsequently, in step 2, oligonucleotides were designed to recombine with and replace the cassette introduced in step 1, generating a ‘clean’ deletion of the uORF. Deletion was confirmed by PCR amplification of the region of interest and Sanger sequencing. The SK1 K8409 uORFΔ/Δ was generated using recombination based disruption of the uORF (Longtine et al., 1998). Primers used are listed in Table 4.2.

**TABLE 4.2: Primers used for strain construction**

<table>
<thead>
<tr>
<th>Primer Name</th>
<th>5’ to 3’ Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>FP_DelPerfetto_</td>
<td>TTATTGAAACTCCTTCACCTCCCAAAAAAGACACGATTCTTAagctc</td>
</tr>
<tr>
<td>Step1</td>
<td>gtttgcacactgg</td>
</tr>
<tr>
<td>RP_DelPerfetto_</td>
<td>CTTCTTCATCATGTCTTCTTCTTCTTCTTCTTCTTCTTCACATTACTTGtecttaccat</td>
</tr>
<tr>
<td>_Step1</td>
<td>taagttgatc</td>
</tr>
<tr>
<td>FP_DelPerfetto_</td>
<td>TTATTGAAACTCCTTCACCTCCCAAAAAAGACACGATTCTTACAA</td>
</tr>
<tr>
<td>Step2</td>
<td>GTAATTGAAAAAAAAAAG</td>
</tr>
<tr>
<td>RP_DelPerfetto_</td>
<td>CTTCTTCATCATGTCTTCTTCTTCTTCTTCTTCTTCTTCTTCACATTACTTGTAAGA</td>
</tr>
<tr>
<td>_Step2</td>
<td>ATCGTGTCTTTTTTG</td>
</tr>
<tr>
<td>FP_Longtine</td>
<td>TTATTGAAACTCCTTCACCTCCCAAAAAAGACACGATTCTTACCGG</td>
</tr>
</tbody>
</table>
**Induction of sporulation:** Strains were grown in YPD overnight and diluted in GNA pre-sporulation media (5% glucose, 3% Difco Nutrient Broth and 1% Yeast Extract) to a final OD of 0.2. After 4 h, the cells are pelleted, washed with SPO media in the case of BY strains (1% potassium acetate, 0.005% zinc acetate and amino acid supplements as needed) and resuspended in SPO media and grown at 25°C (Deutschbauer et al., 2002). At the indicated time points, cells were pelleted each for RNA and/or protein analysis. For SK1 strains, SPorulation Media (SPM) media (0.3% potassium acetate, 0.02% raffinose and amino acid supplements as needed) was used in place of SPO (Padmore et al., 1991). For cycloheximide experiments, cycloheximide (Sigma) was added to sporulation cultures at a final concentration of 200 µg/ml (Stock concentration of 100 mg/ml in Dimethyl Sulfoxide (DMSO)). Cells were precipitated at the indicated times after treatment.

**RT-PCR and Real-Time PCR analysis:** RNA was isolated from cells at indicated time points using hot-phenol method. After DNase treatment (Williams et al.), 4 µg of total RNA from each time point was used to make cDNA using a cDNA synthesis kit (Fermentas). qRT-PCR was done in 10 µl reaction with gene specific primers using 1 µl of cDNA diluted 1:20 using Perfecta Sybr Green Fastmix (Quanta Biosciences) and a CFX96 Touch System (BioRad). All samples were run in triplicate for each independent experiment. qPCR primers specific to the SNF2 coding sequence (CDS) (FP: TCTGGGCTTACCAGAAATGC, RP: TATCGAGG GTGCCATTCTTC), the 5’ UTR common to both long and short SNF2 transcript

<table>
<thead>
<tr>
<th>Primer</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>RP_Longtine</td>
<td>CTTCTTCATCATGTCTTCTTCTTTTTTTTCAATTACTTGGAATT</td>
</tr>
<tr>
<td></td>
<td>CGAGCTCGTTAAAC</td>
</tr>
</tbody>
</table>
isoforms (FP: TGACGTACGTGGACCTTTTG, RP: AGCAGAAAGTCGCGATTAGAG), and SNF2 uORF (specific to SNF2\textsubscript{5\textprime}isoform, FP: GGCTATTCTGAGTAACATAAGGACAC, RP: AGCGTTAGGAACTTCACTGTATTTTC) were used to measure relative expression of each isoform (each normalized to t=0). Fraction of $\text{SNF2}_{5\textprime}$ in total $\text{SNF2}$ transcript was determined by mapping $C_t$ values to a genomic DNA standard curve to calculate ‘gDNA equivalents’ (since gDNA has intrinsic 1:1:1 abundance ratio of each amplified segment). Contiguity of $\text{SNF2}_{5\textprime}$ transcript was determined using a forward primer within the uORF and a reverse primer within the $\text{SNF2}$ CDS for polymerase chain reaction (PCR) with 1 µl of cDNA diluted to 1:20. PCR products were then run on 1.5% agarose gel with ethidium bromide. RT-PCR was also performed for scR1 gene from each cDNA sample.

**Western Blot:** Protein was isolated from cells pellets with FA-1 lysis buffer (50 mM HEPES pH 7.5, 150 mM NaCl, 1 mM ethylenediaminetetraacetic acid (EDTA), 1% Triton X-100, 0.1% Sodium Deoxycholate, 1 mM phenylmethylsulfonyl fluoride (PMSF) and protease inhibitors) using bead-beating. The buffer was supplemented with protease inhibitor cocktail tablet (Williams et al.). Total protein was resolved by sodium dodecyl sulphate-polyacrylamide gel electrophoresis. The gel was transferred to Polyvinylidene fluoride (PVDF) membrane, probed with anti-SNF2 antibody (yN-20, Santa Cruz) at a 1:200 dilution in 2% milk or anti-acetylated lysine (ST1027, Millipore) at a 1:2000 dilution in 5% milk. Signal was detected using ECL (Thermo Scientific) as per the manufacturer's instructions. For Pgk1 western blotting, the membrane was probed with anti Pgk1 antibody (Molecular probes) at a 1:3000 dilution in 5% milk.

**Immunoprecipitation:** Sporulation was induced as described earlier and 50 ml of cells at various time points were pelleted. Protein was isolated from cell pellets with FA-1 lysis buffer
(50 mM HEPES pH 7.5, 150 mM NaCl, 1 mM EDTA, 1% Triton X-100, 0.1% Sodium Deoxycholate, 1 mM PMSF and protease inhibitors) using bead-beating methods. Immunoprecipitation was performed with anti-SNF2 antibody (yN-20, Santa Cruz, 10 µl per IP) and γ-G sepharose beads and washed with the lysis buffer. Western blots were performed as described above.

**Competitive fitness assay:** SK1 yeast were sporulated to completion (~4 days in SPM) and equal number of sporulated tetrads WT and uORF^Δ/Δ were inoculated into YPD. Cell pellets were collected and the indicated time points and genomic DNA isolation was performed using bead-beating methods. The fractions of WT and uORF^Δ/Δ strains were measured by calculating the relative amounts of SNF2 uORF to CDS using the qRT-PCR method described in a previous section.

**m^6^A Dot Blot:** RNA was isolated from cells at indicated time points using hot-phenol method. After DNase treatment (Williams et al.), equal amounts of RNA (minimum of 5 µg) from each time point were denatured for 10 minutes at 65 degrees Celsius, and spotted onto ZetaProbe nylon membrane (BioRad) and allowed to dry. The membrane was then UV crosslinked, blocked with 5% non-fat dry milk in 1X TBST and probed with anti-m^6^A antibody (202-003, Synaptic Systems) at a 1:1000 dilution in 5% milk.
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Figure 4.1: Degradation of Snf2 during sporulation requires *de novo* translation of one or more unknown meiotic factor(s).

A. Western blot for levels of Snf2 protein through a time course in the BY strain, after transfer to either fresh nutrient replete media (GNA) or sporulation media (SPM). The instability of Snf2 is specific to the nutrient deficient sporulation media. Pgk1 is an internal control.

B. Western blot for levels of Snf2 protein through a time course of sporulation in the BY strain, with and without the addition of cycloheximide (CHX). The presence of CHX in
the sporulation media stabilizes Snf2 through at least 4 hours of sporulation. Pgk1 is an internal control.

C. Proposed model for the role of *de novo* translation in the degradation of Snf2. Treatment with CHX inhibits both production of Snf2 itself, as well as an as-yet-unknown sporulation-specific factor (X) targeting Snf2 for degradation. The net effect of CHX mediated translation inhibition is therefore to stabilize the existing pool of Snf2 protein.
Figure 4.2 Architecture of the SNF2 transcript. The transcriptional start site of the SNF2 coding sequence is indicated with a red arrow. The annotated transcription start site is indicated with a red bar within the 5’ UTR (Malabat et al., 2015). The 39 base long uORF is indicated with the checked box. qPCR primers for detecting the various regions of the SNF2 transcript are indicated. Schematic is not to scale.
Figure 4.3 Abundance of a $SNF2$ transcript with an extended 5’ leader transiently increases early in sporulation.

A. Quantification of transcript levels for various regions of the $SNF2$ transcript (uORF in $SNF2_{5\text{\_long}}$, $SNF2$ 5’ UTR common to all transcript isoforms, and $SNF2$ CDS) by RT-qPCR normalized to $t = 0$ in WT yeast (BY strain) at indicated times after shift to sporulation media. Error bars represent ± 1 SD. Expression of $SNF2$ uORF (and consequently $SNF2_{5\text{\_long}}$) increases dramatically within 1 hour of sporulation and decreases by 2 hours. Expression of total $SNF2$, as measured by $SNF2$ CDS levels, remains mostly unchanged.
B. PCR product indicating $SNF2_{5\text{long}}$, with forward primer within $SNF2$ uORF and reverse primer within $SNF2$ CDS in $WT$ yeast (BY strain) at indicated times after shift to sporulation media.

C. Western blot for levels of Snf2 protein in $WT$ yeast (BY strain) at indicated times after shift to sporulation media.

D. Quantification of transcript levels for various regions of the $SNF2$ transcript (uORF in $SNF2_{5\text{long}}$, $SNF2$ 5’ UTR common to all transcript isoforms, and $SNF2$ CDS) by RT-qPCR normalized to $t=0$ in $WT$ yeast (SK1 strain) at indicated times after shift to sporulation media. Error bars represent $\pm 1$ SD. Expression of $SNF2$ uORF (and consequently $SNF2_{5\text{long}}$) increases dramatically within 15 minutes of sporulation and decreases by 2 hours. Expression of total $SNF2$, as measured by $SNF2$ CDS levels, remains mostly unchanged.

E. PCR product indicating $SNF2_{5\text{long}}$, with forward primer within $SNF2$ uORF and reverse primer within $SNF2$ CDS in $WT$ yeast (SK1 strain) at indicated times after shift to sporulation media.

F. Western blot for levels of Snf2 protein in $WT$ yeast (SK1 strain) at indicated times after shift to sporulation media.
Figure 4.4 Absence of the SNF2 uORF region leads to decreased total SNF2 RNA as well as slightly faster degradation and deacetylation of Snf2 protein early in sporulation.

A. Western blot for levels of Snf2 protein in WT and uORFΔ/Δ yeast (BY strain) at indicated times after shift to sporulation media. The uORFΔ/Δ strain shows slightly faster degradation of Snf2 that WT (compare 1 and 2 hour time points between the two strains). Schematic of the deletion is show above the blots.

B. Immunoprecipitation of Snf2 at the indicated times after shift to sporulation media in WT and uORFΔ/Δ yeast (BY strain). Snf2 acetylation decreases more rapidly in uORFΔ/Δ strain (compare IP lanes 2 and 4).
C. Percent total $SNF2$ transcript that has an elongated 5’ UTR ($SNF2_{long}$) at the indicated time points after shift to sporulation media in $WT$ and $uORF^{\Delta/\Delta}$ yeast (BY strain). The fraction of the total transcript that has the elongated 5’ UTR increases 3-fold in $WT$, and is undetectable in the $uORF^{\Delta/\Delta}$ strain.

D. Total $SNF2$ transcript at the indicated time points after shift to sporulation media in $WT$ and $uORF^{\Delta/\Delta}$ yeast (BY strain), normalized to $t=0$ for the $WT$. The $uORF^{\Delta/\Delta}$ strain shows a 50% decrease in transcript levels pre-sporulation. Transcript level after 1 hour in sporulation media shows no variation between the two strains.
Figure 4.5 Proportion of \( SNF2_{5\text{long}} \) transcript increases dramatically late in sporulation, but confers no detectable fitness advantage post-sporulation in glucose-containing media.

A. Percent total \( SNF2 \) transcript that has an elongated 5’ UTR (\( SNF2_{5\text{long}} \)) at the indicated time points after shift to sporulation media in BY and SK1 strain backgrounds. Approximately a quarter to a third of total \( SNF2 \) transcripts have the elongated 5’ UTR within 18 hours in sporulation media in the BY strain. Note that there is no detectable Snf2 protein at this late time point (Venkataramanan et al., 2017). SK1 strain has significantly higher pre-sporulation fraction of the \( SNF2_{5\text{long}} \) transcript, but also shows increase within 18 hours of sporulation.

B. Competitive fitness assay between \( WT \) and \( uORF^{\Delta:KanMX,D:KanMX} \) yeast (SK1 strain) in
YPD post-sporulation. Relative levels of each strain were assayed at the indicated time points using qPCR on gDNA isolated from the culture. Strains grew at comparable rates through a 24-hour time course. The $SNF2$ uORF confers no observable post-sporulation advantage to the yeast.
Figure 4.6 Two waves of global m\(^6\)A methylation during sporulation; and methylation sites on the \textit{SNF2} transcript.

A. Top panel: Dot blot for levels of total m\(^6\)A methylated RNA in diploid BY and SK1 yeast strains undergoing sporulation. Bottom panel: Quantification of top, normalized to t=0 of the respective strain. Two temporally distinct waves of m\(^6\)A methylation are observed;
the first wave cresting and ebbing within 2 hours of transfer to sporulation media, and a second, sustained wave between 6-18 hours post transfer.

B. Top panel: Dot blot for levels of total m\(^6\)A methylated RNA in diploid BY and SK1 yeast strains transferred to sporulation media. Bottom panel: Quantification of top, normalized to t=0 of BY yeast. The first wave of m\(^6\)A methylation (0-2 hours) mimics the wave of \(SNF25'\)long observed in early sporulation (Figure 4.3). SK1 strains display far higher methylation levels than BY.

C. Potential m\(^6\)A methylation sites within the \(SNF2\) transcript, as identified previously (Schwartz et al., 2013). Note that the methylation site within the 5’ UTR is upstream of the annotated TSS and is therefore unique to the \(SNF25'\)long transcript isoform. The methylation site within the coding sequence is 4973 nucleotides from the start (AUG), and 140 nucleotides from the end of the coding sequence. Schematic is not to scale.
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Despite its relatively streamlined genome, there are many important examples of regulated RNA splicing in Saccharomyces cerevisiae. Here, we report a role for the chromatin remodeler SWI/SNF in respiration, partially by regulation of splicing. We find that a nutrient-dependent decrease in Snf2 leads to an increase in splicing of the PTC7 transcript. The spliced PTC7 transcript encodes a mitochondrial phosphatase regulator of biosynthesis of coenzyme Q₆ (ubiquinone or CoQ₆) and a mitochondrial redox-active lipid essential for electron and proton transport in respiration. Increased splicing of PTC7 increases CoQ₆ levels. The increase in PTC7 splicing occurs at least in part due to down-regulation of ribosomal protein gene expression, leading to the redistribution of spliceosomes from this abundant class of intron-containing RNAs to otherwise poorly spliced transcripts. In contrast, a protein encoded by the non-spliced isoform of PTC7 represses CoQ₆ biosynthesis. Taken together, these findings uncover a link between Snf2 expression and the splicing of PTC7 and establish a previously unknown role for the SWI/SNF complex in the transition of yeast cells from fermentative to respiratory modes of metabolism.

Similar to other eukaryotic genomes, genes in Saccharomyces cerevisiae may be interrupted by non-coding sequences, called introns. Introns are removed from the pre-mRNA through the action of the spliceosome, a macromolecular machine composed of five small nuclear ribonucleoproteins. The spliceosome recognizes consensus sequence signals on the pre-mRNA, termed splice sites, by which it subsequently binds to the intron and catalyzes its removal via two transesterification reactions (1). Pre-mRNA splicing is critical for accurate gene expression in all eukaryotes, and there is significant evidence that alterations in microenvironments, such as changes in the chromatin state or chromatin-modifying factors, can affect splicing outcomes (1). However, the mechanisms for how chromatin and chromatin factors influence splicing are not completely understood.

Although the genome of S. cerevisiae contains a smaller number of introns than metazoan genomes, there are, nonetheless, numerous examples of intron-dependent gene regulation (2). The largest functional class of intron-containing genes (ICGs) in budding yeast is ribosomal protein genes (RPGs) that encode the protein components of the ribosome. Therefore, the energy-intensive process of translation is under the heavy regulatory control of the spliceosome, such that splicing of RPGs can be finely tuned to the cells’ environmental conditions and to nutrient availability (3).

Interestingly, this enrichment of introns within RPGs impacts the splicing of, as well as provides an opportunity for the regulation of, other ICGs within the yeast genome. About a third of yeast introns occur in RPGs, and the high transcription levels of these genes means that about 90% of the intron load encountered by the spliceosome is from this one functional class of genes (4). Indeed, the prevalence of RPG introns functions to titrate spliceosomes away from other introns, especially those containing suboptimal splice sites. Conversely, down-regulating RPG expression promotes the splicing of transcripts harboring suboptimal splice sites. This effect is perhaps best described during the process of yeast meiosis. Under conditions of vegetative growth, a number of meiosis-specific ICGs are expressed, but they possess suboptimal splice sites and are therefore poorly recognized by the spliceosome and suboptimally spliced. However, upon the down-regulation of RPGs during meiosis, increased availability of the previously limiting pool of spliceosomes leads to improved splicing efficiency of introns in meiosis-specific transcripts (5, 6).
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There are other important examples of intron-based regulation in S. cerevisiae, especially among ICGs with non-consensus splice sites (7, 8). One such gene is PTC7, which encodes a Mg²⁺,/Mn²⁺-dependent, type 2C serine/threonine protein phosphatase (9). The intron within PTC7 is particularly intriguing because it contains a non-consensus branch-point sequence, rendering its splicing relatively inefficient under logarithmic growth conditions. The PTC7 intron lacks a premature termination codon and is translated in-frame. The longer, non-spliced (ns) form of the PTC7 RNA encodes a longer protein (Ptc7ₙₙ) that contains a single trans-membrane helix located near the N terminus but is otherwise identical to the protein isoform derived from the spliced PTC7 RNA (Ptc7ₙ₇). The read-through nature of the PTC7 intron is conserved across yeast species, indicating potential functionality for both Ptc7ₙ₇ and Ptc7ₙₙ protein isoforms (10). Ptc7ₙₙ has been localized to the nuclear membrane, whereas Ptc7ₙ₇ is located within mitochondria (10). Ptc7₇ₙ₇ has been implicated in regulation of coenzyme Q (also termed ubiquinone or CoQ) biosynthesis via its phosphatase activity (11, 12). However, mechanisms of regulation of Ptc7 itself and the role of the evolutionarily conserved Ptc7ₙₙ isoform remain outstanding questions.

CoQ is a redox-active lipid composed of a fully substituted benzoquinone ring and a polyisoprenoid tail and is required for mitochondrial electron transport. The length of the polyisoprenoid group is species-specific: humans produce CoQ₁₀ and S. cerevisiae produce CoQ₉₀ with 10 and 6 isoprene units, respectively. The primary role of CoQ in the inner mitochondrial membrane is to accept the electrons from complex I and complex II and pass those electrons to complex III. Several other metabolic pathways, such as pyrimidine synthesis, sulfate oxidation, and fatty acid β-oxidation, rely on CoQ as an electron carrier (13). CoQ is present in all intracellular membranes, where it may function as a lipid-soluble antioxidant. Several human syndromes, including encephalomyopathy, ataxia, cerebellar atrophy, myopathy, and steroid-resistant nephrotic syndrome, are linked to primary deficiencies in CoQ biosynthesis (14–17).

Mitochondrial proteins are responsible for facilitating the biosynthesis of CoQ₆ in S. cerevisiae and include Coq1–Coq11 (18). Many of the Coq proteins necessary for the biosynthesis of CoQ₆ associate in a high-molecular weight complex (termed the “CoQ-synthome”), a multisubunit complex that is peripherally associated with the inner mitochondrial membrane on the matrix side (18). Ptc7₇ₙ₇ has been shown to localize to the mitochondria, where it is thought to regulate the phosphorylation state of Coq7 (11) and/or influence mitochondrial respiratory metabolism (12). In the former case, Ptc7₇ₙ₇ is believed to control, at least in part, the phosphorylation state of the Coq7 polypeptide, which modulates its hydroxylase activity. Coq7 catalyzes the hydroxylation of 5-demethoxy-Q₆ (DMQ₆), the penultimate step in the biosynthesis of CoQ₆ in yeast (19, 20).

The conserved SWI/SNF complex utilizes ATP hydrolysis by Snf2, the catalytic subunit, to disrupt specific histone–DNA contacts, resulting in the sliding or eviction of nucleosomes from the locus. As a result, Snf2 activity contributes to transcriptional regulation (21, 22). The genome-wide distribution of SWI/SNF is responsive to conditions of stress, and the complex is required for transcription of a number of stress response genes (23, 24). We have previously reported that levels of Snf2 change in response to nutrient conditions. We have also reported that the change in Snf2 leads to changes in levels of RPG transcripts, thereby regulating splicing outcomes (6). Here, we show that changes in levels of Snf2 modulate the CoQ₆ biosynthetic pathway in S. cerevisiae. First, we show that deletion of Snf2 alters the relative levels of Ptc7₇ₙ₇ and Ptc7ₙₙ isoforms in yeast and increases both the rate of synthesis and steady-state levels of CoQ₆. This is due to down-regulation of RPG transcripts and an increase in the available pool of spliceosomes. Moreover, we find that the Snf2 protein is down-regulated over time under batch growth conditions and nutrient depletion, and together with a concomitant increase in the splicing of PTC7, this leads to higher CoQ₆ levels in preparation for the transition from a fermentative mode of metabolism to a respiratory mode. Furthermore, we show that the two Ptc7 isoforms have opposing effects on the CoQ₆ biosynthetic pathway, which may explain contradictory reports in the literature about the effects of Ptc7 on CoQ₆ levels (11, 12). Importantly, although Snf2 is down-regulated in response to nutrient-depleted conditions, it is nonetheless required for growth on nonfermentable carbon sources, suggesting that dynamic control of Snf2 levels is crucial for the transition from fermentation to respiration.

Results

Deletion of Snf2 leads to enhanced splicing of PTC7 and a shift in the ratios of Ptc7 protein isoforms

Previously published RNA sequencing data for yeast lacking Snf2, the core ATPase component of the SWI/SNF complex (GEO accession number GSE94404), revealed an increase in splicing of a number of introns (6). Satisfyingly, the greatest improvement in splicing upon deletion of Snf2 is experienced by RPL22B, via a previously described mechanism consistent with down-regulation of RPG expression (25). The next two largest improvements in splicing efficiency are experienced by YBR062C (an ORF of unknown function) and PTC7, a previously described type 2C serine/threonine mitochondrial phosphatase that contains all 11 canonical motifs of the PPM family (type 2C) protein phosphatases, previously reported to play a role in CoQ₆ biosynthesis in yeast (11) (Fig. 1A). This increase in splicing of PTC7 RNA was verified by RT-PCR (Fig. 1B). In addition, the results from the RNA-seq and RT-PCR were also independently verified by qPCR (data not shown). It has previously been demonstrated that increased splicing of poorly recognized introns can be achieved by decreased expression of competing, highly expressed RPGs (5). Furthermore, we have shown that deletion of Snf2 causes en masse down-regulation of RPGs and consequent improvement in splicing of a large number of introns (6). RPG down-regulation in the absence of Snf2 was validated by RT-PCR analysis. For example, expression of RPS16A and RPL34B, two intron-containing RPGs, is down-regulated in snf2Δ yeast compared with WT (Fig. 1C).

The PTC7 transcript makes two distinct protein isoforms, one from the nonsliced and one from the spliced RNA. The spliced isoform (Ptc7₇ₙ₇) localizes to the mitochondria, whereas
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Figure 1. Deletion of SNF2 enhances splicing of PTC7 and the steady-state levels of the short Ptc7 protein isoform. A, deletion of SNF2 enhances splicing of a subset of yeast RNAs, including PTC7. The scatter plot shows changes in splicing of individual introns in snf2Δ yeast over WT plotted against expression in WT. Percentage change in splicing is calculated as 100 × (S.E. in snf2Δ − S.E. in WT)/S.E. in WT. PTC7 is represented by the red dot. B, expression and splicing of PTC7 in WT and snf2Δ yeast with HA-tagged and untagged Ptc7. Semi-quantitative analysis of splicing efficiency of PTC7 mRNA is indicated below each lane. sOR1 served as an internal control. Gray bars, exons of the RNA; thin gray line, intron. C, RT-qPCR measurement of selected intron-containing RPF transcripts between WT and snf2Δ yeast strains. Shown is the mean of three biological replicates (unpaired Student’s t test, *p < 0.05). Error bars. S.D. D, deletion of SNF2 affects steady-state levels of HA-tagged Ptc7 proteins. Proteins derived from the nonspliced and spliced forms of the PTC7-HA RNA are denoted as Ptc7HA and Ptc7HA, respectively. Pgkt1 (phosphoglycerate kinase 1) served as a loading control. E, serial dilutions (5-fold) of WT BY4741, snf2Δ, and coq2Δ (negative respiratory-deficient control) W303 background, because the deletion is unstable in the BY background) on YP agar plates with the indicated carbon sources.

the nonspliced isomorph (Ptc7sp) has been reported to localize to the nuclear envelope (10). The PTC7 gene was endogenously HA-tagged, and Western blot analysis demonstrated that deletion of Snf2 leads to an increase in the levels of Ptc7 compared with Ptc7sp (Fig. 1D). It is noteworthy that the increase in the ratio of Ptc7/Ptc7sp polypeptides in the WT and snf2Δ cells appears to be greater than the increased ratio of spliced/unspliced RNA.

It has previously been demonstrated that yeast strains lacking Snf2 fail to grow on non-fermentable carbon sources, such as glycerol or acetate (26). However, snf2Δ mutants frequently incur secondary mutations, and the growth of such strains can resemble WT. Therefore, growth on fermentable and non-fermentable carbon sources was used as a quality control for the assessment of the bona fide phenotype (24) of snf2Δ prior to each experiment (Fig. 1E).

Deletion of Snf2 leads to increased CoQ₆ synthesis in yeast and improves the flux from DMQ₆ to CoQ₆

Ptc7 has previously been described as playing a role in regulating CoQ₆ synthesis in S. cerevisiae (11). A schematic of the entire CoQ₆ biosynthetic path with 4-hydroxybenzoic acid as the ring precursor and the role of Ptc7 is detailed in Fig. 2A. Ptc7 is thought to enhance CoQ₆ biosynthesis via its activation of Coq7 and subsequent catalysis of the hydroxylation of DMQ₆, the penultimate step of CoQ₆ biosynthesis (Fig. 2B) (11, 27).

13C₆-Labeled 4-hydroxybenzoic acid (13C₆-4HB), a ring precursor for Q biosynthesis, was used to determine the levels of 13C₆-CoQ₆ biosynthesis in WT versus snf2Δ yeast grown to similar culture densities. The absence of Snf2 causes increased steady-state levels of CoQ₆ and increased de novo biogenesis of 13C₆-CoQ₆ (Fig. 3A). Additionally, there are significant changes in the levels of de novo synthesized DMQ₆ as well as 3-hexa-
prenyl-4-hydroxybenzoic acid (HHB), an early CoQ\(_6\) biosynthetic intermediate (Fig. 3, B and D). Consistent with the increased synthesis of CoQ\(_6\) being a consequence of Ptc7 action, the snf2\(\Delta\) yeast show significantly lower ratios of \(^{13}\text{C}_4\)-DMQ\(_6\) level to \(^{13}\text{C}_4\)-CoQ\(_6\) content, indicating a significant increase in the efficiency of conversion of DMQ\(_6\) to CoQ\(_6\), namely the step catalyzed by Coq7, a target of Ptc7\(\Delta\) (Fig. 3C) (11). Strikingly, we also observe that the levels of both steady-state and de novo synthesized HHB are significantly lower in snf2\(\Delta\) than in the WT yeast (Fig. 3D). This suggests that the deletion of Snf2 not only causes higher CoQ\(_6\) production by regulating catalysis from DMQ\(_6\) but that it also funnels the early precursors more efficiently than WT, thus allowing a more streamlined conversion of intermediates of the pathway to the overall product of CoQ\(_6\). This is reinforced by the observation that snf2\(\Delta\) yeast show significantly lower ratios of \(^{13}\text{C}_4\)-HHB to \(^{13}\text{C}_4\)-CoQ\(_6\) content (Fig. 3E).

Depletion of Snf2 during batch growth is associated with increased Ptc7 splicing and increased CoQ\(_6\) production

Because snf2\(\Delta\) yeast have a significantly slower growth rate than WT, we considered the possibility that the increased CoQ\(_6\) produced by
Figure 3. Deletion of SNF2 leads to increased steady state levels and de novo CoQ₆ biosynthesis in yeast and improves the flux from DMQₒ to CoQ₆.  
A, levels of steady-state CoQ₆ (¹³C-CoQ₆, blue bars) and de novo synthesized CoQ₆ (¹²C-CoQ₆, orange bars) were determined in WT and snf2Δ yeast. ¹³C-4HB was added during midlog phase (A₆₀₀ = 0.5), and labeling was allowed to proceed until a cell density of A₆₀₀ = 1.75 was reached by both strains. ¹³C-CoQ₆ and ¹²C-CoQ₆ present in yeast cell pellets were quantified by HPLC-MS/MS, as described under “Experimental procedures.” Error bars, S.D. of n = 3 biological replicates (unpaired Student’s t test between corresponding bars for snf2Δ and WT; *, p < 0.005; ***, p < 0.0005). B, levels of steady-state (¹²C-DMQₒ, blue bars) and de novo synthesized DMQₒ (¹³C-DMQₒ, orange bars) were determined in WT and snf2Δ yeast. DMQₒ was determined from the same cultures as in A. Error bars, S.D. of n = 3 biological replicates (unpaired Student’s t test between corresponding bars for snf2Δ and WT; *, p < 0.005; ***, p < 0.0005). C, ratios of ¹³C-DMQₒ/¹²C-CoQ₆ in WT and snf2Δ yeast, depicting flux of conversion of ¹²C-DMQₒ to ¹³C-CoQ₆. Error bars, S.D. of n = 3 biological replicates (unpaired Student’s t test between corresponding bars for snf2Δ and WT; *, p < 0.005; ***, p < 0.0005). D, levels of steady-state HHB (¹³C-HHB, blue bars) and de novo synthesized HHB (¹³C-HHB, orange bars) were determined in WT and snf2Δ yeast. HHB was determined from the same cultures as in A. Error bars, S.D. of n = 3 biological replicates (unpaired Student’s t test between corresponding bars for snf2Δ and WT; *, p < 0.005; ***, p < 0.0005). E, ratios of ¹³C-HHB/¹²C-CoQ₆ in WT and snf2Δ yeast, depicting flux of conversion of ¹²C-HHB to ¹³C-CoQ₆. Error bars, S.D. of n = 3 biological replicates (unpaired Student’s t test between corresponding bars for snf2Δ and WT; ***, p < 0.0005).  

synthesis was a consequence of the increased time in culture required to achieve equal cell density. To address this, rates of CoQ₆ biosynthesis in WT and snf2Δ yeast were determined at timed intervals of culture. First, measurements of steady-state and de novo synthesis rates of CoQ₆ between 2 and 12 h of batch growth in YPD revealed that whereas there is indeed an increased rate of synthesis in the snf2Δ yeast strain, the steady-state levels of CoQ₆ plateau within 4–6 h of labeling (Fig. 4A). We also observe decreasing levels of Snf2 as the time course progresses and nutrients are depleted (Fig. 4B). Consistent with the role of Snf2 in RPG transcription, RPG levels decrease with time in batch cultures of yeast, in a manner that tracks well with decreasing levels of Snf2 (Fig. 4C). This decrease also coincides with a concomitant increase in the splicing of PTC7 (Fig. 4, D and E). Notably, splicing of the PTC7 transcript in snf2Δ yeast starts off higher than in WT yeast, but as Snf2 is depleted from the WT strain, splicing of the PTC7 transcript approaches the levels of splicing in the snf2Δ strain (Fig. 4F). To better understand the kinetics of CoQ₆ synthesis, a shorter time course was performed to capture points preceding the plateau, between 0 and 5 h of labeling. Within 4 h after labeling with ¹³C-4HB precursor, significant down-regulation in the levels of Snf2 protein is evident (Fig. 5A). The decrease in the level of Snf2 protein is mirrored in the increase in splicing efficiency of PTC7 transcript in the WT strain (Fig. 5, B–E). It is interesting to note that the PTC7 transcript is initially better spliced in the snf2Δ strain than in WT, but as the levels of Snf2 in the WT yeast decrease, splicing improves to a degree comparable with the snf2Δ strain (Fig. 5, D and compare C and E). Additionally, there is a striking increase in the overall CoQ₆ product and its de novo biosynthesis in the snf2Δ yeast within 0–5 h of labeling, as compared with CoQ₆ levels of the WT...
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Figure 4. Snf2 levels decrease during batch growth, coinciding with increased PTC7 splicing and increased CoQ₆ synthesis. A. levels of steady-state CoQ₆ (1⁵-C₆-CoQ₆, blue bar) and de novo synthesized CoQ₆ (1³-C₆-CoQ₆, orange bar) in WT and snf2Δ yeast were determined at the designated hours after labeling with ¹⁵-C₆-4HB. Error bars, S.D. of n = 3 biological replicates (unpaired Student’s t-test between corresponding bars for snf2Δ and WT; *p < 0.05; **, p < 0.005). B. steady-state levels of Snf2 protein in WT cells corresponding to samples from A were determined by immunoblot. Pgm1 served as a loading control. C. RT-qPCR measurement of selected intron-containing RPG transcripts (black line) and Snf2 protein levels (green line) in WT yeast cells were determined at the designated hours after labeling with ¹³-C₆-4HB as indicated in A. Shown is the mean of three biological replicates. Error bars, S.D. D. expression and splicing of PTC7 in WT and snf2Δ yeast cells corresponding to samples from A. PCR products representing the spliced and nonspliced forms are indicated. E. Quantification of splicing of PTC7 transcript (black line) and Snf2 protein levels (green line) in WT yeast cells corresponding to samples from D. Snf2 protein levels were previously depicted in C and are shown here again for purposes of comparison. Shown is the mean of three biological replicates. Error bars, S.D. F. Quantification of splicing of PTC7 transcripts in WT and snf2Δ yeast cells corresponding to samples from D. The splicing of WT PTC7 shown in D is depicted again here for purposes of comparison. Shown is the mean of three biological replicates. Error bars, S.D. (unpaired Student’s t-test; *p < 0.05).

During the same time course (Fig. 6, compare A and F). Furthermore, the gradual increase in CoQ₆ biosynthesis observed in the WT strain plateau at 3–4 h after labeling (Fig. 6A), by which point the significant down-regulation in the levels of Snf2 protein is also evident (Fig. 5A). The steady-state and de novo synthesized levels of DMQ₆ and HHB were also measured in the 5-h time course of WT and snf2Δ yeast (Fig. 6, B, C, G, and H). Strikingly, the conversion of de novo DMQ₆ to CoQ₆ increases (as shown by the decreased ratio of ¹³-C₆-DMQ₆ to ¹³-C₆-CoQ₆) in a manner concurrent with the decrease in Snf2 levels and increase in PTC7 splicing in WT (compare Fig. 6D with Fig. 5A and B). In fact, as the levels of Snf2 in WT yeast decrease, the conversion efficiency of DMQ₆ to CoQ₆ approaches the low ratio of DMQ₆ to CoQ₆ in snf2Δ yeast (Fig. 6, compare D and I). The role of Ptc7 in the increased synthesis of CoQ₆ in the absence of Snf2 can be inferred from the observation that whereas the conversion efficiency from DMQ₆ to CoQ₆ is higher in the absence of Snf2, the level of DMQ₆ itself does not change appreciably between WT and snf2Δ yeast over the 5-h time course (Fig. 6, compare B and G). However, the snf2Δ cells also show significantly lower rates of HHB synthesis (Fig. 6, compare C and H), as well as lower ratios of ¹³-C₆-HHB to ¹³-C₆-CoQ₆ content (Fig. 6, compare E and J), consistent with the observation that deletion of Snf2 markedly accelerates the synthesis of CoQ₆, presumably by expediting the conversion of these intermediates to the final product.

**RPG down-regulation in general leads to increased PTC7 splicing**

Our previous work showed that Snf2-dependent down-regulation of ribosomal protein genes enhances splicing, particularly of genes with nonconsensus splice sites. To determine whether the observed increase in PTC7 splicing is a consequence of RPG down-regulation per se, rapamycin was used to inhibit target of rapamycin (TOR)-dependent RPG transcription in a snf2-independent manner (28) (Fig. 7A). It has also been previously published that rapamycin mitigates certain mitochondrial disorders in Drosophila and improves lifespan in response to TOR inhibition, purportedly by modulating carbon metabolism (29). In our work, rapamycin treatment led to a significant increase in the splicing of the PTC7 transcript (Fig. 7B and C). As previously observed, the change in the ratio of Ptc7/pTC7 Δ protein (Fig. 1D) is greater than the change in the ratio of spliced to nonspliced transcript upon the deletion of Snf2 (Fig. 1B). This suggests that whereas Snf2-dependent RPG down-regulation changes the splicing of the PTC7 transcript,
Figure 5. The decrease in Snf2 levels over time in batch cultures of WT yeast cells corre-lates with enhanced splicing of PTC7 mRNA. A, steady-state levels of Snf2 protein in WT cells corresponding to samples from indicated time points were determined by immunoblot. Pfk1 (phosphoglycerate kinase 1) served as a loading control. B, expression and splicing of PTC7 in WT yeast cells corresponding to samples from A; PCR products represent the spliced and nonspliced forms, as indicated. C, quantification of splicing of PTC7 transcript (black line) in WT yeast cells corresponding to samples from B. Shown is the mean of three biological replicates. Error bars, S.D. D, the Snf2 protein is absent in snf2A cells corresponding to samples from the indicated time points as determined by immunoblot. Pfk1 served as a loading control. E, expression and splicing of PTC7 in snf2A yeast cells corresponding to samples from D; PCR products representing the spliced and nonspliced forms are indicated. F, quantification of splicing of PTC7 transcript (red line) in snf2A yeast cells corresponding to samples from E. Shown is the mean of three biological replicates. Error bars, S.D. (unpaired Student’s t test between corresponding bars for snf2A and WT in C; *, p < 0.05; **, p < 0.005).

There are probably additional layers of gene regulation that control the relative levels of the Ptc7Δ and Ptc7nΔ protein isoforms. Experiments probing these mechanisms are currently ongoing. Nonetheless, these results are consistent with a model whereby down-regulation of RPG expression redirects spliceosomes from these abundant transcripts to otherwise poorly spliced transcripts, such as PTC7 (5, 6). In light of the role of Snf2 in RPG expression, changes in Snf2 levels allow fine-tuning of splicing in response to the cell’s metabolic needs.

Ptc7 isoforms have differing and opposing effects on CoQ8 synthesis

The predicted structures of the two isoforms of Ptc7, Ptc7Δ and Ptc7nΔ, have been modeled (Fig. 8, A and B). In fact, the Ptc7nΔ contains a transmembrane helix, encoded for by the PTC7 intron, which is capable of spanning the nuclear membrane. Overall, the presence of this transmembrane helix is not predicted to influence the folding of the rest of the protein, thus potentially retaining its phosphatase activity (Fig. 8).

To determine the effect of each Ptc7 isoform on CoQ8 synthesis, we assayed CoQ8 levels in cells expressing both forms of Ptc7, Ptc7Δ only, Ptc7nΔ only, or neither (ptc7Δ). As reported previously, there is no significant change in CoQ8 synthesis levels in the ptc7Δ mutant (12, 30). However, exclusive expression of Ptc7Δ leads to an increase in CoQ8 synthesis, whereas exclusive expression of Ptc7nΔ leads to a decrease in CoQ8 synthesis (Fig. 9A). The relative RNA levels from each strain are shown (Fig. 9B). Moreover, there are no significant changes observed in the protein levels of Snf2 or Coq7, the target of Ptc7 activity (Fig. 9C), in these strains. Whereas each of these isoforms was expressed within the endogenous context and from the endogenous PTC7 promoter, protein levels of the Ptc7nΔ appeared to be increased relative to the other isoforms (Fig. 9, B and C), perhaps due to a cellular feedback mechanism that increases expression or enhances stability of Ptc7nΔ.

The steady-state and de novo synthesized levels of CoQ8 were also measured in a 5-h time course with the yeast strains expressing either Ptc7nΔ or Ptc7Δ. Both steady-state and de novo CoQ8 biosynthesis are significantly lower in Ptc7nΔ strain than in the Ptc7Δ, and in fact appear to be actively repressed, suggesting that the two isoforms of Ptc7 have differing and opposing effects on CoQ8 biosynthesis (Fig. 9D). In addition, the exclusive presence of Ptc7Δ causes increased de novo biosynthesis of CoQ8 as compared with the exclusive presence Ptc7nΔ (Fig. 9D). Whereas the positive effect of Ptc7Δ on CoQ8 biosynthesis is consistent with the mechanisms of Ptc7 action described previously, it is clear that Ptc7nΔ has a repressive effect on CoQ8 biosynthesis (compare Ptc7nΔ and Ptc7Δ in Fig. 9A). To begin to elucidate the mechanism of this repression, we assayed the mRNA transcript levels of genes encoding components of the CoQ8 biosynthetic complex (viz. COQ1–11 and PTC7). On average, there is little change in the expression of the complex upon deletion of Snf2 (Fig. 9, G and H) or with the exclusive expression of Ptc7Δ. However, exclusive expression of Ptc7nΔ is associated with pronounced down-regulation of every
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B. DMQ₆ levels
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D. $^{13}$C-DMQ₆/$^{13}$C-CoQ₆ ratios

E. $^{13}$C-HHB /$^{13}$C-CoQ₆ ratios

F. CoQ₆ levels

G. DMQ₆ levels

H. HHB levels

I. $^{13}$C-DMQ₆/$^{13}$C-CoQ₆ ratios

J. $^{13}$C-HHB /$^{13}$C-CoQ₆ ratios
Figure 7. RPG down-regulation and redistribution of spliceosomes result in increased PTC7 splicing. A, RT-qPCR measurement of selected intron-containing RPG transcripts between WT yeast treated with rapamycin and a vehicle control. Mean of three biological replicates (unpaired Student’s t-test; **p < 0.005). Error bars. S.D. B, expression and splicing of PTC7 in WT yeast treated with rapamycin and a vehicle control (DMSO). PCR products representing the spliced and unspliced forms are indicated. C, quantification of three independent biological replicates of B (unpaired Student’s t-test; ***p < 0.0005). Error bars. S.D.

Figure 6. Overall conversion efficiency of the CoQ0 biosynthetic pathway increases upon depletion of Snf2, with increased conversions of both DMOQ to CoQ0 and HHH to CoQ0. A, levels of steady-state CoQ0 (1\textsuperscript{4}C-CoQ0, blue bars) and de novo synthesized CoQ0 (1\textsuperscript{4}C-CoQ0, orange bars) in WT yeast cells were determined at the designated hours after labeling with 1\textsuperscript{4}C-4HB. Error bars. S.D. of n = 3 biological replicates. B, levels of steady-state DMOQ (1\textsuperscript{4}C-DMOQ, blue bars) and de novo synthesized DMOQ (1\textsuperscript{4}C-DMOQ, orange bars) in WT yeast were determined at the designated hours after labeling with 1\textsuperscript{4}C-4HB. Error bars. S.D. of n = 3 biological replicates. The 0-h time point is excluded, because the ratio is not indicative of pathway conversion. 
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Figure 8. Structural predictions of mitochondrial Ptc7, and nuclear membrane traversing Ptc7, A, PHYRE2 homology modeling of mature mitochondrial Ptc7, which is experimentally determined to start at amino acid Gly⁴⁴ (46). 65% of residues modeled at >90% confidence (15% of residues modeled ab initio). The N terminus and C terminus of the protein are shown. B, PHYRE2 homology modeling of nuclear membrane Ptc7. The predicted trans-membrane helix encoded by the intron is shown in cyan. 86% of residues modeled at >90% confidence (14% of residues modeled ab initio). To show the interaction with the nuclear membrane, the N-terminal loop residing on the one side of the nuclear membrane is proposed to be linked to the modeled transmembrane helix, which is then proposed to be linked to the rest of the Ptc7 protein that is predicted to reside on the alternate side of the nuclear membrane. The nine black dashes connecting the helix to the larger portion of the protein represent nine amino acids in the intron that were in an unmodeled region.

These data reveal a novel role for Snf2 in respiration and specifically in the transition from a largely fermentative mode of metabolism to a largely respiratory one in S. cerevisiae, as shown by the model in Fig. 11. Under conditions of high nutrient availability, Snf2-dependent transcription of intron-rich RPGs sequesters spliceosomes away from transcripts with weak splice sites, such as PTC7. As a consequence, both isoforms of the Ptc7 protein are appreciated at appreciable levels, and their opposing effects on CoQ₆ synthesis ensure that CoQ₆ is maintained at a relatively low level. As the nutrients in the medium are depleted, the levels of Snf2 and, consequently, RPG transcripts, decrease concurrently, freeing up spliceosomes to act on PTC7. This leads to better splicing of PTC7 and a shift in the relative abundances of the two protein isoforms, which eventually leads to an increase in CoQ₆ synthesis.

Discussion

Whereas it has been broadly acknowledged that chromatin states and chromatin factors influence splicing outcomes in various organisms, identifying the functional importance of such regulation under biologically relevant conditions remains a challenge. We have shown previously that down-regulation of Snf2, the core ATPase component of the SWI/SNF chromatin-remodeling complex, in response to nutrient depletion leads to a change in cellular splicing outcomes due to down-regulation of RPGs and subsequent redistribution of spliceosomes (5, 6). We show here that Snf2-dependent changes in splicing of PTC7 during yeast growth, combined with the general conditions in the cell in the absence of Snf2, causes a shift in the ratio of two distinct isoforms of the Ptc7 protein that have distinct and opposing effects on CoQ₆ biosynthesis. This change in the ratio of the isoforms is concomitant with an increase in CoQ₆ levels in the cell, preparing for the transition from a largely fermentative to a respiratory mode of metabolism.

Previous studies have presented contradictory evidence regarding the involvement of PTC7 in CoQ₆ biosynthesis. Ptc7 is required for the dephosphorylation of Coq7, thus transitioning Coq7 to its “active” form, which is able to catalyze the penultimate step of the CoQ₆ pathway. This led to the prediction that the ptc7Δ strain would demonstrate decreased CoQ₆ synthesis, as assayed by quantification of lipids from purified mitochondria (11). Surprisingly, although Ptc7 supports general respiratory function, the absence of PTC7 does not lead to a deficiency in CoQ₆ levels, as assayed in lipid extracts of whole cells (12) (Fig. 9A). The studies here help to resolve this apparent contradiction. Studies with the ptc7Δ cells fail to address the opposing roles that the two Ptc7 isoforms have in the cell under WT conditions. Only cells with the capacity to express both Ptc7₆ and Ptc7₈ can accurately reflect the full extent of Ptc7 function. We demonstrate that exclusive expression of Ptc7₈ has a significant repressive effect on CoQ₆ biosynthesis (Fig. 9, A and D). Notably, the rates of conversions from precursors in the pathway to the final product remained unchanged, indicating down-regulation of the entire pathway (Fig. 10, C and D). Consistent with this, we observe down-regulation of almost all of the components of the CoQ₆ biosynthetic complex under exclusive expression of Ptc7₈ (Fig. 9F). The mechanism by which Ptc7₈ affects RNA expression is as yet unknown, and investigations to understand the same are ongoing.

PTC7 is not the only known example of a gene in S. cerevisiae encoding functional proteins from both the nonspliced pre-mRNA as well as the “mature” spliced mRNA (10). We recently reported translation of unspliced GCRI pre-mRNA leading to a functional Gcr1 protein, although in this case, translation starts from within the retained intron (7). Whereas the read-through nature of the intron is conserved across most Saccharomycetaceae species, the intron is excised in the same species (analysis of publicly available RNA-seq data sets; data not shown), rendering it likely that both forms of the protein are necessary and functional. This is illustrated in the case of Tetrapispora blattae, which, like S. cerevisiae, underwent a whole genome duplication event; but unlike S. cerevisiae, which lost the duplications of most of its genes, T. blattae retains two copies of the PTC7 gene. Interestingly, the two PTC7 genes in T. blattae subfunctionalized into a gene that encodes a mitochondrial PP2C (Ptc7₇), from a spliced transcript of PTC7b con-
Figure 9. Ptc7 isoforms have differing and opposing effects on CoQ7 synthesis. A. Levels of steady-state CoQ7 (**CoQ7, blue bars) and de novo synthesized CoQ7 (**CoQ7, orange bars) in strains expressing distinct PTC7 isoforms (PTC7-HA, genomic), both isoforms expressed; PTC7-HA, exclusively expresses the isoform from spliced mRNA; PTC7-HA, exclusively expresses the isoform from nonspliced pre-mRNA; and ptc7A. Labeling with **CO-4HB was allowed to proceed for 3 h. Error bars, S.D. of n = 3 biological replicates (unpaired Student’s t-test; ** p < 0.05). B. Expression and splicing of PTC7 for samples corresponding to A. PCR products representing the spliced and nonspliced forms are indicated. C. steady-state levels of HA-tagged Ptc7 proteins were determined by immunoblotting for samples corresponding to A. Proteins derived from the spliced and spliced forms of the PTC7 RNA are denoted as Ptc7HA and Ptc7H, respectively. Pgk1 (phosphoglycerate kinase 1) served as a loading control. Immunoblots for Snf2 and Coq7 are also included. D. Levels of steady-state (**CoQ7, blue bars) and de novo synthesized (**CoQ7, orange bars) CoQ7 in PTC7-HA and PTC7-HA yeast cells were determined at the designated hours after labeling with **CO-4HB. Error bars, S.D. of n = 3 biological replicates (unpaired Student’s t-test between corresponding bars for PTC7-HA and PTC7-HA; ** p < 0.05; ***, p < 0.005). E, F. RT-qPCR measurement of COQ1–COQ11 and PTC7 transcript levels between strains expressing different Ptc7 isoforms (PTC7-HA, genomic, both isoforms expressed; PTC7-HA, exclusively expresses the isoform from spliced mRNA; PTC7-HA, exclusively expresses the isoform from nonspliced pre-mRNA; and ptc7A). Shown is the mean of three biological replicates. Error bars, S.D. F. Summary analysis of transcript levels of Q-biosynthetic factors from E. G, RT-qPCR measurement of COQ1–COQ11 and PTC7 transcript levels between WT and snf2A yeast. Shown is the mean of three biological replicates. Error bars, S.D. H. Summary analysis of transcript levels of Q-biosynthetic factors from G.

Attaining a stop codon within its intron) and a second gene encoding a PP2C predicted to localize to the nuclear envelope (Ptc7x, from an nonspliced transcript of PTC7a) (12). This conservation further suggests that both protein isoforms derived from the PTC7 transcript in S. cerevisiae are functional. Cells lacking Ptc7+ show increased sensitivity to latrunculin A treatment, compared with strains expressing both isoforms of Ptc7 or lacking Ptc7 (10). Such sensitivity might suggest a distinct role for Ptc7+ in actin filament formation.

It is noteworthy that nuclear roles for numerous metabolic enzymes have been described previously. The ability of metabolic enzymes to "moonlight" in the nucleus, affecting gene regulation at various steps, appears to be crucial for the ability of cells to sense and adapt to their potentially distinct nutrient environments (33). Numerous mitochondrial enzymes, such as succinate dehydrogenase, fumarase, aconitase, and malate dehydrogenase (all components of the Krebs cycle), have been shown to have significant nuclear roles in the regulation of gene expression (34–38). In some of these cases, enzymatic activity of these enzymes has been shown to be crucial to their nuclear roles (39). This precedence, combined with the evolutionarily conserved presence of an isoform of PTC7 in the nuclear membrane, raises the possibility that a nucleus-localized phosphatase is crucial to regulation of components of the CoQ7 biosynthetic pathway.
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Figure 10. Exclusive expression of Ptc7 isoforms dramatically alters levels of CoQ_6 biosynthetic pathway intermediates DMQ_6 and HHB, yet overall conversion efficiency between both isoforms is comparable. A, levels of steady-state DMQ_6 (\(^{13}\)C-DMQ_6, blue bars) and de novo synthesized DMQ_6 (\(^{13}\)C-DMQ_6, orange bars) in PTC7_A and PTC7_A yeast cells were determined at designated hours after labeling with \(^{13}\)C_4-HHB. Error bars, S.D. of n = 3 biological replicates. (unpaired Student’s t test between corresponding bars for PTC7_A and PTC7_A; \(*\) p < 0.05; \(**\) p < 0.005; \(***) p < 0.0005). B, levels of steady-state HHB (\(^{13}\)C-HHB, blue bars) and de novo synthesized HHB (\(^{13}\)C-HHB, orange bars) in PTC7_A and PTC7_A yeast cells were determined at designated hours after labeling with \(^{13}\)C_4-HHB. Error bars, S.D. of n = 3 biological replicates (unpaired Student’s t test between corresponding bars for PTC7_A and PTC7_A; \(*\) p < 0.05; \(**\) p < 0.005). C, ratio of \(^{13}\)C-DMQ_6/\(^{13}\)C-CoQ_6 in PTC7_A and PTC7_A yeast cells were determined at designated hours after labeling with \(^{13}\)C_4-HHB. Ratios were derived from levels of \(^{13}\)C-CoQ_6, as shown in Fig. 7D. Error bars, S.D. of n = 3 biological replicates. The 0-h time point is excluded, because the ratio is not indicative of pathway conversion. D, ratio of \(^{13}\)C-HHB/\(^{13}\)C-CoQ_6 in PTC7_A and PTC7_A yeast cells were determined at designated hours after labeling with \(^{13}\)C_4-HHB. Ratios were derived from levels of \(^{13}\)C-CoQ_6, as shown in Fig. 7D. Error bars, S.D. of n = 3 biological replicates.

Theory pathway. Intriguingly, CLK-1 and COQ7, the *C. elegans* and human homologs of Coq7, which is a target for Ptc7 in *S. cerevisiae* (11), have been demonstrated to localize to the nucleus and are postulated to have roles independent of CoQ biosynthesis (40). COQ7 has also been shown to associate with chromatin in HeLa cells (40), although recently this has been attributed to a transformed cell phenomenon (41). Whereas nuclear localization of Coq7 in *S. cerevisiae* has not been demonstrated, we suggest a potential role in nuclear gene regulation for Ptc7 via phosphatase activity on Coq7 or other unidentified targets, including conventionally nuclear and other “moonlighting” mitochondrial enzymes.

It is also possible that Ptc7 has a substrate other than Coq7 that affects expression of the Coq7--synthome. In fact, a recent study identified with high confidence numerous differentially phosphorylated proteins in a ptc7Δ strain (12). Notably, this proteomic analysis does not distinguish between the potential effects of the two Ptc7 isoforms globally. In fact, rescue using plasmid-based expression of *PTC7* (full-length) does not restore dephosphorylation levels for a number of nuclear proteins, although the increased phosphorylation of mitochondrial proteins upon deletion of *PTC7* is almost completely reversed by exogenous expression of Ptc7 (12). Furthermore, it is possible that the mitochondrial role for Ptc7 is, in fact covered by multiple redundancies. Ptc5 and Ptc6, two other PP2C protein phosphatases, also localize to the mitochondrial membrane, and PTC5 demonstrates a negative genetic interaction with PTC7, indicating the possibility of overlapping functions (11, 31).

Interestingly, the effect of Snf2 deletion on CoQ_6 biosynthesis does not perfectly mirror the exclusive expression of Ptc7A. We postulate that this is partially due to the Snf2 affecting the flux of the entire CoQ_6 biosynthetic pathway, as demonstrated by the increased conversion of early precursors. Whereas deletion of Snf2 does not, on average, change the expression of the components of the CoQ_6--synthome (Fig. 9, G and H), it is possible the Snf2 may have other effects on CoQ_6 flux. We are exploring these possibilities.

Intriguingly, although the absence of Snf2 enhances levels of CoQ_6, yeast strains lacking Snf2 have a severe growth defect on non-fermentable carbon sources, such as glycerol or acetate (26) (Fig. 1E). However, Snf2 protein is undetectable by immunoblotting during growth in medium containing glycerol or acetate as the only carbon source (data not shown). This leads us to hypothesize that before Snf2 protein is down-regulated in response to glucose depletion, it is required for the transition from a fermentative metabolic state to one that is predominantly respiratory in nature. The molecular details of the requirement for Snf2 in this transition are the subject of ongoing investigation. However, it is probably at least in part due to its reported role in the activation (de-repression) of genes whose transcription had previously been subject to glucose-mediated catabolite repression. This activation occurs once the glucose has been depleted or the yeast have been shifted to a
**Figure 11.** Model for a novel role for Snf2 in respiration, and in the transition from a primarily fermentative mode of metabolism to a primarily respiratory mode of metabolism. A. during S. cerevisiae batch growth, the abundance of Snf2 decreases in conjunction with depletion of nutrients in the medium. RPGs under the control of Snf2 are down-regulated, allowing redistribution of spliceosomes to other poorly spliced transcripts. Splicing of the PTC7 transcript increases, enhancing the ratio of Ptc7α/PTC7β and overall levels of Ptc7α. These changes in Ptc7α isoforms lead to increased conversion of DMQα and increased synthesis of CoQβ. The darker arrow represents a greater effect or reaction conversion, whereas a lighter arrow represents a smaller effect or reaction conversion. B. Ptc7β has a repressive effect on CoQα biosynthesis. CoQα levels are low or high, depending on the levels of the Ptc7α isoform relative to Ptc7β. Similar to A, darker arrows and bars denote a larger effect, whereas lighter arrows and bars denote a smaller effect.

**Experimental procedures**

**Yeast strains and culture conditions**

The yeast strains used in this study are listed in Table 1. All strains except W303Δcoq2 are derived from the BY background. Yeast strains were grown in YPD (1% yeast extract, 2% peptone, 2% dextrose) medium at 30 °C. Snf2 and Ptc7 null strains were maintained with a backup expression plasmid (pRS316 backbone harboring either SNF2 or PTC7). The plasmid was shuffled out by growth on 5-fluoroorotic acid before using the strains in experiments. Strains with tagged isoforms of Ptc7 were a kind gift from Dr. Ron Davis (10). These strains were back-crossed against WT or snf2Δ strains, and daughter strains used for this study are listed in Table 1. The snf2Δ strain was observed to spontaneously mutate if grown on YPD for longer than 7–8 days, acquiring suppressor mutations that made it difficult to distinguish from WT. Hence, for all experiments with snf2Δ, the plasmid contain-
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Table 1

<table>
<thead>
<tr>
<th>Strain number</th>
<th>Name</th>
<th>Genotype</th>
<th>Source/reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>T71617</td>
<td>WT</td>
<td>MATα his3Δ leu2Δ 1 YSC2 met15Δ ura3Δ</td>
<td>Ref 6</td>
</tr>
<tr>
<td>T71722</td>
<td>snf2Δ</td>
<td>MATα his3Δ leu2Δ ura3Δ snf2Δ::NatMX</td>
<td>Ref 6</td>
</tr>
<tr>
<td>T71714</td>
<td>PTC7/HA</td>
<td>MATα his3Δ leu2Δ ura3Δ PTC7/HA::NatMX</td>
<td>This study</td>
</tr>
<tr>
<td>W303Δcoq9</td>
<td>coq9Δ</td>
<td>MATα his3Δ leu2Δ 1 his3 Δ 1 leu2Δ::NatMX PTC7/HA::NatMX</td>
<td>This study</td>
</tr>
<tr>
<td>T71715</td>
<td>PTC7/HA</td>
<td>MATα his3Δ leu2Δ ura3Δ PTC7/HA::NatMX</td>
<td>This study</td>
</tr>
<tr>
<td>T71716</td>
<td>coq9Δ</td>
<td>MATα his3Δ leu2Δ 1 his3 Δ 1 leu2Δ::NatMX PTC7/HA::NatMX</td>
<td>This study</td>
</tr>
<tr>
<td>T71718</td>
<td>PTC7/HA</td>
<td>MATα his3Δ leu2Δ ura3Δ PTC7/HA::NatMX</td>
<td>This study</td>
</tr>
<tr>
<td>T7174</td>
<td>coq9Δ</td>
<td>MATα his3Δ leu2Δ 1 his3 Δ 1 leu2Δ::NatMX PTC7/HA::NatMX</td>
<td>This study</td>
</tr>
<tr>
<td>BY4741</td>
<td>coq9Δ</td>
<td>MATα his3Δ leu2Δ 1 his3 Δ 1 leu2Δ::NatMX PTC7/HA::NatMX</td>
<td>Ref 48</td>
</tr>
</tbody>
</table>

RNA-seq

The RNA-seq data were generated previously (6). Briefly, RNA sequencing libraries were prepared using the Illumina Truseq® V3 kit and ribosomal RNA depletion (Rib-zero, Illumina). Single-end, 50-nucleotide sequence reads (HiSeq 2000) were aligned to SacCer3 and spliced transcripts from the Ares Lab Yeast Intron Database version 3 (42) in a single step using STAR (43). Only the highest scoring alignments for each read were kept, allowing for at most a single tie. Reads/kb/million were computed for each gene by dividing the total number of reads that aligned entirely within the gene’s exon boundaries by the gene’s total exon length in kilobase pairs per million mapped reads. Reads within ICGs were categorized as exonic, spliced, or unspliced. Exonic reads map entirely within an exon, as defined by the Ares Lab Yeast Intron Database. Introns with annotated small nuclear RNAs within the defined intron boundaries were disregarded in this analysis. Spliced reads are those that align with a gap that corresponds to an annotated intron, and unspliced reads map partially within an exon and partially within an intron with no gap. Spliced and unspliced read counts were normalized by dividing total spliced counts by the number of potential unique alignment positions that contribute to the total. For spliced reads, this is read length minus one for every intron. For unspliced read counts, this is the length of the intron plus the read length minus one. Splicing efficiency for each intron was calculated as normalized spliced counts divided by the sum of the normalized spliced and unspliced normalized counts. Changes in splicing efficiency were calculated as percentage difference over WT efficiency and plotted against expression levels (reads/kb/million) in WT. Data are available under GEO accession number GSE94404, and detailed methods were described previously (6).

RT-PCR and real-time PCR analysis

RNA was isolated from a 5-ml aliquot of cell culture corresponding to time points described in each experiment. After DNase treatment (Roche Applied Science), equal quantities of total RNA from each sample were used to make cDNA using a cDNA synthesis kit (Fermentas). To detect PTC7 splicing isoforms, primers flanking the intronic sequences were used for PCR using 1 μl of cDNA diluted 1:20. PCR products were then separated on a 2% agarose gel and imaged. RT-qPCR was done in a 10-μl reaction volume with gene-specific primers using 1 μl of cDNA diluted 1:20 using Perfecta SYBR Green Fastmix (Quanta Biosciences) and a CFX96 Touch System (Bio-Rad). All samples were analyzed in triplicate for each independent experiment. RT-qPCR was also performed for the scr1 (cytoplasmic signal recognition particle RNA subunit) RNA from each cDNA sample. Gene expression analysis was done by 2^-ΔΔCt methods using scr1 as a reference. Fold expression of mRNA was measured with WT by 2^-ΔΔCt methods (44).

Immunobots

Protein was isolated from cell pellets with FA-1 lysis buffer (50 mM HEPES, pH 7.5, 150 mM NaCl, 1 mM EDTA, 1% Triton X-100, 0.1% sodium deoxycholate, 1 mM PMSF, and protease inhibitors) with bead beating. The buffer was supplemented with protease inhibitor mixture tablet (Roche Applied Science). Total protein was resolved by SDS-PAGE. The gel was transferred to PVDF membrane, and proteins were detected with the following antibodies at the stated dilutions: anti-SNF2 antibody (yN-20, Santa Cruz Biotechnology) at a 1:200 dilution in 2% milk, anti-HA antibody (901514, BioLegend) at a 1:2000 dilution in 5% milk, anti-Pgk1 antibody (459250, Invitrogen) at a 1:3000 dilution in 5% milk, or anti-Coq7 antibody (described previously (16)) at a 1:2000 dilution in 3% milk. Signal was detected with enhanced chemiluminescence (Thermo Scientific) as described by the manufacturer.

Metabolic labeling of CoQ₆ with 13C₆-labeled precursors

Yeast strains were grown overnight in 25 ml ofYPD in a shaking incubator (30°C, 250 rpm) and diluted to an A₆00 of 0.1 in 60 ml of fresh YPD the next morning. The cultures were incubated before to an A₆00 of 0.5 (midlog phase) and subsequently treated with 13C₆-4HB at 10 μg/ml (600 μg/ml total) or ethanol vehicle control (0.015%, v/v). At designated time periods, cells were harvested by centrifugation at 3000 × g for 5 min, from 50-ml aliquots (used for lipid extraction) or 10-ml aliquots (used for RNA and protein analysis). Cell pellets were stored at -20°C.

Analysis of CoQ₆ and CoQ₉ intermediates

Lipid extraction of cell pellets was conducted as described (18) with methanol and petroleum ether and CoQ₆ as the internal standard. Lipid measurements were performed by HPLC-
MS/MS and normalized to total OD. Prior to mass spectrometry analysis, all samples were treated with 1.0 mg/ml benzoquinone to oxidize hydroquinones to quinones. Mass spectrometry analyses utilized a 4000 QTRAP linear MS/MS spectrometer (Applied Biosystems), and data were acquired and analyzed using Analyst version 1.4.2 and 1.5.2 software (Applied Biosystems). Separation of lipid quinones was performed with a binary HPLC delivery system and a Luna 5 μm phenyl-hexyl column (100 × 4.6 mm, 5 μm; Phenomenex). The mobile phase consisted of a 95:5 methanol/isopropl alcohol solution with 2.5 mM ammonium formate as solution A and a 100% isopropl alcohol solution with 2.5 mM ammonium formate as solution B. The percentage of solution B was increased linearly from 0 to 5% over 6 min, whereby the flow rate was increased from 600 to 800 μL. Initial flow rate and mobile phase conditions were changed back to initial phase conditions linearly over 3.5 min. Each sample was analyzed using multiple-reaction monitoring mode. The following precursor-to-product ion transitions were detected as well as the +17 m/z ammoniated adducts for each of the metabolic products: 

\[ \text{HBB} \rightarrow 553.4/157.0 \text{ (ammoniated: 570.4/157.0),} \]
\[ 13C_{-}\text{HBB} \rightarrow 547.4/141.0 \text{ (ammoniated: 564.4/141.0),} \]
\[ 13C_{-}\text{DMQ} \rightarrow 567.6/173.0 \text{ (ammoniated: 584.6/173.0),} \]
\[ 13C_{-}\text{MQ} \rightarrow 561.6/167.0 \text{ (ammoniated: 578.6/167.0),} \]
\[ 13C_{-}\text{CoMQ} \rightarrow 597.4/203.1 \text{ (ammoniated: 614.4/203.1),} \]
\[ 13C_{-}\text{CoQ} \rightarrow 591.4/197.1 \text{ (ammoniated: 608.4/197.1),} \]
\[ 13C_{-}\text{CoQ} \rightarrow 455.4/197.0 \text{ (ammoniated: 472.4/197.0).} \]

**Plate dilution assays**

Strains were grown overnight in 5 ml of YPD and diluted to an A₆₀₀ of 0.2 in sterile PBS. A 5-fold serial dilution in PBS was performed, after which 2 μl of each dilution (1×, 5×, 25×, 125×, and 625×) were spotted onto the designated carbon sources. The final A₆₀₀ of the aforementioned dilution series are 0.2, 0.04, 0.0008, 0.0016, and 0.00032, respectively.

**PHYRE homology modeling**

Phyre2 is a modeling program designed to analyze protein structure, function, and mutations (45). It is used to analyze the primary sequence of a protein and, with homology detection methods, constructs a structure that compares the protein of interest with other proteins (or motifs of proteins) with known structure. In regard to Ptc7, the full nonspliced version of the protein (Ptc7_{full}), which is composed of 374 amino acids and retains its 31-amino acid intron (amino acids 19–50), was analyzed. The resulting structure and alignment coverage contained 86% of residues modeled at >90% confidence, with 14% of residues modeled ab initio. Additionally, the spliced isoform of Ptc7 (Ptc7_{iso}), which is located and processed in the mitochondria, comprised of 305 amino acids, resulting from the removal of the 31-amino acid intron and the excision of the predicted mitochondrial targeting sequence (the 38 N-terminal amino acids of Ptc7_{iso} (46), was also modeled using the PHYRE2 intensive modeling mode. The resulting structure and alignment coverage contains 85% of residues modeled at >90% confidence, with 15% of residues modeled ab initio.

**SWI/SNF regulates CoQ₆ synthesis via PTC7 splicing**
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CHAPTER 6

Potential roles/functions of Ptc7$_{NS}$ in *Saccharomyces cerevisiae*.
Introduction

Despite the relative paucity of introns within the *Saccharomyces cerevisiae* genome, there are important examples of alternative splicing (described in Chapter 1). Such alternative splicing serves to expand the repertoire of the yeast proteome. One example of alternative splicing in yeast is *PTC7*, which encodes for an intron-containing transcript with non-consensus branch point sequence (GACUAAC) (Awad et al., 2017).

The spliced form of the *PTC7* transcript encodes a PP2C type phosphatase (Ptc7S) that localizes to the mitochondria and has been demonstrated to dephosphorylate Coq7, in addition to other potential roles in mitochondrial metabolism Ptc7 (Guo et al., 2017, Martin-Montalvo et al., 2013, Juneau et al., 2009). Coq7 is a hydroxylase that catalyzes the conversion of 5-demethoxy Q₆ (DMQ₆) to 5-demethyl Q₆ in the penultimate step within the biosynthetic pathway for Coenzyme Q₆ (CoQ₆) (Martin-Montalvo et al., 2011, Padilla et al., 2009, Tran et al., 2006). CoQ₆ is the yeast form of Coenzyme Q (CoQ - with 6 prenyl units; whereas humans have 10), a redox-active lipid whose primary function is to shuttle electrons from Complex I and Complex II to Complex III within the inner mitochondrial membrane (Tran and Clarke, 2007).

Intriguingly, the intron within the *PTC7* transcript lacks a premature termination codon and is 93 nucleotides long (divisible by 3), such that it can be translated in frame with the rest of the transcript and produce a longer protein product (Juneau et al., 2009). The existence of this protein (Ptc7_NS) has previously been demonstrated by us and others, and it has been reported to localize to the nuclear membrane, due to the intron encoding for a single trans-membrane helix located close to the N-terminus of the protein (Awad et al., 2017, Juneau et al., 2009). Interestingly, the read through nature of the intron is conserved across most *Saccharomycetaceae* species (Marshall et al., 2013, Juneau et al., 2009). The exception is *Tetrapispora blattae*, a
close relative of *Saccharomyces cerevisiae* that only diverged after the ancestral whole genome duplication (WGD) event roughly 100 million years ago (Kellis et al., 2004, OhEigeartaigh et al., 2011). While *S. cerevisiae* lost one copy of the *PTC7* gene, *T. blattae* retained both copies, but each lost the functional capacity to encode two protein isoforms. Instead, one copy of the *PTC7* gene in *T. blattae* codes for a mitochondrial PP2C (Ptc7b), and the other, a nuclear envelope localized one (Ptc7a) (Marshall et al., 2013). The conservation of two *PTC7* PP2C type phosphatases in all of the examined *Saccharomycetaceae* species strongly suggests that both isoforms are functional and important for cellular fitness. While the role of the mitochondrial Ptc7S has previously been described, no function for the nuclear membrane localized Ptc7NS has as yet been elucidated.

We have recently shown that the SWI/SNF complex regulates the splicing of the PTC7 transcript in *S. cerevisiae*, by modulating competition for the limiting spliceosome (Awad et al., 2017). The splicing of the *PTC7* transcript improves in a SWI/SNF dependent manner upon depletion of nutrients in the surrounding media (Awad et al., 2017). We also showed that the relative ratio of the two Ptc7 isoforms changes in a Snf2 dependent manner, and that Ptc7NS has a repressive effect on the biosynthesis of CoQ6 (Awad et al., 2017). Exclusive expression of Ptc7NS downregulates the entire CoQ6 biosynthetic pathway, likely due to downregulation of all the components of the biosynthetic complex at the RNA level (Awad et al., 2017). However, the mechanism of this downregulation remains unknown. Here we identify potential targets for Ptc7NS and extend our analysis of the function of Ptc7 isoforms potentially beyond their roles in respiration, as the two proteins and their functional interaction influence the cellular response to osmotic stress.
Results

Phosphoproteomic analysis suggests that Ptc7NS may dephosphorylate numerous nuclear proteins: In order to elucidate the mechanism of downregulation of the CoQ synthome by Ptc7NS, we looked for potential nuclear targets of its phosphatase activity. Interestingly, the catalytic phosphatase domain of Ptc7NS is uninterrupted by the intronic transmembrane helix and remains intact and potentially active (Awad et al., 2017). The phosphatase domain has been predicted to be cytoplasmic-facing using in silico methods (Juneau et al., 2009). However, this remains yet to be experimentally confirmed.

A recent study identified with high confidence (p<0.01) numerous differentially phosphorylated proteins in a ptc7Δ strain (Guo et al., 2017). Notably, this proteomic analysis does not distinguish between the potential effects of the two Ptc7 isoforms globally. In fact, rescue experiments using plasmid-based expression of PTC7 (full length) does not restore dephosphorylation levels in a significant number of nuclear proteins (two clusters indicated by black boxes in Figure 6.1A). In contrast, analysis of mitochondrial proteins using similar parameters showed that the increased phosphorylation shown by mitochondrial proteins upon deletion of PTC7 is almost completely reversed by exogenous expression of Ptc7 (Figure 6.1B). This discrepancy suggests that nuclear protein phosphorylation may be particularly sensitive to features of Ptc7 expression that are unique to the endogenous context. For example, the plasmid-based expression of Ptc7 isoforms may not recapitulate the endogenous levels of PTC7 unspliced RNA and/or spliced vs. unspliced ratios precisely. This leads us to hypothesize that nuclear proteins whose phosphorylation fails to decrease upon plasmid-based rescue (or decreases only slightly), might be potential targets for the nuclear membrane localized Ptc7NS. In light of the surprisingly large number of nuclear proteins that show a change in phosphorylation in the
absence of Ptc7, we cannot rule out indirect effects. However, a closer examination of the data reveals a number of interesting functional classes of proteins. One intriguing category includes transcriptional regulators, including transcription factors such as Mig1, Xbp1, Ume6 and Gat1; chromatin remodelers like Swi5 and chromatin modifiers like Snt1 and Set3 (both members of the Set3C meiotic repressor complex). A second category is a group of proteins involved in nucleo-cytoplasmic transport. Interestingly, Nup1 and Nup60, the only two nucleoporins restricted to the nuclear face of the pore complex (Rout et al., 2000), both show increase in phosphorylation upon deletion of PTC7 (indicated by red arrows in Figure 6.1A), without significant change upon plasmid rescue. This suggests that Nup1 and Nup60 could be potential targets for the activity of Ptc7_{NS}, perhaps suggesting that the catalytic phosphatase domain of Ptc7_{NS} is likely faced towards the nucleoplasm. Intriguingly, a recent study has shown a functional connection between regulation of the nuclear pore complex and mitochondrial function in yeast (Lord et al., 2015). Hence, along with a potential role for Ptc7_{NS} in regulation of nucleo-cytoplasmic transport, it may indirectly affect mitochondrial function. Ptc7_{ns} also appears to affect phosphorylation of Src1, a component of the TREX complex, which associates with the inner nuclear membrane (Grund et al., 2008) (Figure 6.1A). The magnitude of the changes in phosphorylation of nuclear proteins appear to be less than that observed with mitochondrial proteins (Figure 6.1), which is not unsurprising, given that the predominant protein isoform in yeast cells is Ptc7_{s} (Awad et al., 2017). It should also be noted that the phosphorylation of proteins within the particular functional classes discussed above show varying degrees of responsiveness to the deletion of Ptc7, and are not always the most strongly affected. However, the functional clustering of these proteins is likely to amplify the effects of changing phosphorylation via co-regulation by Ptc7, making the pathways they are involved in interesting
candidates for further study. Although indirect effects on phosphorylation cannot be ruled out, these analyses raise the provocative idea that Ptc7<sub>NS</sub> may actively dephosphorylate some nuclear protein or proteins. Proteomic studies with Ptc7<sub>NS</sub> are underway to identify direct targets of its activity.

**Ptc7 isoforms are involved in the response to osmotic stress:** Despite the opposing effects of Ptc7 isoforms of the biosynthesis of CoQ<sub>6</sub> (Awad et al., 2017), neither exclusive expression of either Ptc7 isoform, nor the absence of either isoform (ptc7Δ) results in a growth defect for yeast on either fermentable or non-fermentable carbon sources (**Figure 6.2A**). This result, while surprising, is nevertheless consistent with our prior observations that ~1-10% of CoQ<sub>6</sub> levels are sufficient for comparable growth under unstressed conditions in a phenotypic assay. One possible explanation for the residual CoQ<sub>6</sub> levels in the absence of Ptc7<sub>S</sub> is due to redundancies that exist between Ptc7 and other PP2C type phosphatases, such as Ptc5 and/or Ptc6. In fact, the ptc5Δptc7Δ double null mutant has impaired growth under conditions of temperature stress (Martin-Montalvo et al., 2013, Sharmin et al., 2014). Furthermore, as previously shown, the expression of either Ptc7 isoform exclusively, or neither isoform, shows no change in the ratio of conversion from precursors to CoQ<sub>6</sub> (**Figure 6.2B-E**).

Potential targets of Ptc7<sub>NS</sub> phosphatase activity identified in the previous segment provided clues regarding the function of the nuclear isoform of Ptc7 with respect to gene regulation that may extend its role beyond that in respiration, and hint at the need to look at other pathways it may be involved in. In addition to numerous transcription factors, components of the nuclear basket, Nup1 and Nup60 are candidates for targets of Ptc7<sub>NS</sub>. Interestingly, components of the nuclear pore complex, and specifically the nuclear basket have been implicated in numerous steps of gene regulation in *S. cerevisiae* (reviewed in (Raices and D'Angelo, 2017)).
Upon transcriptional activation, numerous stress response genes localize to the nuclear periphery via their association with nucleoporins (Casolari et al., 2004, Cabal et al., 2006, Schmid et al., 2006, Taddei et al., 2006, Luthra et al., 2007, Brickner et al., 2007, Brickner and Walter, 2004, Ahmed et al., 2010, Menon et al., 2005, Casolari et al., 2005). It has been suggested that this association is required both for the transcription as well as export of the mRNAs synthesized from these genes, as well as transcriptional ‘memory’. This NPC dependent regulation has been shown to be regulated by the SAGA and TREX complexes. Moreover, several components of the SAGA and TREX complexes are also potential targets for Ptc7NS (Figure 6.1). Additionally, the persistence of nucleoporin dependent transcriptional ‘memory’ (poising) of certain inducible genes like INO1 and certain GAL genes has also been shown to be dependent on the Set3C, another putative target for Ptc7NS (Brickner et al., 2007, D'Urso et al., 2016).

In the case of response to osmotic stress, the transcription and export of stress response genes is dependent on the phosphorylation of the components of the nuclear basket (Nup1, Nup2 and Nup60) by the Hog1 stress-activated protein kinase (Regot et al., 2013). Since nucleoporins are not turned over for multiple generations, they are amongst the longest-lived proteins in the cell (Toyama et al., 2013). Changes in the phosphorylation state of these proteins may modulate their activity in response to stress conditions. In order to test this, we analyzed whether the presence of Ptc7 isoforms affected the cellular response to or recovery from osmotic stress. We performed growth assays of yeast expressing both Ptc7 isoforms (Ptc7G), or only the spliced or unspliced isoforms (Ptc7S or Ptc7NS), or neither (ptc7Δ), previously grown in liquid YPD (with no additional salt) onto plates that contain either no additional salt (YPD only), 1M NaCl or 0.5M LiCl. We also plated cells grown up in liquid media containing 1M NaCl onto YPD plates to monitor their recovery from osmostress. To our surprise, the strain expressing neither Ptc7
isoform (ptc7Δ) shows a moderate improvement in growth on 1M NaCl, and a striking increase on 0.5M LiCl (Figure 6.3A) even though the strains grown in YPD + 1M NaCl did not show any differences in recovery on plates regardless of the Ptc7 isoforms expressed (Figure 6.3B).

**Transcript levels of selected candidate genes involved in resistance to LiCl stress do not vary in strains expressing exclusively one Ptc7 isoform:** To elucidate the mechanism by which the deletion of both isoforms of Ptc7 results in the striking increase in tolerance to LiCl, we assayed the expression of candidate genes whose deletion or overexpression has been annotated to result in a comparable phenotype (Saccharomyces Genome Database). This diverse cohort includes BCH2 and CHS6, parts of the exomer complex which transports certain proteins from the golgi to the plasma membrane (Rockenbauch et al., 2012); FPR1, a peptidyl prolyl cis-trans isomerase (Cardenas et al., 1994); kinases HAL5 and SAT4 (Mulet et al., 1999); inositol monophosphatases INM1 and INM2 ((Lopez et al., 1999); a yeast PTEN homolog, TEP1 (Heymont et al., 2000); and a chromatin associate cell cycle regulator, POG1 (Sasano et al., 2013). We measured the expression of these genes over 2 hours of growth in YPD + 0.25M LiCl (this is the highest experimental concentration of LiCl in liquid culture to still support growth). With the exception of a modest increase in FPR1 expression, none of the other genes show a statistically significant change in expression in the ptc7Δ strain compared to the others after 2 hours of exposure to LiCl containing media (Figure 6.4). Moreover, since a deletion of FPR1 was previously shown to confer increased resistance to LiCl in yeast, the result is contradictory (Cardenas et al., 1994). However, this experiment measures only the total transcript level of each assayed gene within the yeast cell. As previously discussed, Ptc7 isoforms could potentially affect both the transcription and export of target genes, potentially via NPC phosphorylation. Any defect in the export of the assayed transcripts cannot be detected by the experimental setup.
described above. Interestingly, a number of the assayed genes show a pattern of increased expression in the Ptc7S strain compared to the others at most or all time points assayed (Figure 6.4). Since the Ptc7S strain demonstrates no change in growth on salt containing media from the WT, the significance of this pattern of upregulation is as yet unknown, but could provide further insight into the distinct functions of the two Ptc7 isoforms. However, the genes assayed in this experiment are by no means an exhaustive list of genes involved in the response to osmotic stress. Further experiments to more comprehensively characterize the gene expression profiles in strains expressing Ptc7 isoforms are underway and are described in later sections.

**PTC7 expression doesn’t vary in LiCl stress:** Since the simultaneous absence of both Ptc7 isoforms confers increased resistance to LiCl, we examined RNA levels from the PTC7 gene over 2 hours of growth in YPD + 0.25M LiCl. No isoform dependent changes in the expression of total PTC7 was observed upon exposure to LiCl, although the strain expressing only the spliced isoform of Ptc7 (Ptc7S) showed higher basal expression of PTC7 (Figure 6.5).

**Ptc7NS represses increase in CoQ₆ biosynthesis upon LiCl stress:** We hypothesized that the epistatic interaction observed between the two Ptc7 isoforms upon exposure to LiCl stress is due to their roles in CoQ₆ biosynthesis. In order to test this, we treated yeast cells with 0.1M LiCl and measured the synthesis of CoQ₆, as well as intermediates of the pathway DMQ₆ and HHB, in strains expressing both PTC7 isoforms (PTC7G), spliced isoform only (PTC7S), unspliced isoform only (PTC7NS) or neither isoform (ptc7Δ). Ptc7S promotes the conversion of DMQ₆ to CoQ₆, whereas Ptc7NS globally downregulates the entire pathway. We observed that strains lacking Ptc7NS (PTC7S and ptc7Δ) showed an increase in CoQ₆ synthesis upon LiCl treatment, while strains with Ptc7NS (PTC7G and PTC7NS) do not demonstrate the same increase (Figure 6.6A). Interestingly, the same strains also show an increase in DMQ₆ levels, but not in
HBB levels, indicating that the mechanism by which Ptc7NS represses increased CoQ6 biosynthesis acts between the early precursor HBB and DMQ6. The exact nature of this mechanism remains unknown, and is the subject of ongoing investigation.

**Discussion**

We have previously described distinct and opposing roles in Coenzyme Q biosynthesis for the two isoforms of Ptc7 derived from the spliced and unspliced isoforms of the PTC7 transcript (Awad et al., 2017). While Ptc7S has previously been shown to dephosphorylate Coq7, permitting it to associate with the rest of the CoQ synthome on the mitochondrial membrane (Martin-Montalvo et al., 2013, Martin-Montalvo et al., 2011); the molecular function of Ptc7NS remains unknown. Here we identify potential nuclear targets for the phosphatase activity of Ptc7NS (Figure 6.1), and demonstrate a novel epistatic interaction between the two isoforms of Ptc7 under conditions of severe osmotic stress (Figure 6.3).

Crosstalk between nuclear and mitochondrial proteins has been described previously (Boukouris et al., 2016), and several mitochondrial enzymes have been described to play important roles in gene regulation (De and Chatterjee, 1962a, De and Chatterjee, 1962b, Yogev et al., 2010, Jung et al., 2015, Lee et al., 2009). However, to the best of our knowledge, this is the first described instance of a functional interaction between two differentially localized splice isoforms in *Saccharomyces cerevisiae*. Nevertheless, the nature of the functional interaction between Ptc7S and Ptc7NS that confers resistance to LiCl stress when both isoforms are absent, remain unknown. It also remains to be determined whether the roles of the Ptc7 isoforms in osmotolerance are distinct from their role in cellular respiration via regulation of CoQ6 biosynthesis. Recent work has demonstrated that the prevalent metabolic mode of *S. cerevisiae*
informs the nature of the cellular response to osmostress (Babazadeh et al., 2017). When yeast are grown on a non-fermentable carbon source such as ethanol, the primary intracellular osmoregulator utilized is trehalose, as opposed to glycerol, which is principally used when growing on a fermentable carbon source (Babazadeh et al., 2017). It has also been hypothesized that disruption of the redox balance within yeast cells renders them susceptible to osmostress. Since Coenzyme Q is a redox-active lipid with functions in multiple cellular biosynthetic pathways (Turunen et al., 2004), it is conceivable that disruption of CoQ₆ metabolism in the absence of Ptc7 isoforms is indirectly responsible for the altered osmotolerance observed (Figure 6.3), via as-yet-unknown mechanisms.

We have also previously shown that exclusive expression of Ptc7_NS downregulates the mRNA levels of the components of the CoQ₆ synthome (Awad et al., 2017). It is unclear whether the mechanism of downregulation is transcriptional or post-transcriptional. One possibility is that Ptc7_NS directly associates with and represses membrane-associated genes of the CoQ synthome. Although membrane association is typically associated with activation and increased transcription of genes in S. cerevisiae, relocation to the nuclear periphery has also been shown to cause gene repression under specific conditions (Green et al., 2012). The previously described nuclear localization of CLK-1 and COQ7, the respective C. elegans and human homologs of Coq7, raises another intriguing possible mechanism of transcriptional regulation by Ptc7_NS (Monaghan et al., 2015, Liu et al., 2017). Coq7 is a previously described mitochondrial target of Ptc7_S (Martin-Montalvo et al., 2013), and the human homolog has been shown to directly associate with chromatin and possibly act as a transcription factor, albeit of unknown function (Monaghan et al., 2015). Potential Ptc7_NS dependent dephosphorylation of the nucleoporins (Figure 6.1) could also influence transcription of CoQ synthome mRNAs. Further, Ptc7_NS
potentially dephosphorylates numerous components of the TREX complex, which could inhibit the trafficking of the mRNAs into the cytoplasm, and cause degradation by nuclear factors. Post transcriptional control of the CoQ synthome by an RNA binding protein has previously been described (Lapointe et al., 2017).

**Future Directions:** The function of the Ptc7\textsubscript{NS} isoform and the nature of the epistatic interactions between the two Ptc7 isoforms under osmotic stress remain outstanding, as yet unanswered questions. To gain a better understanding of the role of Ptc7\textsubscript{NS}, it is crucial to draw a comprehensive picture of its direct and indirect effects on gene expression. Measurement of global transcript levels in all of the various isoform strains of Ptc7 in the presence or absence of osmotic stress, combined with a map of potential genomic association sites of Ptc7\textsubscript{NS} will go a long way towards parsing out the direct roles of Ptc7\textsubscript{NS} on gene expression. Experiments to generate these datasets using total RNA sequencing as well as ChIP-seq are currently underway. To further understand the mechanisms by which Ptc7\textsubscript{NS} effects the gene expression changes, it is crucial to identify, with high confidence, changes in the yeast phosphoproteome attributable to the enzymatic activity of Ptc7\textsubscript{NS}. Mass-spectrometry experiments with each of the strains described in Table 6.1 are in progress to determine the targets of Ptc7\textsubscript{NS} phosphatase activity. We hope that the combination of targets of Ptc7\textsubscript{NS} enzymatic activity, coupled with its genomic localization and its effects on gene expression will facilitate greater insight into the role of this conserved fungal protein in CoQ\textsubscript{6} biosynthesis and other cellular processes.

Overall, the work described in this chapter has demonstrated that the protein products of alternative splicing play a functional role in *Saccharomyces cerevisiae*. While the molecular mechanism of Ptc7\textsubscript{NS} action remains unknown, it clearly has profound phenotypic effects on the yeast cell.
Materials and Methods

Yeast strains and culture conditions: The yeast strains used in this study are listed in Table 6.1. All strains are derived from the BY background. Yeast strains were grown in YPD (1% yeast extract, 2% peptone, 2% dextrose) medium at 30 °C. The generation of the strains has been described previously (Awad et al., 2017).

TABLE 6.1: Genotype and Source of Yeast Strains

<table>
<thead>
<tr>
<th>Strain Number</th>
<th>Name</th>
<th>Genotype</th>
<th>Source or reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TJY7114</td>
<td>PTC7gHA</td>
<td>MATa his3Δ leu2Δ ura3Δ PTC7gHA:KanMX</td>
<td>(Awad et al., 2017)</td>
</tr>
<tr>
<td>TJY7116</td>
<td>PTC7sHA</td>
<td>MATa his3Δ leu2Δ ura3Δ PTC7sHA:KanMX</td>
<td>(Awad et al., 2017)</td>
</tr>
<tr>
<td>TJY7118</td>
<td>PTC7nsHA</td>
<td>MATa his3Δ leu2Δ ura3Δ PTC7nsHA:KanMX</td>
<td>(Awad et al., 2017)</td>
</tr>
<tr>
<td>TJY7142</td>
<td>ptc7Δ</td>
<td>MATa his3Δ leu2Δ ura3Δ ptc7Δ:KanMX</td>
<td>(Awad et al., 2017)</td>
</tr>
</tbody>
</table>

Phosphoproteome heat map: Phosphoproteome data from Guo et al. were filtered to identify proteins with significantly different phospho-isoforms (p<0.01) between ptc7Δ and WT yeast, and the normalized phospho-isoform abundance was represented for WT, ptc7Δ and ptc7Δ+PTC7(URA) (Guo et al., 2017). Heat maps with hierarchical clustering of changes in phospho-isoform abundance were plotted using the gplots package in R. In the case of multiple phosphorylated peptides from a single protein, only the peptide with the highest confidence (lowest p-value) was considered. Nuclear (nuclear periphery, nucleus or nucleolus) or mitochondrial localization was defined as positive localization to respective compartments as in (Huh et al., 2003).
Plate Dilution Assays: Strains were grown overnight in 5 mL of YPD with or without indicated salt concentrations and diluted to an A$_{600}$ of 0.2 in YPD. A 5-fold serial dilution in YPD was performed, after which 5 µL of each dilution were spotted onto the designated plates.

Real time PCR analysis: RNA was isolated from a 10 ml aliquot of cell culture corresponding to strains and time points described in each experiment. After DNase treatment (Williams et al.), equal quantities of total RNA from each sample were used to make cDNA using cDNA synthesis kit (Fermentas). qRT-PCR was done in a 10 µl reaction volume with gene specific primers using 1 µl of cDNA diluted 1:20 using Perfecta Sybr Green Fastmix (Quanta Biosciences) and a CFX96 Touch System (BioRad). All samples were analyzed in triplicate for each independent experiment. qRT-PCR was also performed for the $scR1$ RNA from each cDNA sample. Gene expression analysis was done by 2-ΔCt methods using $scR1$ cytoplasmic RNA as reference. Primers for each gene assayed are listed in Table 6.2. Fold-expression of mRNA was measured compared to WT by 2-ΔΔCt methods (Livak and Schmittgen, 2001)

<table>
<thead>
<tr>
<th>Gene Name</th>
<th>Forward primer (5’ to 3’ sequence)</th>
<th>Reverse primer (5’ to 3’ sequence)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$sCR1$</td>
<td>TTTCTGGTGAGGATGGGATAC</td>
<td>TTTACGACGGAGGAAGACG</td>
</tr>
<tr>
<td>$BCH2$</td>
<td>CAAAGAGCGTCTATGCAACG</td>
<td>ACGGGTCATTGCTCATCAAG</td>
</tr>
<tr>
<td>$CHS6$</td>
<td>TGTTGGCGATTACACCTG</td>
<td>CGTGGCGATTACACCTG</td>
</tr>
<tr>
<td>$FPR1$</td>
<td>AGTCATCAAGGGGTTGGGATG</td>
<td>GGAATCAAACCTGGGAAACC</td>
</tr>
<tr>
<td>$HA15$</td>
<td>GCGATGATGGTGACAATGAC</td>
<td>CTTCTTGGTTGGCTGCTGTGTTGC</td>
</tr>
<tr>
<td>$INM1$</td>
<td>GTTATTGGGATGGTGGTTGC</td>
<td>CCTCAGGGCACAATATGTCC</td>
</tr>
</tbody>
</table>
### Table 1

<table>
<thead>
<tr>
<th>Gene</th>
<th>Sequence 1</th>
<th>Sequence 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>INM2</td>
<td>TGTTACGGGGTTCAGAAGTG</td>
<td>CCACCTCCCCAATAAGCCTC</td>
</tr>
<tr>
<td>POG1</td>
<td>GATAAACGCCTCGAACTTG</td>
<td>AAGTATATGCGCTGGTTGC</td>
</tr>
<tr>
<td>SAT4</td>
<td>TTACTGCTTACGCACGATGG</td>
<td>TATATTCCTCTGGGGCGATG</td>
</tr>
<tr>
<td>TEP1</td>
<td>CGCCCCATCAAGCTTAATCAC</td>
<td>GGAGGGCATTCTATCATCG</td>
</tr>
</tbody>
</table>

**Analysis of CoQ<sub>6</sub> and CoQ<sub>6</sub> intermediates:** Lipid extraction of cell pellets was conducted as described (Allan et al., 2015) with methanol and petroleum ether and CoQ<sub>4</sub> as the internal standard. Lipid measurements were performed by HPLC-MS/MS and normalized to total OD. Prior to mass spectrometry analysis, all samples were treated with 1.0 mg/mL benzoquinone to oxidize hydroquinones to quinones. Mass spectrometry analyses utilized a 4000 QTRAP linear MS/MS spectrometer (Applied Biosystems), and data were acquired and analyzed using Analyst versions 1.4.2 and 1.5.2 software (Applied Biosystems). Separation of lipid quinones was performed with a binary HPLC delivery system and a Luna 5µ phenyl-hexyl column (100 × 4.6 mm, 5 µm, Phenomenex). The mobile phase consisted of a 95:5 methanol:isopropanol solution, with 2.5 mM ammonium formate as Solution A and a 100% isopropanol solution, with 2.5 mM ammonium formate as Solution B. The percent of Solution B was increased linearly from 0 to 5% over 6 min, whereby the flow rate was increased from 600 µL to 800 µL. Initial flow rate and mobile phase conditions were changed back to initial phase conditions linearly over 3.5 min. Each sample was analyzed using multiple reaction monitoring (MRM) mode. The following precursor to product ion transitions were detected, as well as the +17 m/z ammoniated adducts for each of the metabolic products: $^{12}$C-HHB m/z 547.4/151.0 (ammoniated: 564.4/151.0), $^{12}$C-DMQ<sub>6</sub> m/z 561.6/167.0 (ammoniated: 578.6/167.0), $^{12}$C-CoQ<sub>6</sub>
m/z 591.4/197.1 (ammoniated: 608.4/197.1), and $^{12}$C-CoQ$_4$ m/z 455.4/197.0 (ammoniated: 472.4/197.0).
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Figure 6.1: Potential nuclear roles for Ptc7ns.

A. Heat map with hierarchical clustering of changes in phospho-isoform abundance in

B. Log2(Fold Diff)
nuclear proteins in ptc7Δ compared to WT and upon putative restoration of Ptc7. Nuclear proteins with significantly different phospho-isoforms (p<0.01) between ptc7Δ and WT were identified; and the normalized phospho-isoform abundance was represented for WT, ptc7Δ and ptc7Δ+PTC7. Proteins whose phosphorylation increase in ptc7Δ but are not restored to levels comparable to WT upon expression of Ptc7 are indicated by the two black boxes. Proteins whose phosphorylation decreases upon deletion of PTC7 but is not restored to levels comparable to WT upon rescue are indicated by the blue box. Two exclusively nuclear-facing nucleoporins are indicated with red arrows. Another nucleoporin with nucleo-cytoplasmic distribution is indicated with a black arrow.

Analysis of supplementary data from (Guo et al., 2017). In the case of multiple phosphorylated peptides from a single protein, only the peptide with highest confidence (lowest p-value) was considered. Nuclear localization was defined as positive localization to nuclear periphery, nucleus or nucleolus as in (Huh et al., 2003).

B. Heat map with hierarchical clustering of changes in phospho-isoform abundance in mitochondrial proteins in ptc7Δ compared to WT and upon putative restoration of Ptc7. Mitochondrial proteins with significantly different phospho-isoforms (p<0.01) between ptc7Δ and WT were identified; and the normalized phospho-isoform abundance was represented for WT, ptc7Δ and ptc7Δ+PTC7. In the case of multiple phosphorylated peptides from a single protein, only the peptide with highest confidence (lowest p-value) was considered. Mitochondrial localization was defined as in (Huh et al., 2003).
Figure 6.2: Exclusive expression of Ptc7 isoforms does not significantly affect conversions of precursors within the CoQ₆ biosynthetic pathway.

A. Serial dilutions (5-fold) of various PTC7 isoform strains, ptcΔ, and coq9Δ (negative
respiratory-deficient control) on YP agar plates with dextrose or glycerol as the carbon sources.

B. Levels of steady state ($^{12}$C-DMQ$_6$, blue bars) and de novo synthesized ($^{13}$C$_6$-DMQ$_6$, orange bars) in strains expressing different Ptc7 isoforms ($PTC7_{gHA}$: genomic, both isoforms expressed at endogenous levels; $PTC7_{HA}$: exclusively expresses isoform from spliced mRNA; $PTC7_{nsHA}$: exclusively expresses isoform from nonspliced pre-mRNA) and $ptc7\Delta$. Error bars represent ± 1 SD of n=3 biological replicates.

C. Levels of steady state ($^{12}$C-HHB, blue bars) and de novo synthesized ($^{13}$C$_6$-HBB, orange bars) in strains expressing different Ptc7 isoforms ($PTC7_{gHA}$: genomic, both isoforms expressed at endogenous levels; $PTC7_{HA}$: exclusively expresses isoform from spliced mRNA; $PTC7_{nsHA}$: exclusively expresses isoform from nonspliced pre-mRNA) and $ptc7\Delta$. Error bars represent ± 1 SD of n=3 biological replicates.

D. Ratio of $^{13}$C$_6$-(Awad et al., 2017)DMQ$_6$/^{13}$C$_6$-CoQ$_6$ in strains expressing different Ptc7 isoforms ($PTC7_{gHA}$: genomic, both isoforms expressed at endogenous levels; $PTC7_{HA}$: exclusively expresses isoform from spliced mRNA; $PTC7_{nsHA}$: exclusively expresses isoform from nonspliced pre-mRNA) and $ptc7\Delta$. Ratios derived from levels of $^{13}$C$_6$-CoQ$_6$ previously reported (Awad et al., 2017). Error bars represent ± 1 SD of n=3 biological replicates.

E. Ratio of $^{13}$C$_6$-HBB/^{13}$C$_6$-CoQ$_6$ in strains expressing different Ptc7 isoforms ($PTC7_{gHA}$: genomic, both isoforms expressed at endogenous levels; $PTC7_{HA}$: exclusively expresses isoform from spliced mRNA; $PTC7_{nsHA}$: exclusively expresses isoform from nonspliced pre-mRNA) and $ptc7\Delta$. Ratios derived from levels of $^{13}$C$_6$-CoQ$_6$ previously reported. Error bars represent ± 1 SD of n=3 biological replicates.
Figure 6.3: Absence of both Ptc7 isoforms, but not either one individually, causes increased resistance to osmotic stress.

A. Serial dilutions (5-fold) of various PTC7 isoform strains and ptc7Δ previously grown in YPD liquid media, on YPD agar plates without salt, with 1M NaCl or 0.5M LiCl.

B. Serial dilutions (5-fold) of various PTC7 isoform strains and ptc7Δ previously grown in YPD + 1M NaCl liquid media, on YPD agar plates.
Figure 6.4: Expression of genes annotated as having a role in increased resistance to LiCl (Saccharomyces Genome Database), measured by qPCR in Ptc7 isoform and null strains growing in YPD + 0.25M LiCl.
Figure 6.5: Expression of total $PTC7$ measured by qPCR in Ptc7 isoform and null strains growing in YPD + 0.25M LiCl.
Figure 6.6: Ratio of CoQ₆ and pathway intermediates between LiCl treated and control yeast cells.

A. Ratio of total CoQ₆ during growth in YPD + 0.1M LiCl to YPD control in strains expressing different Ptc7 isoforms (PTC7₆: genomic, both isoforms expressed at endogenous levels; PTC7₆: exclusively expresses isoform from spliced mRNA; PTC7₆: exclusively expresses isoform from nonspliced pre-mRNA) and ptc7Δ. Error bars represent ± 1 SD of n=3 biological replicates (* : p<0.05).

B. Ratio of total DMQ₆ during growth in YPD + 0.1M LiCl to YPD control in strains expressing different Ptc7 isoforms (PTC7₆: genomic, both isoforms expressed at endogenous levels; PTC7₆: exclusively expresses isoform from spliced mRNA; PTC7₆: exclusively expresses isoform from nonspliced pre-mRNA) and ptc7Δ.
exclusively expresses isoform from nonspliced pre-mRNA) and ptc7Δ. Error bars represent ± 1 SD of n=3 biological replicates.

C. Ratio of total HHB during growth in YPD + 0.1M LiCl to YPD control in strains expressing different Ptc7 isoforms (PTC7G: genomic, both isoforms expressed at endogenous levels; PTC7S: exclusively expresses isoform from spliced mRNA; PTC7NS: exclusively expresses isoform from nonspliced pre-mRNA) and ptc7Δ. Error bars represent ± 1 SD of n=3 biological replicates.
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CHAPTER 7

Concluding remarks and perspectives.
Since the discovery of DNA as genetic material, beautiful work over the decades has brought to light the molecular detail of gene regulation reactions like transcription, pre-mRNA splicing, and translation; as well as the machineries that carry them out. However, while the mechanisms of a number of these gene regulation steps might be known, each step has traditionally been studied in isolation. Over the last few years, there is the increasing realization that gene expression processes are coupled together mechanistically (i.e. transcription is coupled to pre-mRNA splicing, which is in turn coupled to translation), and therefore, coordinated regulation of these processes must be considered. Furthermore, the advent of new and powerful technologies make it possible to study a gene expression program in the context of every other such program, giving us a more holistic and integrated view of the inner workings of a cell.

While the perspectives of its study are certainly broadening, certain aspects of gene regulation such as the stoichiometry of the key enzymatic components in relation to the substrates they act on, a molecular “accounting” of sorts, are commonly ignored. The availability of gene regulation machinery has to be considered carefully to understand the kinetics, thermodynamics and eventual consequences of a regulatory reaction. Commonly, the core machineries of gene expression such as the polymerase, the spliceosome and the ribosome are assumed to be in excess. However, recent work has shown that that is certainly not true, and competition for limiting machineries of gene regulation has functional consequences (Munding et al., 2013, Baumgartner et al., 2011). The work presented in this dissertation elucidates two examples of the biological consequences of the limiting nature of the *Saccharomyces cerevisiae* spliceosome in remodeling gene expression networks and cellular decision-making in response to environmental conditions. We lay out mechanisms by which a single chromatin remodeling factor, the SWI/SNF complex coordinately controls the availability of spliceosome by regulating
the transcription of translation-related genes, which are enriched in introns. The SWI/SNF complex lies at the nexus of transcription, splicing and translation and effects profound changes in the metabolic nature of the cell in response to environmental changes. (Venkataramanan et al., 2017, Awad et al., 2017).

We demonstrate that regulation of spliceosome availability by the SWI/SNF complex in response to environmental conditions activates the specialized developmental program of meiosis in S. cerevisiae, enabling survival in the absence of nutrients (Venkataramanan et al., 2017). Further, we begin to uncover novel mechanisms by which Snf2, the core ATPase component of the SWI/SNF complex is regulated. A combination of uORF mediated regulation of translation, m6A methylation, protein deacetylation, and degradation exquisitely regulate the activity of the SWI/SNF complex to effect the developmental and metabolic changes involved in a critical cellular process. In addition, we present evidence of a novel functional role for the alternative splicing of a yeast gene, wherein protein isoforms derived from the splicing or retention of a conserved intron within a single gene have opposing effects on the biosynthesis of a key metabolite involved in the switching of metabolic modes (Awad et al., 2017).

The work described in this dissertation has implications beyond S. cerevisiae. Recent theoretical work has proposed that the translation of very highly expressed and efficiently translated genes (such as ribosomal protein genes themselves) serves as a ribosome sink, effectively downregulating the translation of other mRNAs in the cytoplasm (Raveh et al., 2016). The regulatory potential of this is only beginning to be explored. However, recent evidence suggests that in organisms ranging from yeast to humans, translation related genes are translationally repressed under specific conditions of stress or differentiation, perhaps to promote the translation of other, specialized transcripts (Blair et al., 2017, Arribere et al., 2011). The role
of competition for fundamental machines of gene regulation is therefore a burgeoning and potentially very fruitful area of exploration in our quest to understand the biology of the cell.

**Switching metabolic modes in *Saccharomyces cerevisiae***

Responding and adapting to environmental stimuli is one of the characteristic features of life itself. *Saccharomyces cerevisiae* are unique in that they experience dramatic shifts in metabolism in response to environmental changes, and the organism’s extreme utility to human civilization and long history of domestication has caused these shifts to be systematically studied. In the mid-nineteenth century, Louis Pasteur observed that *S. cerevisiae* utilized more glucose in the absence of oxygen than in its presence, likely due to the activation of anaerobic glycolysis over fermentation to meet cellular ATP requirements (Pasteur, 1861). However, the ‘Pasteur Effect’ is limited to conditions of carbon limitation. In fact, under glucose-rich conditions, *S. cerevisiae* primarily utilizes a fermentative mode of metabolism regardless of oxygen concentrations, likely due to a combination of glucose repression and relative activities of pyruvate dehydrogenase (which shunts carbon into the citric acid cycle and respiration) vs. pyruvate decarboxylase (which converts pyruvate to acetaldehyde, which in turn is eventually reduced into ethanol) (Crabtree, 1929, De Deken, 1966, Kappeli, 1986). This is called the ‘Crabtree effect’, and is thought to be consequence of the organism ‘preferring’ to produce ATP rapidly (fermentation) as opposed to maximize the ATP output per glucose molecule consumed in a slower, but more efficient process (respiration) (Otterstedt et al., 2004). As detailed above, the metabolic switch in yeast is controlled by both the abundance of oxygen as well as the abundance and composition of carbon sources within the medium. Furthermore, in *S. cerevisiae*, the development of gametes (meiosis, or sporulation) is also regulated by environmental
conditions, and utilizes specialized metabolic pathways (Halpern and Miller, 1956, Miller, 1957, Miller et al., 1959, Ramirez and Miller, 1964, Dickinson, 1988). Recent results have shown that the process of respiration is essential for entry into sporulation, both in terms of providing energy for the process, as well as other as yet unknown metabolites (Jambhekar and Amon, 2008). Therefore, growth and development of yeast rely on accurately sensing environmental nutrient conditions, and responding to it by switching metabolic modes as appropriate and confers greatest fitness advantage.

Since the earliest of these findings, extensive studies have been performed on the mechanism by which the yeast achieves this shift in metabolic modes (reviewed in (Conrad et al., 2014)). The presence of absence of specific nutrients is conveyed using secondary metabolites as messenger molecules within signal transduction pathways. For example, the presence of glucose activates the Ras/cAMP dependent Protein Kinase A (PKA) pathway, with cAMP functioning as the secondary messenger. Target of Rapamycin Complex I (TORC1) senses nitrogen in the environment and regulates cellular responses accordingly. Interestingly, regulation of both TORC1 and PKA have been shown to be crucial for the proper timing of sporulation (Weidberg et al., 2016). The expression of a number of genes is regulated downstream of these signal transduction pathways, and this is, in a sense, the final effector of the cellular decision making in response to nutrient conditions.

**SWI/SNF in the yeast sexual cycle**

We have recently shown that the chromatin remodeling complex SWI/SNF plays a previously unexplored but fundamental role in regulating meiotic splicing. We demonstrate that at the onset of meiosis, Snf2 levels are rapidly downregulated leading to a corresponding down-
regulation of expression of ribosomal protein genes (Venkataramanan et al., 2017). Since RPGs are highly enriched in introns, down-regulating this class of genes alters the splicing landscape of the cell and frees up spliceosomes to interact with intron-containing meiotic transcripts, almost of which contain splice sites that make them poor substrates of the spliceosome. In addition to its role in spliceosome redistribution, Snf2 is required to overcome Ume6-dependent repression of Mer1 expression. Hence, Snf2 is a key regulator of the central controller of meiotic splicing (Venkataramanan et al., 2017).

This idea might extend even further. Snf2 was also independently identified as Swi2, required for the “Switching” phenotype, the core process of homothallic mating in S. cerevisiae (Stern et al., 1984). Briefly, heterothallic mating in S. cerevisiae occurs when a cells encounter α cells, as a consequence of different mating factors produced by the two cell types. However, S. cerevisiae also have a homothallic phenotype, viz. the ability to switch mating type and undergo a self-fertile sexual cycle. Two silenced loci called HML and HMR homologous to the a and α at the MAT locus are normally silenced, but upon expression of the HO endonuclease, the MAT locus is cleaved, causing a gene conversion between the MAT locus and the HML or HMR locus. Thus, a cell of a single mating type can undergo mating by this process; following cell divisions, HO is activated in the mother cells, evoking a mating type switch event to result in a pair of cells of opposite mating type and thereby enabling mating between the mother and daughter cells (Haber, 1998, Haber, 2012). It has long been known that Snf2 (as well as other components of the complex) is essential for the expression of the HO endonuclease, and the fulfillment of homothallic potential in yeast (Stern et al., 1984, Nasmyth, 1993, Mitra et al., 2006). This combined with our observations that place the Swi/Snf complex at a nexus point in
the control of meiosis indicate that the entire sexual cycle of *S. cerevisiae* is potentially under the control of the SWI/SNF complex (Venkataramanan et al., 2017).

The origins of meiosis (and sexual reproduction in general) in early eukaryotic history have never been satisfactorily explained (Lenormand et al., 2016). While meiosis almost certainly evolved from the more primitive mitosis, there are numerous cytological events that occur in the meiotic cycle of even the most primitive eukaryotes, such as *S. cerevisiae*, that appear to be unique to that process (Heitman et al., 2013). We have also put forth an argument for the entire “sexual cycle” of *S. cerevisiae* to be under the control of a single protein complex, performing multiple distinct functions at different stages of the cycle. At first sight, it appears difficult to reconcile this with a sense of Darwinian gradualism in answering the question of how meiosis evolved. However, to our minds, this is a fallacy. The evolutionary intermediates in the development of meiosis, perhaps a primitive ascomycetous fungi that developed homologous pairing, or suppression of kinetochore splitting, or dual-karyokinesis, are perhaps entirely lost to us (Lenormand et al., 2016, Goodenough and Heitman, 2014, Heitman et al., 2013, Ni et al., 2011, Lee et al., 2010, Solari, 2002). The archetypal “early” sexual cycle most commonly studied remains *S. cerevisiae*, and that is a fully formed cytological process, exquisitely controlled by SWI/SNF protein complex at every step.

Many questions remain unanswered in the evolutionary intermediates. How did the genes involved in meiosis evolve? We assume they arose from largely mitotic counterparts, but when and how they diverged remains unknown. Perhaps more confoundingly, why are they enriched in introns? Even more specifically, why do almost all IC meiotic genes possess non-consensus splice sites? We assume this is to prevent their splicing except under exceptional circumstances, to prevent the a/a diploid from undergoing meiosis under favorable growth conditions. After all,
early meiosis, such as the forms seen in ascomycetous fungi appears to be a survival mechanism, induced by starvation; and not necessarily a preferred branch of the cell cycle (Lee et al., 2010). Did the poorly-spliceable introns arise as a control mechanism, a rheostat to make sure that the functional products of these genes, which cause the organism to enture a non-productive, hunker down and survive mode of existence are not formed when environmental conditions are favorable for proliferation? If so, the “rheostat” is clearly controlled by the preponderance of introns amongst the massively abundant RPGs. Which arose first? Are meiotic genes enriched in weakly-spliced introns because that was the easiest and most economical way to control their expression? Or did the highly abundant RPGs gain introns to titrate away spliceosomes from, and prevent expression of, a non-productive pathway? Where does Mer1 fit into the picture? Did evolution over-correct? In making these introns difficult to splice, so that they aren’t spliced under favorable environmental conditions, perhaps a few of them were made so difficult to splice that even the large excess of spliceosomes that occur upon RPG depletion is unable to splice them, and this is was the pressure for the Mer1 splicing enhancer to evolve?

This control of SWI/SNF over sexual cycles is not limited to fungi. In fact, Swi/Snf has been known to have roles in metazoan meiosis. Previous reports have shown that Brg1, the ATPase subunit of the mammalian Swi/Snf complex, peaks in expression during the early stages of meiosis and is turned off in maturing round spermatids; and also that knocking down Brg1 results in prophase arrest during meiosis I, caused due to a failure to complete synapsis (Wang et al., 2012, Kim et al., 2012). Mammalian HFM1/Mer3 is an integral part of the ZMM group of proteins involved in this process, and has been shown to be required for the completion of synapsis during meiosis, and the deletion of Hfm1 closely resembles the phenotype of a Brg1 knockdown (Guiraldelli et al., 2013). While it is unlikely that the methods of regulation remain
exactly the same, it is conceivable that the SWI/SNF complex has retained its role in regulating meiosis through evolution. In fact, the vast global changes in splicing have been reported during male meiosis in mammals, and it is entirely possible that the SWI/SNF complex directly or indirectly contributes to the same (Schmid et al., 2013).

SWI/SNF in yeast respiration

Concurrently with its role in homothallic mating in *S. cerevisiae*, Snf2 was originally identified as being required for the expression of the glucose-repressed, signal peptide containing, longer form of the *SUC2* mRNA (Neigeborn and Carlson, 1984). This 1.9 kb mRNA encodes for the secreted form of the yeast invertase enzyme, which cleaves sucrose to give glucose and fructose, and is repressed in the presence of glucose (Carlson and Botstein, 1983, Carlson et al., 1983, Carlson and Botstein, 1982, Perlman et al., 1982). The SWI/SNF complex has been shown to be required for the induction and maintenance of expression of this gene during growth on sucrose (Trumbly, 1992, Geng and Laurent, 2004). Despite its role in the activation of a number of glucose repressed genes required for growth on non-fermentable carbon sources, we have recently demonstrated that the levels of Snf2 protein decrease as glucose is depleted in the medium (Awad et al., 2017, Biddick et al., 2008, Geng and Laurent, 2004). This downregulation of Snf2 allows for a corresponding downregulation of RPG transcript levels and redistribution of the spliceosome, permitting the splicing of *PTC7*, a gene required for optimal CoQ₆ biosynthesis and mitochondrial activity during respiration (Awad et al., 2017). The conservation of two *PTC7* isoforms across fungal species indicates that this is an example of the utilization of alternative splicing to functionally expand the yeast proteome (Marshall et al., 2013). This implies a dual role for Snf2 in the natural diauxic shift during batch
growth, similar to its roles in the transition to sporulation media and meiosis (Venkataramanan et al., 2017, Awad et al., 2017).

**SWI/SNF as a nexus of multi-layer gene regulation in response to environmental cues**

The work presented within this dissertation establishes the SWI/SNF complex as a hub of gene regulation in response to environmental cues. We show that the state and abundance of Snf2, the core ATPase component of the SWI/SNF complex, is dynamically regulated in response to environmental conditions. The dynamics of the SWI/SNF complex under nutrient stress results in changes in the transcription of numerous genes, including but not limited to a decrease in the components of the ribosome (RPGs). In this manner, the translational output of the cell is reduced, conserving energy within the context of a nutrient-scarce environment. The downregulation of the RPGs also serves to render the yeast spliceosome no longer limiting, allowing for the splicing of numerous stress-responsive pre-mRNAs. Furthermore, the transcriptional activity of the SWI/SNF complex is also required to initiate the transcription of these pre-mRNAs, as well as other stress-specific genes required for their splicing, as well as the overall cellular response. The SWI/SNF complex thus modulates cellular transcription, pre-mRNA splicing, as well as translation, thereby integrating the gene regulation response at multiple steps to coordinately activate specific stress-response or developmental programs.
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