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ABSTRACT OF THE DISSERTATION

Electronic and Vibrational Properties of Low-Dimensional Heterogeneous Systems: Materials and Device Perspectives

by

Mahesh Raj Neupane

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, March 2015
Dr. Roger Lake, Chairperson

Due to the aggressive miniaturization of memory and logic devices, the current technologies based on silicon have nearly reached their ultimate size limit. One method to maintain the trend in device scaling observed by Moore’s law is to create a heterostructure from existing materials and utilize the underlying electronic and optical properties. Another radical approach is the conceptualization of a new device design paradigm. The central objective of this thesis is to use both of these approaches to address issues associated with the aggressive scaling of memory and logic devices such as leakage current, leakage power, and minimizing gate oxide thickness and threshold voltage. In the first part of the dissertation, an atomistic, empirical tight binding method was used to perform a systematic investigation of the effect of physical (shape and size), and material dependent (heterogeneity and strain) properties on the device related electronic and optical properties of the Germanium (Ge)/Silicon (Si) nanocrystal (NC) or quantum dot (QD). The device parameters pertaining to Ge-core/Si-shell NC-based floating gate memory and optical devices such as confinement energy, retention lifetimes and optical intensities are captured and analyzed.
For both the memory and optical device applications, regardless of the shape and size, the Ge-core is found to play an important role in modifying the confinement energy and carrier dynamics. However, the variation in the thickness of outer Si-shell layer had no or minimal effect on the overall device parameters.

In the second part of the dissertation, we present a systematic study of the effect of atomistic heterogeneity on the vibrational properties of quasi-2D systems and recently discovered 2D materials such as graphene, while investigating their applicabilities in future devices applications. At first, we investigate the vibrational properties of an experimentally observed misoriented bilayer graphene (MBG) system, a heterostructure where two graphene layers are rotated by a relative angle, using molecular dynamic (MD) method. The MD method includes temperature dependent phonon anharmonicity which correctly predicts misorientation angle ($\theta$) dependent low-energy breathing modes, and establishes a correlation between the experimentally observed low frequency Raman modes. Using a similar method, we have also conceptualized a phononic circuit using quasi-2D materials constructed from group IV elements of the periodic table, mainly carbon (C), Germanium (Ge) and Silicon (Si) by modifying the phononic bandgap (PBG). We successfully demonstrated the realization of various phononic interconnects such as nano-scaled phononic resonators, waveguides and switches by simultaneously introducing defects of different types at various locations on the 3C-SiC and 3C-GeSi surfaces.

Finally, we have conceptualized a novel low power device called TMDC Excitonic Field Effect Transistor (TExFET), using other 2D materials namely, hexagonal boron nitride (h-BN) and Transition Metal Dichalcogenides (TMDC) by creating a TMDC/h-BN/TMDC heterstructure system. The characteristics of the TExFET device is explored with a combination of the variational principle and the mean field approximation. Our variational principle based calculation of the unscreened inter-
layer Coulombic forces in the TMDC/h-BN/TMDC system gives us an upper bound exciton gap in the order of 100 meV, mainly due to the isotropic electron and hole effective masses of the TMDC layers. Due to an effective exciton radius in the range of 2 nm, the TExFET could also be a device of choice for maintaining the device scaling trend. Further, when the effect of static screening between the layers is considered during self-consistent calculations, the interaction strength is reduced by \( \sim 40\% \) to 60 meV, producing an excitonic gap suitable for low temperature, low power device applications.
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Chapter 1

Rationale

1.1 Introduction

1.1.1 Memory Devices

Since the evolution of the silicon era, semiconductor memory has become an integral component of modern electronic systems, where there is an ever-increasing need for the portable and energy efficient devices. The path followed by the industry to date is roughly governed by the Moore’s observation in 1975 that the number of transistors on an integrated chip doubles every two years. His observation, which is now known as Moore’s Law, states that a transistors must be scaled to smaller sizes to increase the transistor density which helps in adding more functionality per chip at lower cost. Such scaling laws provide guidelines for defining a smaller transistor with mostly improved or at least similar performance for the next technology node. In order to maintain this scaling trend, applied gate voltage and ratio between the ON and OFF current should be minimized and maximized, respectively. The current International Technology Roadmap for Semiconductors (ITRS) [16] also predicts an
end to the Moore’s law, mainly due to the saturation of the applied gate voltage and limitation in the gate oxide thickness. Beyond complementary metal-oxide semiconductors (CMOS), several new approaches to information-processing and data-storage technologies and architectures are emerging to address the time-frame beyond. The miniaturization or down-scaling of devices, both logic and memory, has been aggressively pursued to achieve low power, high speed, and reliable and robust operational features. However, semiconductor memory, more importantly flash memory, scaling is far behind CMOS logic device scaling. Flash memory consists of a compact structure in which the selecting-element and the storage element are merged in an MOS-like structure. Because of the ever increasing scaling need and data retention time requirement of more than ten years, the nonvolatile flash memory (NVM) devices has become indispensable.

Magnetic memory [17], phase change memory [18], molecular memories [19], and floating gate memory [20] are the main types of NVM technology. Among these memory devices, floating gate memory is the only NVM compatible with the current CMOS processing technology. This memory type was first invented by Sze and Khang at Bell Labs in 1967 [21], where the floating gate layer is sandwiched between the control and tunneling oxide layers. The schematic of a floating gate memory device is shown in the Fig. 1.1. In this NVM, the floating gate layer acts as a charge storage or trapping layers, and charges can be stored through program operations and moved back to the substrate by means of erase operations. Floating gate NVM is also more reliable, offers higher density and requires lower production cost, making it a cheaper solution for stand-alone and embedded memory applications. In these devices, the floating gate is programmed by applying a large voltage at the control gate by lowering the potential barrier. Once carriers, electrons for n-type device and holes for the p-type device, are in the floating gate, they will stay in the potential
Figure 1.1: (Color online) A schematic of a p-Type Floating Gate Memory (FGM) device.

well formed between the control and gate oxide. The erasing mechanism is achieved by applying large negative (positive) voltage for n-type (p-type) device at the gate, and the electrons (holes) tunnel out by Fowler-Nordheim (FN) tunneling. However, conventional floating gate NVM suffers from physical limitations such as insufficient tunneling oxide thickness from the continual scaling of overall device structure. Since the floating gate, as a charge storing layer, is conductive, it is immune to the charge leakage, resulting in a serious reliability issue for memory applications.

Semiconductor nanocrystal memory is shown to have the potential to replace conventional floating gate flash memory by overcoming these shortcomings in the conventional floating gate non-volatile memory (NVM) [22]. In this type of NVM, nanocrystals (NC) or Quantum Dots (QDs) act as discrete charge storing sites that are embedded within the floating gate layer, as shown in the Fig.1.2

These NCs can confine charges, and exhibit many fascinating atomic-physics phe-
Figure 1.2: (Color online) a. A schematic of Ge/Si core-shell NC memory b. Band diagrams of a Si/Ge/Si core-shell memory at the conditions of b) flat band, c) programming, d) erasing, and e) retention.

nomena in the solid state which can be controlled by varying size, density, and work function. The tunable optical and electrical properties of these nanostructures have been explored and utilized in various applications, such as flash storage memory, quantum computing, and optical communication. In experiment, the key device element, i.e. NCs layer can easily be fabricated at low temperature. Due to the localization of the charge into electrically discrete nodes and thinner tunneling oxide, NC-based NVM devices possess various advantageous properties such as longer retention time and higher endurance as compared to the traditional NVM. Currently, NC-based NVM can be classified into three major categories, determined by the materials used: (i) semiconductor [23], (ii) metal [24], and (iii) high-dielectric [25] nanocrystals. Due to the simple fabrication process and compatibility with the existing semiconductor industry, semiconductor NC-based memory, mainly Si and Ge NCs, are widely being used [20].

Metal-oxide-semiconductor (MOS) nonvolatile memory devices based on nanocrystals (NC), especially using Si as the material for NCs [23], have attracted attention due to their potential to utilize evolutionary nanotechnology, within the existing Si device fabrication schemes. In these memory devices, NC’s are embedded in the oxide layer of the MOS memory [26]. Due to the localization of the charge into electrically
discrete nodes and thinner tunneling oxide, these devices possess various advantageous properties. Low-power consumption and high storage density, up to 1 Tbit/inch, can be obtained in comparison with conventional non-volatile flash memories [27]. Further studies of Si NC embedded non-volatile memories (NVM) by Zhao et al. suggested that the magnitudes of valence and/or conduction band offsets between the Si and SiO$_2$ characterize the amount of leaked charge into the substrate [28]. In order to minimize this leakage charge and to handle the trade-off between programming speed and retention time due to the scaling limitation of the oxide layer in the Si NC embedded memories, Ge/Si core-shell NC based memory devices were first proposed in Ref. [29]. In this device, the Si shell acts as an additional barrier layer during the tunneling of holes confined in the Ge core. The memory characteristics and advantages of using Ge/Si heterostructure as the material for NC will be discussed later.

1.1.2 Two-Dimensional Materials

Low-dimensional materials in general and two-dimensional (2-D) layered materials in particular are interesting from a technological standpoint not only because they provide access to novel physical phenomena, but also because of their unique electrical, optical, mechanical, and chemical properties. Graphene, a sheet of carbon atoms arranged in a honeycomb structure, is a path-breaking 2-D material, which has been proposed as a candidate for the channel material of future electronic devices [30]. An atomistic view of a graphene primitive cell, a thin sheet of monolayer graphene, and images of experimentally observed graphene samples characterized by TEM and SEM [31] are illustrated in Fig. 1.3. Monolayer graphene has a unique linear band structure near its charge neutrality point, and has served as a platform for many studies of two-dimensional physics, including quantum Hall effects [32]. Defect-free
graphene also exhibits very high carrier mobility [33].

Although graphene has many exceptional electronic, thermoelectric and mechanical properties, lack of an intrinsic bandgap reduces its utility for conventional electronic device applications. In addition to graphene, hexagonal boron nitride (h-BN) (shown in Fig. 1.4.b), and more recently TMDC comprised of MX2 (M = Mo, W, and Sn and X = S, Se, and Te) are receiving an increasing amount of scientific attention as promising candidates for various future nanoelectronic applications [34]. TMDC materials exist in a large number of different polymorphs of MX2, but the basic crystal structure consists of a sheet of metal atoms M, sandwiched by two sheets of chalcogens X. The coordination of the metal can be either trigonal prismatic ($D_{3h}$ symmetry, H) or approximately octahedral ($D_{3d}$ symmetry, T). Atomistic representation of $\text{MoS}_2$, a commonly studied TMDC system, is shown in Fig. 1.4.c.

Due to the weak van der Waals bonding between the chalcogenide planes, these materials can be exfoliated via mechanical [35] or liquid techniques [36] or grown in atomically precise layers using van-der-Waal epitaxy [37]. There is no reconstruction of the chalcogenide layers after exfoliation, and the layers are chemically inert. Thus, single trilayers of high quality transition metal dichalcogenide films can be placed
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Figure 1.4: (Color online) 2D Crystal structures a. Graphene monolayer b. Boron Nitride (BN) monolayer, and c) MoS$_2$ monolayer with the thickness of 3.16 Å. Graphene and BN have hexagonal lattice structure.
on substrates to be utilized in a range of device applications [38–41]. Unlike other artificial 2D materials, they are typically stable if removed from a supporting substrate. In addition, when these materials are placed on top of a bulk or 2D surface, it interacts with the surface with weak van der Waals interactions, without disrupting its in-plane covalent bonding. It is a dispersive force that acts even between neutral bodies at large separations, and it results from the non-zero dipole-dipole attraction stemming from transient quantum dipole fluctuation. The weak interlayer bonding permits intercalation of metal atoms, ions, or even organic molecule, which can introduce dramatic changes in the physical properties of the host.

**Misoriented Bilayer Graphene (MBG) system**

A feature common among all 2-D materials consisting of a hexagonal lattice structure is that when layers are stacked together, either by mechanical stacking, chemical vapor deposition (CVD) or epitaxial growth, a relative rotation between the layers is introduced due to inter-layer van-der-Waal (vdW) forces [42–44]. In the case of bilayer graphene, misorientation between the two layers produces a misoriented bilayer graphene (MBG) system. In the MBG, it is established that the individual layers with a relative rotation angle greater than 20° are electronically decoupled [45–48]. An interesting property of MBG from the application point of view is that the interlayer coupling is decreased [49] and the Fermi velocity is reduced, as a function of misorientation angle [50]. Recent theoretical and experimental studies on MBG also suggest that inter-layer resistance between the layers is in the order of several kilo-ohms and are mainly dominated by the phonon-mediated interlayer resistance [51].

An often cited technological roadblock to this scaling trend is the increased levels of power dissipation which lead to self-heating of devices and local hot-spot formations. In semiconducting materials, the thermal conductivity is mainly influenced by
the lattice thermal conductivity. In addition, heat dissipation in transistors occurs in a two-step process in which electrons in the transistor channel emit phonons (a quanta of lattice vibration), that carry the heat away from the active region. The phonon transport mechanisms are of critical importance as they determine the self-heating that occurs within the device. Low-energy acoustic phonon modes are responsible for conducting heat in the low-dimensional materials and devices. The thermal resistance between the layers arises from three-phonon scattering, in which one phonon decays into two or two phonons combine into one, with the strength of the interaction determined by cubic term of the interatomic force constants [52]. The scattering is only possible when each three-phonon process must satisfy momentum and energy conservation. Understanding how the misorientation affects the low-energy acoustic phonon modes in the MBG is essential for widening the applicability of MBG in other applications such as thermal management and as thermoelectric devices. The second part of the dissertation primarily focused on identifying the correlation between the vibrational and associated lattice-dependent thermoelectric properties and the misorientation angle, through a phonon engineering approach. In this of work, the phonon dispersion, phonon density of states and lattice specific heat capacity is determined for a variety of misorientation angles. These values are compared with previously calculated theoretical and experimentally observed values.

1.1.3 Next-generation Devices

Phononics Devices

Phonons are incoherent particles that can be observed as heat and noise, and are usually minimized or removed from the surface. In recent years, however, there has been few efforts on not only creating phonons, but also trapping and making them
coherent. Phononics or phonon engineering involves the control and manipulation of phonon interactions and transport in the host crystal known as Phononic Crystal (PnC). PnCs are artificial composite materials made of periodic distribution of inclusions embedded in a matrix with different elastic constants and atomic mass, as shown in the Fig. 1.5a.

Due to periodicity, these materials may exhibit phononic band gaps (PBGs)—a frequency region where no acoustic or elastic phonon propagation is allowed. Even so, the PBG can be tuned by material composition, lattice spacing, crystal-packing arrangement, crystal orientation, and size of the elements comprising the crystal. The widths of PBG, and their locations in the frequency domain, depend on the topology of the unit cell, material-wise or geometry-wise. The opening of PBG due to the material miss-match is illustrated in the Fig. 1.5b. As can be seen in the Fig.
1.5.1, the Boron-Arsenide (BAs) phonon dispersion curve has the combined energy of two acoustic phonons which is often smaller than that of a single optical phonon. The atomic mass of As is 70X higher than that of B. The large energy gap comes from this difference in atomic mass between boron and arsenic. Due to the large PBG, the process of optical phonon decaying into two acoustic phonons is forbidden, which results in the large phonon mean free path (MFP). In the silicon (Si), however, the optical phonons decays into the acoustic phonons, while closing the PBG. The scattering events often involve an optical phonon which is a high-frequency vibration of the atoms within a single primitive unit cell, and leads to shorter MFP.

In PnC, phonons travel through the lattice of the host materials as a wave, similar to the way sound passes through the air. The unique dispersion properties can be used to design phononic devices like waveguides, cavities or switches. One of the recent applications of PnC has been a phononic waveguide where the boundaries for the confined phonons are defined using surrounding two-dimensional crystal lattice [53]. Most of the recent work in this area has been using III-V materials (GaAs, AlAs and AlGaAs) at the larger dimension ranging from millimeter to micrometer [54]. With electronic and photonic devices already into the nanoscale, phononic devices and corresponding circuit elements are also needed to scale into the sub-nanometer range in order to become compatible with their electronic and photonic counterparts. We have extended the phonon engineering study in the low dimensional system by designing and analysing phononic circuits in the systems composed of group V elements (Si, Ge, and C) in the periodic table. To create phononic circuit elements such as resonators, waveguides, and switches, isolated and linear substitutional and vacancy defects are created in the (111) surface of the quasi-2D GeSi and SiC heterogeneous system. Furthermore, the mechanisms behind the creation of phononic components based on defects involve that only evanescent waves are present outside the defect, so
that energy confinement can be guaranteed.

**TMDC Excitonic Field Effect Transistor (TExFET)**

As the size and speed of the CMOS transistors continue to scale, power dissipation becomes the bottleneck for the scaling trend. Leakage current is the main source of power dissipation and dynamic power loss, and increases exponentially under constant field and the scaled supply voltage. In the conventional MOSFET devices, the switching speed is defined by the order of ON/OFF current ratio which is heavily influenced by the leakage current. To circumvent the issue of leakage current, various unconventional Si-based device designs such as High-K Multigate Field Effect Transistor (HK/MG FET) [55], Homogeneous Junction Field Effect Transistor (HomJFET) [56], Heterogeneous Junction Field Effect Transistor (HetJFET) [57], FinFET [58], and Tunnelling Field Effect Transistor (TFET) [59–61] are being proposed. These device designs provide solution to the problem of leakage current and power dissipation through thinner effective oxide thickness, tighter electrostatic control, and modulation channel doping which might help in short-term device scaling. For a long-term solution to the device scaling problem, a revolutionary solution could be provided by designing devices based on alternative state variables, such as spin, phase, and wave. With the advent of naturally occurring 2D materials such as h-BN and TMDCs, the field of device engineering is being served with the opportunity and challenge of designing scaled devices with them. The electronic structure of TMDs strongly depends on the number of valence electrons in the metal and its coordination environment. Most of the semiconductor TMDs in the bulk form have an indirect energy gap in the energy range between 1.2 to 1.7 eV. However, a single layer TMDCs has a large direct energy gap, a feature which has quickly attracted attention for use in nanoscale electronic and photonic devices. Some of the intrinsic optoelectronic
properties of 2D materials and their possible application domains is illustrated in the Fig. 1.6

Ultrathin TMDC, mainly MoS$_2$ has been successfully fabricated into field-effect transistors (FET) with high on-off ratios [38,62], and being investigated for its chemical sensing [63], and photovoltaic properties [40]. Although these proof-of-concept devices have shown great potentials as a potential channel material, materials related issues such as intrinsic heavier carrier effective mass, lower carrier mobility, and higher contact-resistance prevents them from being a industry standard channel materials for a device. Alternatively, many interesting intrinsic material properties make these 2D materials discrete, atomically thin "building blocks [64]" that can be combined
to form complex structures with unexplored feature and functionality [65]. Heterogeneities in 2D materials, including variations in layer number and stacking order, may be the another avenue of customizing variety of unique optical and electronic properties.

In general, semiconductor quantum wells for the electron/hole are formed when two semi-conducting surfaces or layers are stacked on top of each other, and heterostructure properties depends on the energy offsets between the conduction and valence bands of these layers. TYPE I and TYPE II are the most widely utilized band lineups between two semi-conducting surfaces. In the TYPE-I band lineup, electrons and holes are confined within the same layer (Fig. 1.7.a). Conversely, in the TYPE-II band lineup, both the carriers are localized in the two adjacent layers, as shown in Fig.1.7.b. Column III-V materials are the most widely used materials to form these staggered potentials, and are regarded as one of the leading candidates to overcome the performance limitations of silicon-based devices for ultra high-speed and ultra-low power applications. Furthermore, a selected combinations of these column III and V materials, such as GaSb/InAs/GaSb, also form a new type of TYPE-II potentials known as broken-gap TYPE-II potential, as shown in Fig.1.7.c. This type of potential profile possesses various interesting properties: conduction and valence band hybridization due to coupling at the interface and spatial separation of electrons and holes. This spatial separation of opposite charges leads to the formation of stable electron-hole pair bounded by Coloumbic force and are known as excitons. Existing theoretical studies on exciton condensation in bilayer graphene systems have focused on utilizing the enhanced tunneling current for device functionality. In this study, we utilize the collective excitonic state formed between two oppositely doped parallel segments of TMDC monolayer films as a collective state variable for information processing where we propose TMDC Excitonic Field Effect Transistor (TExFET) as
Figure 1.7: a) TYPE I band alignment b) TYPE II band alignment, and c) TYPE II broken gap band alignment
an exotic new device design.

TExFET, a low power device, is designed by creating heterostructure between hexagonal boron nitride (h-BN) and Transition Metal Dichalcogenides (TMDC), and is based on the novel concept of many-body physics and governed by a new collective-state variable known as excitons. When Coulomb interaction between electrons in the n-type branch and holes in the p-type branch is made sufficiently strong, the system undergoes a phase transition from independently mobile electrons and holes to an electrically insulating excitonic insulator state, with an energy gap in the single particle excitation spectrum. This coherent state formation might support ultra-low power operation by allowing on/off switching by shifting the energy of the ensemble charge instead of the individual charge [66]. Recombination of electrons and holes is suppressed through the spatial separation of charges with opposite polarity. The effective strength of the Coulomb interactions, sometime referred as the magnitude of the binding energy, can be tuned using a gate voltage to modify the charge concentration. The device functions as a function of the gate voltage, from a highly conductive state that allows for fast switching into the off-state once the conditions for the formation of a collective excitonic state are satisfied.

1.2 Background and Motivation

The device scaling trend, however, demands a detailed understanding of not only the chemistry of low dimensional materials but also, the underlining physics of the conceptualized device. So far, the transistor scaling trend is supported and enabled by three different factors: advanced lithography technique, discovery of new materials, and architectural innovation. The scaling of silicon metal-oxide-semiconductor field-effect transistor (MOSFET) is approaching its fundamental limits, and hence,
the need for alternative channel materials and device architectures is growing fast. Rather than vying to replace silicon based transistors, one of the conventional approaches to maintain the device scaling trend is to create nanostructure with new design and functionalities from existing materials. Heterostructure-based nanostructures created by combining existing materials and designs could also contribute to this effort. By exploiting the underlining physics of heterostructures and conceptualizing new device design with it, one could also extend the life of current technologies to new applications domains such as memory, optical and communication.

In parallel with the logic devices, post-CMOS memory devices should also scale and be compatible with existing technology. An ideal highly scaled post-CMOS memory device should have higher density, faster read/write speeds, lower cost, and also should be non-volatile in nature. One of the critical challenges in the memory device design is to meet the demand of scalability and compatibility with the evolving logic devices with new materials and operational principles. Among these memory designs, non-volatile floating gate memory (NVM) devices have attracted attention due to their potential to take advantage of the nanotechnology, while being highly scalable and compatible with current Si-based device fabrication technologies. In the past decade significant focus has been put on the emerging memories field to find a possible alternative to NVM. The emerging NVMs, such as NC-based NVM, phase-change memory (PRAM) [18], ferroelectric RAM (FeRAM) [67], magnetic spin-torque-transfer RAM (STT-MRAM) [68], and resistive memory (ReRAM) [69], are showing potential to achieve high cycling capability and lower power per bit for both read and write operations.

Some commercial applications, such as cellular phones, have recently started to use these NVMs, demonstrating that reliability and cost competitiveness in emerging memories is becoming a reality. In recent years, NC-based NVM with Si NCs
as the charging sites have evolved as a leading NVM design because of low-power consumption, high storage density, and better support for scaling, in comparison to the conventional NVM [27]. Though Si NC-based NVM improves upon the charge retention lifetime, there exists an inherent trade-off between the program/erase and retention times. A thinner tunneling dielectric is required for faster program/erase operation, whereas a thicker tunneling oxide is favorable to achieve an acceptable retention time of 10 years. Most of the recent research on NC-based NVM has focused on addressing this trade-off. One of the proposed solutions is based on material science, where high-dielectric (K) materials have been proposed as the tunneling dielectric material [25]. The use of high-K dielectric materials as a tunneling oxide reduces the equivalent oxide thickness (EOT) and improves the retention time, without maintaining the program/erase time. An alternative approach is to create an asymmetrical barrier between the storage nodes and the substrate by engineering the shape (either the depth or the structure) of the potential well where the charges are stored. Ge/Si core-shell NC based memory devices have been proposed and identified as suitable candidate material system for creating of an asymmetric barrier which leads to a small barrier for writing and a large barrier for retention [23]. In this device, the Si shell acts as an additional barrier layer during the tunneling of holes confined in the Ge core.

In addition, bulk Ge and Si when joined together form a Type-II heterojunction [70]. In such a heterojunction, electrons and holes are spatially separated between the shell and the core region respectively and hence, the hole lifetime in the core region increases due to the minimal electron-hole recombination [70]. C-V measurement on the Si$_x$Ge$_{1-x}$/Si system also confirms the longer hole retention, even with ultra thin oxide thickness, owing to the higher valence band offset between Ge and Si [71]. Utilizing this band alignment property of Ge/Si heterojunction, Sousa and et al.
compared hole and electron based operation of alloy based $\text{Si}_x\text{Ge}_{1-x}$ non-volatile memory (NVM) [72]. The dependence of the read/write characteristics on the oxide ($\text{SiO}_2$) thickness on Ge/Si core-shell NC have also been investigated by Yang and colleagues [73]. Kanman and et al. [74], experimentally demonstrated retention time and writing/erasing speed dependency on the NC size, and also on the size induced shift of the band edge in a Ge/Si NC. Likharev [75] reported that the barrier thickness is transparent during the write/erase cycle and the applied voltage has little or no effect. Recently, a series of studies of the effect of electric field and interface trap density on the electron and hole dynamics for the Ge NC / SiO$_2$ system have been reported [76], [77], [78].

Theoretically, Niquet and et al. performed atomistic, empirical tight-binding calculations of the electronic structure of isolated Ge nanocrystals, and they determined analytical expressions for the electron and hole confinement energies as a function of nanocrystal size [13]. However, atomistic modeling of Ge/Si core-shell structures for realistic shapes and sizes has been limited. An atomistic, full-bandstructure model is required to calculate the valence band states of a strongly confined structure.

One could also contribute to the solution to the scaling problem by envisioning new materials and device design paradigms governed by novel physics. Since its discovery in 2005 by Profs. Geim and Novosolov’s group at University of Manchester, graphene, a 2D material, is being studied extensively as an alternative channel materials for future device applications [30]. High thermal conductivity [79], carrier mobility, and long coherence length [30, 80, 81] make graphene a very attractive material for next-generation thermoelectric, electronic, and optical devices. The graphene transistors showed good scalability of the gate length, and the potential performance with higher cut off frequency. However, lack of appreciable energy gap in graphene [81,82] hinders any effort to use it in real device application. Due to the lack of energy gap, graphene-
based transistor can not provide sufficient current on/off ratio of at least $10^4$, as recommended by recent ITRS report for the next generation logic device [16]. To open up the energy gap, various methods such as edge patterning and functionalization [83–85], application of an electrical field, chemical doping [86–88], and stacking of two monolayers to form a bilayer system [89–91] have been implemented.

A bilayer graphene consists of two layers of graphene where each has two sublattices, namely A and B, where the breaking of the inversion symmetry between the layers produces an energy gap [81] Recent theory predicts that stacking two monolayers into a bilayer does not affect the overall graphene properties but opens an energy gap of 56 meV [92]; experimental evidences suggest otherwise. The typical mobility of charge carriers in the bilayer graphene is found to be substantially smaller than in a single layer graphene [33]. This is mainly due to structural defects, which may appear during growth or processing [93] and the existence of the relative misorientation between the layers, forming misoriented bilayer graphene (MBG) [43]. A recent experiment showed that in MBG with twist angles greater than $10^\circ$, the low-energy carriers behave as massless Dirac Fermions with a reduced Fermi velocity compared to that of single layer graphene, and that for twist angles greater than $20^\circ$, the layers are effectively decoupled and act as independent layers [48]. Calculations, based on density functional theory [42, 43, 46, 47], empirical tight binding [94] and continuum [45] models for such rotated bilayers also confirms the experimental observations.

Since a perfectly aligned bilayer graphene in experiment is far from being a reality, deviations from perfection can be useful in some applications, as they make it possible to tailor the local properties of graphene to achieve new functionalities. The physics of MBG has been studied extensively for electronic and optical device applications [95], its usage as a thermoelectric materials has been limited. Recent experimental calculation of the thermal conductivity on MBG suggests some reduc-
tion in the thermal conductivity due to the misorientation angle, as compared to the perfectly stacked bilayer sample [96]. The reduction in the thermal conductivity was attributed to low-energy acoustic modes. An earlier theoretical study phonon modes suggests that arbitrarily rotating the misorientation angle in a bilayer graphene sample leads to a huge change in the frequencies of the optical modes [97]. Similarly, a theoretical thermal properties analysis of MBG using the harmonic approximation reveals a strong correlation between the misorientation angle and thermal properties. In these studies, attempts were made to correlate the experimentally observed Raman modes, at room temperature, to that of zero temperature harmonic approximation based calculations. Since the sensitivity of low-energy phonon modes to the temperature has already been observed experimentally and verified theoretically, an anharmonic atomistic approximation is required to characterize the misorientation dependent low energy modes in the MBG. Understanding the vibrational and thermoelectric properties of MBG and investigating its applicability in the thermoelectric application is one of the motivation of this dissertation.

In the longer term, a new device design technology, capable of providing additional scaling of the size, reduction in cost, and minimization of power dissipation together with increased data processing, would have invaluable impact. To obtain scaled-devices with higher performance at lower power consumptions, the replacement of charge-based CMOS transistors by novel types of devices may become necessary. While seeking new device designs, it is also important to understand not only the material properties at the atomistic level but also the operational characteristics, while performing complex logic functions. At the fundamental level, the operational principles of all the devices are represented by a physical properties, also known as state variables, of entities such as particles, quasi-particles, and collections of particles. The most common state variables are charge, mass and voltage etc., and can attain
several values during operation, resulting in the state of the device. In an ultimate-scaled CMOS device, however, these conventional state variables become obsolete, and alternative state variables such as spin (spintronics), acoustic vibrations, i.e. phonon (phononics), photons (photonic), or collective states variables (excitons) might be relevant for information processing.

In the last two section of dissertation, we propose two novel device concepts: phononic devices and excitonic devices. Electronic and optical interconnect design tradeoffs are well researched and understood. However, the concept of phononic device is relatively new, where the quanta of lattice vibration i.e. phonons act as a state variable, and the control and manipulation of phonon leads to device operation. Since phonons are quantum objects, it can also carry information, and may provide new avenue for quantum computation [98]. In an ideal crystal environment, it could play a role analogous to photons, though they may propagate with the much slower speed of sound. Phononic crystals (PnCs) have attracted a lot of interest over the last two decades due to their possible applications in sensors and radio frequency (RF) filters and the ability to control acoustic and elastic waves [99]. Although research utilizing engineered materials and their heterostructures in this field of engineering started as early as 1992 [100], it is only recently that there has been intense effort to analyze and manipulate phonons at the nanoscale in order to design nanodevices operating at terahertz (THz) frequencies. To realize and integrate the phononic devices with the existing conventional device architectures, phononic interconnect components such as waveguides, resonators, and switches are needed. In this study, we propose and analyze various phononic interconnect components, such as nano-scaled phononic resonators, waveguides and switches, realized on [111] surfaces of group IV elements, such as 3C-SiC and 3C-GeSi (the surfaces with the highest density) by introducing defects on the surface of these materials. In these phononic components, in particular,
by varying the defect concentration and by changing their location, the lower bandgap edge can be swept in frequency and the resulting change in the lifetime, density of states, and localization of the trapped acoustic waves.

The observation of exciton phenomenon was first theoretically predicted by Lozovik and Yudon [101], as a follow up to Keldysh and Kopaev’s proposal on semimetallic system in 1965. It was predicted that strong Coulomb interaction between spatially separated electrons and holes can lead to the condensation of excitons with large radii. The EC in closely coupled two-dimensional (2D) electron-hole bilayer system have been a topic of continued research [102–104]. Experimental investigation based on this prediction have been focused on the III-IV systems, mainly, GaSb/InAs [105,106] and GaAs material systems [107,108], mainly for optical device applications.

In a quest for an alternative system to the semiconductor double quantum well (DQW) systems, bilayer graphene structures are currently being explored for use in ultralow-power transistors [109–112]. This graphene based system is based on the theoretically predicted possibility of room temperature superfluidity in two adjacent layers of graphene. This allows electrons in one layer to pair with holes in an adjacent layer, resulting in electron-hole pairs i.e. excitons at room temperature. The study of the exciton states in has been performed primarily for a single quantum well and with III-V materials, where exciton lifetime in the of picosecond was observed, mainly due to lighter effective mass and surface induced scattering in the heterojunction. [113]

Thus far, the Bose condensate of excitons has only been observed at low temperatures and high magnetic fields in GaAs/AlGaAs double-quantum well systems, with an exception of recent attempts on bi-layer graphene [114]. In the bilayer graphene, due to the lack of a sizable bandgap in graphene, direct optical observation demonstrating the existence of such excitons is challenging ?? . In addition, existing theoretical stud-
ies on exciton condensation in bilayer graphene systems have focused on utilizing the enhanced tunneling current for device functionality. Recently, formation of type II band-alignment of in TMD heterojunctions was also predicted by the earlier theoretical studies. Encouraged by this development, we envision TExFET, a low power device. This device is designed using hexagonal boron nitride (h-BN) and Transition Metal Dichalcogenides (TMDC) layers. In this device architecture, multilayer h-BN are sandwiched between two monolayer of TMDC and the device is based on the novel concept of many-body physics and governed by excitons acting as a collective-state variable. The device related parameters suitable for future device application will be discussed later.

1.3 Objective

In general, there are mainly two device related issues associated with the characterization of Ge/Si NC-based memory and optical devices. First, the impact of physical (shape and size) parameters on the electronic and optical properties on the charge retention and optical properties has not been elucidated. Secondly, since these NCs are typically formed by random nucleation and growth process, impact of strain due to heterogeneous surface on the relevant device parameters is not well understood. The objectives of the first section of dissertation are: (1) to model the experimental Ge/Si quantum dot topologies at the atomistic scale (2) to understand the shape and strain effects on the essential underlying physics and parameters such as carrier confinement, and lifetime and (3) to assess the potential use of these Ge/Si quantum dots in the memory and optical applications, while providing the theoretical insight to the experimental findings. In order to achieve aforementioned objectives, we employ the empirical tight binding (ETB) method, as implemented in the NEMO-3D
MBG has interesting electronic and optical properties that can be combined with other 2D materials and can potentially be used as a channel material in the post CMOS devices. In general, the thermal resistance in the channel is mainly due to interfaces and defects that scatter phonons, reducing the effective thermal conductivity of the channel materials by orders of magnitude from their intrinsic values. Although physics of the MBG is well understood, the systematic study of vibrational properties that includes the anharmonic effects is still lacking. Quantitative study of thermoelectric properties such as phonon density of states, and lattice specific heat is also an important issue for both the device and thermoelectric interface material applications. Second part of the dissertation will provide answer aforementioned open questions regarding vibrational and thermoelectric properties using a classical molecular dynamics (MD) method as implemented in LAMMPS [116].

To support the continuous scaling and to meet the demand for low-power devices, we are also required to envision new device concepts using bottom-up of device design scheme, starting from atom. In the final part of the dissertation, we will conceptualize two next-generation devices phononic and TeXFET based on the novel concept of phononic engineering and many-body physics. For this study, we will utilize a classical molecular dynamics (MD) method as implemented in LAMMPS [116], first principle calculation using VASP [117], variational principle [118], and mean field approximation [119].

1.4 Layout

The rest of this dissertation is organized as follows. In chapter ??, a systematic study of the electronic and memory device related properties of spherical Ge-core/Si-
shell NCs is presented. It is shown that changing the radius of the Ge-core size increases the memory retention lifetime. Utilizing the analytical formalism developed in ??, we will focus our study on realistic experimentally observed crescent-shaped Ge-core/Si-shell NCs in chapter 4. In chapter 5, the optical properties of large scale experimentally relevant dome-shaped Ge-core/Si-shell NCs for a variety of base diameter, while fixing the overall height, is studied. In chapter 6, the misorientation dependent vibrational and thermoelectric properties of experimentally observed mis-oriented bilayer graphene (MBG) is presented. A correlation between the low-energy Raman modes observed in the experiment and low-energy phonon modes evaluated in our theoretical study is established. In chapter 7, a novel phononic device concept and associated components is presented using phonon engineering technique. Using various atomistic defects on quasi-2D surfaces, phononic circuit components such as resonators, waveguides and switches are created on ⟨111⟩ surface of the quasi-2D GeSi and SiC systems. Another novel electronic device, TExFET using TMDC and h-BN as the materials is conceptualized in chapter 8. A correlation between the exciton binding energy and the thickness of the h-BN layer sandwiched between TMDC layers is established. Furthermore, a preliminary observation on the effect of static screening, effective masses, and chemical potentials on the superfluid-gap of TExFET will presented. Finally, we summarize the key findings of this thesis in the chapter 9. In Appendix, A the effect of varying the core thickness on the fundamental optical properties and leakage current out of NC-based laser is analyzed. Effect of capping layer variation on the confinement properties of dome-shaped Ge-core/Si-shell NCs is presented in Appendix B
Chapter 2

Theoretical Methods

2.1 Atomistic Tight Binding Method

2.1.1 Overview

Major challenges in modeling QDs and calculating electronic structure are that these nanostructures are much larger than conventional molecules, however they do not possess fundamental symmetry of periodic bulk or planar structures. In addition, strain originating from the lattice mismatch between materials penetrates in the vicinity of the interface. Furthermore, the interface roughness, the alloy randomness and the atomistic granularity demands for an atomistic treatment of the simulated domain in electronic structure calculations. Most of the current or past theoretical calculations are based on the use of the continuum approach such as effective mass approximation (EMA) or k.p model, which fails to include any or some of the aforementioned effects necessary to capture the essential physics, thus resulting in inaccurate predictions. The Pseudo-potential approach is an atomistic approach, and hence, minimizes the shortcomings of EMA and k.p methods. However, due to the inclusion of macroscopic
details, the single particle states and energies calculations are computationally expensive for large more realistic systems. Empirical tight binding model is a powerful tool that captures the atomistic description of the simulated systems treating the electrons as tightly bound particles. In this approach, the Hamiltonian describing the system consists of the overlap between different localized states in the presence of the ionic potentials. However, these states are the localized orbitals of the valence electrons and might not be the same as the atomic orbitals of the corresponding valence electrons of an isolated atoms. In this method, the tight binding Hamiltonian contains the matrix elements between various orbitals localized at the different sites, and can be evaluated by empirical methods. The matrix elements are treated as fitting parameters to reproduce the bulk band structure. This is a powerful tool that captures atomistic description of the simulated system by assuming electrons as tightly bound particle to their ions.

2.1.2 NEMO-3D

NEMO-3D is an atomistic simulation package that models the nanostructures atomistically using above mentioned tight binding model. Spin effects are included in its fundamental atomistic tight binding representation i.e. in the Hamiltonian. The electronic structure calculation of Ge/Si dome-shaped NCs using the tight binding approach should include an accurate representation of the atomic position in the Hamiltonian because the atom positions are shifted from the ideal bulk positions in order to minimize the overall strain energy of the system. In our model, we use a valence force field method (VFFM) with Keating potential for the energy minimization, in which the total strain energy is expressed in terms of the positions of its nearest neighbor and then added up for all atoms. The local atomic strain energy with Keat-
The potential at each atomic position is given by the energy sum of bond-stretching interaction and bond-bending interaction [115],

\[ U_{\text{FF}} = U(\text{bond} - \text{stretching}) + U(\text{bond} - \text{bending}) \]  

(2.1)

where,

\[ U(\text{bond} - \text{stretching}) = \frac{1}{4} \sum_i \frac{\alpha_{ij}}{4} \sum_j \frac{(r_{ij} \cdot r_{ij} - 3d_{ij}^2)^2}{d_{ij}^2} \]  

(2.2)

and

\[ U(\text{bond} - \text{bending}) = \frac{1}{4} \sum_j \sum_{k \neq j} \frac{\beta_{ijk}(r_{ij} \cdot r_{ik} + 3d_{ij}d_{ik})^2}{2d_{ij}d_{ik}} \]  

(2.3)

where the sums over \( j \) and \( k \) run over the four tetrahedrally coordinated nearest neighbor atoms, \( r_{ij} \) denotes the distance vector from the \( i \)th atom towards \( j \)th neighbor and \( d_{ij} \) is the lattice constant between \( i \) and \( j \) elements. Eq. 2.2 and Eq. 2.3 are non-zero when the bond length and angle is altered from the strain-free state. \( \alpha \) and \( \beta \) represent the force constant for bond-length (stretching) and bond-distortion (bending) in the bulk zinc-blend materials, respectively and are calculated using anharmonic correction as in the reference [115]. The strain domain has fixed boundary conditions on the bottom plane, and open boundary condition on the top surface. The electronic domain assumes closed boundary conditions. Finally, local strain energy calculated for each atomic site using the energy correction from the Eq. 2.1.

The single-particle energies and wave functions are calculated using an empirical nearest-neighbor tight-binding model. The underlying idea of this approach is the selection of a basis consisting of atomic orbitals (such as s, p, d, and s*) centered on each atom. These orbitals are further treated as a basis set for the Hamiltonian,
which assumes the following form:

\[ H |\Psi_n\rangle = \varepsilon_n |\Psi_n\rangle \]  

(2.4)

The electron eigenvalues \( \varepsilon_n \) is a complex dependence on atomic coordinates. In order to find the sets of \( \varepsilon_n \), we need to construct and diagonalize the Hamiltonian matrix \( H_{mn} \) which is defined as,

\[ H_{mn} = \langle \Psi_m | H | \Psi_n \rangle \]  

(2.5)

Since the true eigenfunctions \( \{ \Psi_n \} \) of the Hamiltonian are unknown, we need to expand them in a simpler basis. One of the naturally available basis is the linear combination of atomic orbitals (LCAO) basis. The \( \{ \Psi_n \} \) in the LCAO basis looks like,

\[ |\Psi_n\rangle = \sum_{i,\alpha} C_{n}^{i,\alpha} |\phi_{i\alpha}\rangle \]  

(2.6)

Here, index \( i \) spans of all the atomic sites and index \( \alpha \) spans over all the basis orbitals on each atomic sites. For example, in the case of Si, the minimal atomic orbital basis to be the valence \( s \), \( p_x \), \( p_y \) and \( p_z \) orbitals located on every atom in the given system. With this basis, the total number of basis functions will be of \( 4N \).

In our nearest neighbor TB approximation, the basis function \( |\phi_{i\alpha}\rangle \) is assumed to be orthogonal to each other. By substituting Eq. 2.6 into Eq. 2.5, we can obtain the matrix element of \( H_{mn} \) as a linear combination of matrix elements between the basis orbitals,

\[ H_{mn} = \langle \Psi_{i\alpha} | H | \Psi_{j\beta}\rangle \]  

(2.7)
If the simplest case of two Si atoms with their $p_x$, $p_y$ and $p_z$ orbitals parallel to each other respectively, and $p_z$ orbitals lying on the same axis, matrix elements $H_{i\alpha,j\beta}$ can be all represented by a small set of terms that only depends on the interatomic distance, $R_{ij}$. Two different diagonal terms are atomic orbital energies $\epsilon_s$ and $\epsilon_p$ and the four off-diagonal terms are "hopping parameters." In the orthogonal basis, all the p-functions perpendicular to each other will vanish. Thus, the key elements required for the Hamiltonian matrix construction are hopping parameters and their dependence on interatomic distance. In the empirical TB approach, these terms are fitted to the results of first principles calculations and parameterized in the form of simple functions depending on distance. Most of the systems under consideration in this approach have zincblende lattice structure. The parameterizations of all bonds using analytical forms of directional cosines for various tight-binding models is given in Ref. [120].

NEMO 3-D provides the user with choices of the $sp^3d^5s^*$, $sp^3s^*$, and single s-orbital models with and without spin, in Zincblende, Wurtzite, and simple cubic lattices. The strain energy calculated using VFF model is included in the total nearest neighbor tight-binding Hamiltonian and solved using Lanczos algorithm for the eigen energies and eigen states [115]. In the case of a strained system, like Ge/Si, the atomic positions deviate from the ideal (bulk) crystal lattice. This, in turn, leads to distortion not only in the bond directions, but also in the bond lengths. The new interaction parameters are calculated analytically from the relaxed atom positions. The 20-band nearest-neighbor tight-binding model is thus parametrized by 34 energy constants and 33 strain parameters, which need to be established by fitting the computed electronic properties of materials to those measured experimentally. This is done by considering bulk semiconductor crystals (such as Ge or Si) under strain. The summation in the Hamiltonian for these systems is done over the primitive
crystallographic unit cell only. The model makes it possible to compute the band structure of the semiconductor throughout the entire Brillouin zone. For the purpose of the fitting procedure, however, only the band energies and effective masses at high symmetry points and along the Δ line from Γ to X are targeted, and the tight-binding parameters are adjusted until a set of values closely reproducing these target values is found.

2.2 Classical Molecular Dynamics

2.2.1 Overview

Over the past few years, molecular dynamics (MD) has emerged as a powerful tool for computing thermophysical properties such as zero-point energy, lattice heat capacity and thermal conductivity, etc. of a classical many-body system. Because of its portability and scalability, MD simulation has been used to study such as the thermal conductivities of a variety of bulk and composite solids [121], the fracturing of semiconductor nanowires [122], protein folding [123], and supercritical phase change [124]. The main strength of MD simulation is that it describes a system with atomic-scale resolution, providing a level of detail that is either difficult or impossible to attain in an experiment. With this atomistic resolution, it is possible to elucidate the physics underlying macroscopically observable properties and phenomena. In an MD simulation, the positions and momenta of a set of atoms are allowed to evolve from an initial configuration by numerically integrating Newton’s equations of motion, as follows [125]:

\[ \sum_{j=1; j \neq i}^{N} F_{ij} = m \frac{d^2 r_i}{dt^2}; \quad i = 1, \ldots, N \]
where $F_{ij}$ is the force exerted on an atom $i$ caused by atom $j$ and $m_i$ and $r_i$ are the mass and position of atom $i$, respectively. By using the Lagrangian or Hamiltonian equations of motion, all the degrees of freedom of an atom’s trajectory, including rotational motion, can be obtained in one vector of generalized conditions, $r$. The system’s Lagrangian is defined as the energy difference between the kinetic and potential energies,

$$L(t, r, r') = K(r, r') - V(r) \quad (2.9)$$

here $r'$ is the time derivative of $r$ or the generalized velocity. The Lagrange equation of motion is given by,

$$\frac{1}{m_i} \frac{d}{dt} \frac{dL}{dr_i'} - \frac{L}{r_i} \quad (2.10)$$

the subscript $i$ denotes the generalized coordinates for each atom. The Hamiltonian, a function of the generalized coordinate vector $r$ and corresponding momentum $p$, describes the total energy of the system,

$$H(t, r, p) = K(p) - V(r) \quad (2.11)$$

where the generalized momentum, $p$ is derived from the Lagrangian by differentiating with respect to the generalized velocity,

$$p_i = \frac{d L}{d r_i'} \quad (2.12)$$

The Hamilton equations of motion are given by

$$p_i' = \frac{d H}{dr_i'} r_i' = \frac{d H}{dp_i} \quad (2.13)$$

Any of the equations of motions 2.11 2.12 and 2.13 can be used to describe the atom’s
The only required input to an MD simulation is a suitable method for specifying the atomic interactions. Such specification is typically made using empirically-derived inter-atomic potential functions, which are element-specific and are valid only for a range of atomic configurations similar to those used during the potential development. In recent years, \textit{ab \textendash initio} density functional theory (DFT)-based approaches have become an attractive alternative to empirical inter-atomic potential functions because they are valid for all atomic configurations and elements. However, this approach is only practical for systems containing less than 100 atoms and simulations with durations less than a picosecond ($10^{-12}$ second) because of the computational cost. Because of these limitations, empirical interatomic potentials are used in MD simulations.

Since the details of the electron positions and momenta are neglected, MD simulations are suitable for calculations in which the effect of electron transport are negligible. Some of the materials satisfying this condition are dielectrics and semiconductors because the thermal transport is dominated by the lattice vibration i.e. phonons. In addition, because the simulating system is governed by the Newtonian equations of motion, the atomic dynamics in an MD simulation are strictly classical, neglecting any quantum effects. There has been few attempts on adding, quantum correction to the MD-predicted thermal properties [126]. The quantum-corrected MD computes the energy of interaction from the electronic structure of material instead of an interatomic potential, which adds to the computational cost. Though this is more accurate than the classical MD, it is still a classical method because the nuclei obey Newtonian mechanics. Classical MD is also computationally demanding because the dynamics are averaged over hundreds of thousands or millions of time steps and several different initial configurations of atomic positions and momenta are required.
to give a good statistical description of the atomic behaviour. To achieve statistically meaningful results, one needs to simulate a large number of atoms over enough time steps to achieve statistically meaningful results, which can be difficult or even impossible depending on the computational resources available. The major advantages of the MD method are that, other than the interatomic potential, no assumptions or approximations are needed and the method is intuitive.

In classical MD, the qualitative and quantitative description of a system and their thermophysical properties relies on the ability of the interatomic potentials to describe the interaction between the atoms. The interactomic potentials are, however, are limited to being as good as the extracted force constants, either from experiments or \textit{ab initio} simulations. MD simulations of atoms have potentials that can be categorized as pair, many-body, and force fields. Among them, pair potential is the simplest potential which describes the interaction between two atoms. Coulomb’s, Lennard-Jones (L-J), and Morse potentials are some of the examples of this type of potential. Lennard-Jones potential is widely used to describe a non-bonded interactions, but fails to describe the interactions associated with covalent bonds and long-range interaction \cite{127}. In a realistic system, such as graphite, diamond, nanotube, the interaction between two carbon atoms depends not only on the distance between the atoms, but also on the atoms surrounding the pair. Many-body potentials and force-fields describe both the covalent bonds and the long-range interactions quite well. Some of the widely used many-body potentials are Tersoff potential, reactive empirical bond-order (REBO) potential and bond order potential (BOP). The Tersoff potential is the first potential that considered bond-order and allowed for bonds to be formed and broken during the simulation, which is useful in studying chemical reactions, where it also considers the bond angle between atoms \cite{128}. The REBO potential is a type of Tersoff potential that is good at modeling the interactions in
hydrocarbons and graphite [129]. The REBO potential was further extended to include L-J terms to account for intermolecular interactions and radial interactions, and known as adaptive intermolecular REBO (AIREBO) [130]. In the scope of this work, we will mainly utilize long-range bond-order potential (LCBOP), an extension to the BOP, which includes both the angular and coordination dependent short-range part accounting for the strong covalent interactions and a radial long-range part describing the weak interactions responsible, e.g., for the interplanar binding in graphite [131].

2.2.2 Harmonic and Anharmonic Approximation

The MD method does not explicitly consider the energy carriers during lattice dynamics calculation. Instead, phonons arise from correlated atomic motion and electrons are omitted. The atomistic resolution provided by MD simulation allows for direct observation of the changes in phonon properties which drive the observed phonon-mediated transport. This includes the phonon dispersion, which contains information essential to thermal transport, including the temperature dependence of phonon energies and velocities of each phonon modes. The vibrational properties from a MD simulation is evaluated using two approximations: harmonic and anharmonic.

**Harmonic approximation** is a means of computing the vibrational frequencies and modes available in a crystal lattice. These vibrations are known as phonons. Harmonic lattice dynamic is a well known technique of calculation many thermophysical properties of crystals. In this approximation, the atoms in a crystal are assumed to sit at their zero temperature equilibrium positions and are also assumed to interact through Hooke's law. In other words, the crystal is modeled as a system of linear chains connecting atomic masses. This method is only valid when the atom vibration is smaller than the spring between neighboring atoms. The spring constants,
or force constants, can be determined by twice differentiating the potential energy (P.E) with respect to the average atomic positions at zero temperature. The phonon dispersion, and phonon density of states (PDOS) predicted from this approach is based on an assumption of equipartition of kinetic and potential energy between normal modes. Consequently, the harmonic specific heats \( C_v \) which utilizes both the phonon frequency and phonon density of states (PDOS) are significantly different at low temperatures, where quantum effects are important. The harmonic approximation is exact in the limit of zero atomic motion and is never exactly fulfilled in a quantum system (due to zero-point motion). As the atomic motion increases due to finite temperature, the spacing between the average positions of the atoms in a crystal can change with temperature, leading to thermal expansion/contraction. In addition, prediction of the experimentally measured specific heat would require taking into account the temperature dependence and coupling of the normal modes. This issue is solved by using quasi-harmonic lattice dynamics, where the second-order derivatives of the potential energy is taken with respect to the average, finite-temperature atomic positions. This extension of harmonic approximation accounts for the effects of thermal expansion/contraction on the phonon frequencies but still neglects the effects of finite atomic motion.

**Anharmonic approximation** is the natural extension of quasi-harmonic lattice dynamics and includes both the finite temperature and finite atomic motion effects. In this approximation, higher order derivatives (usually third and fourth orders) of potential energy are included as a perturbation to the quasi-harmonic frequencies. The inclusion of higher order derivatives adds contributions from three and four-phonon processes to the quasi-harmonic frequencies. This study involves the calculation of an-harmonic vibrational properties calculated with force constants measured directly from the MD simulations at finite temperature and pressure using the formalism.
developed by Kong and coworkers [132], described in 2.2.3. In this formalism, the
anharmonic phonon dispersion is calculated during MD simulations by monitoring
atomic displacement, which adds minimal computational overhead to simulations.
This provides several benefits over the other lattice dynamics techniques, including
that no assumptions are made about the degree of anharmonicity and both elastic
and inelastic phonon scattering processes are intrinsically included in MD simulations.
Furthermore, these calculations can be made on-the-fly during simulations, without
the needed for lengthy, independent simulations.

2.2.3 Fluctuation Dissipation Theory for Phonon Dispersion

In this approach, the phonon dispersion relation is calculated with the force constants
measured directly from the MD simulations at finite temperature and pressure by ex-
tending the theory of lattice dynamics. The dynamical matrix in the lattice dynamics
is written as,

\[ D_{\alpha,\beta}^{jj'} = \frac{1}{\sqrt{m_j m_{j'}}} \sum_{l'} \phi_{\alpha,\beta}^{jl,j'l'} \exp(i \mathbf{q} \cdot [r(j'l') - r(jl)]) \]  

where \( \alpha \) and \( \beta = 1, 2, 3 \) denote x, y, and z directions, \( j \) denotes an atom in the l-th
unit cell, \( m_j \) is the mass of the \( j \)-th atom, \( \phi_{\alpha,\beta}^{jl,j'l'} \) is the 3N X 3N force constant
matrix where N is the total number of atoms in a unit cell, \( \mathbf{r} \) is the atomic position
vector, and \( \mathbf{q} \) is the phonon wave vector.

The eigenvalues of the dynamical matrix are the square of the phonon frequencies
at specified wave vectors, which provides the dispersion relationship

\[ \omega^2(q)e^j_\alpha(q) = \sum_{j',\beta} D_{\alpha,\beta}^{jj'}(q)e^{j'}_\beta(q) \]  

where \( e(q) \) is the polarization vector.
The effect of anaharmonicity in the dispersion is included through the calculation of the force constant matrix $\phi_{\alpha\beta}$. In a harmonic or quasi-harmonic approximation, the force constants are evaluated using analytical expressions related to the second derivative of the total potential energy. In this thesis, however, the force constant matrix is directly measured from the MD simulation using fluctuation-dissipation theorem which provides the basis to functionally relate the displacement of atoms due to thermal vibrations, $v$, to the elastic Green’s functions \[ G_{\alpha\beta}^{j,j'}(q) = \langle v_{\alpha}^{*} v_{\beta}^{j'} \rangle, \] (2.16)

from which the force constants can be calculated

\[
\phi_{\alpha\beta}^{j,j'} = K_{b}T[G^{-1}]_{jl,j'l'},
\] (2.17)

where $K_{b}$ is the Boltzmann constant, and $T$ is temperature. For mathematical simplicity, the atomic displacements in real space are Fourier transformed into reciprocal space,

\[
\tilde{v}_{\alpha}^{j}(q) = \frac{1}{\sqrt{L}} \sum_{l} v_{\alpha}^{jl} e^{i qr_{l}},
\] (2.18)

where $L$ is the total number of unit cells. In the reciprocal space, the Green’s function is given by,

\[
\tilde{G}_{\alpha\beta}^{j,j'}(q) = \langle \tilde{v}_{\alpha}^{j} \tilde{v}_{\beta}^{j'} \rangle,
\] (2.19)

and the force constant matrix is defined as

\[
\tilde{\phi}_{\alpha\beta}^{j,j'} = K_{b}T[\tilde{G}^{-1}]_{jl,j'l'},
\] (2.20)

which is the functional form of the Fourier transform of the force constant matrix.
in real space.

\[ \bar{\phi}_{\alpha \beta}^{jl,j'l'} = \sum_{l'} \phi_{\alpha \beta}^{jl,j'l'} \exp(iq[r(j'l') - r(jl)]) \]  

(2.21)

To ensure translational invariance, the acoustic sum rule at the zone-center \( \gamma \) point is applied as follows [132]:

\[ \sum_{j'} \bar{\phi}_{\alpha \beta}^{jl,j'l'}(q = \gamma) = 0 \]

(2.22)

The details of this approach are more thoroughly discussed in Refs. [133, 134]

### 2.3 First Principle Calculation- Density Functional Theory (DFT)

Density functional theory (DFT), which is based on the Hohenberg-Kohn theorem [135], states that all ground state properties of a many-body system can be completely determined through the ground-state charge density. The central concept of DFT is to describe a system of interacting quantum particles via its charge density rather than its many-body wave function. For a system of N electrons in a solid, this means that the key quantity depends on three spatial coordinates rather than 3N degrees of freedom. Moving from many-body wave functions to charge density significantly reduces the computational complexity and gives the possibility of developing algorithms that allow very large systems to be treated.

The Hamiltonian of a system of interacting electrons and ions is given by,

\[ H = -\sum_i \frac{\hbar^2}{2M_i} \nabla^2 R_i - \sum_j \frac{\hbar^2}{2m_e} \nabla^2 r_j + \frac{1}{2} \sum_{i=tj} \frac{Z_i Z_j e^2}{|R_i - R_k|} + \frac{1}{2} \sum_{k=tl} \frac{e^2}{|r_k - r_l|} - \sum_{i,k} \frac{Z_i e^2}{|R_i - r_k|} \]

(2.23)

i, and j are the indices that run through all the ions, and k, and l are the indices for
electrons. \( R_i \) and \( r_k \) are the ion and electron positions, respectively. \( Z_i \) is the atomic number of ion \( i \). The first and the second terms are the ion and electron kinetic energies, respectively. The third term and fourth terms are the Coulomb interaction between ions and between electrons, respectively. The final term is the potential energy between ions and electrons.

Utilizing the Hohenberg-Kohn theorem, Kohn and Sham introduced a method to minimize the energy functional with respect to charge density to find the ground state energy under the constraint that the total number of electrons is constant [136]. The Kohn-Sham equations for ground state electron-energy can be re-written as,

\[
H_{KS} \psi(R_i, R_j, \ldots, r_k, r_l, \ldots) = \epsilon_i \psi(R_i, R_j, \ldots, r_k, r_l, \ldots),
\]

(2.24)

where, the Kohn-Sham \( H_{KS} \) is given by,

\[
H_{KS} = \left\{ \frac{1}{2} \nabla^2 + V_{KS}(R_i, R_j, \ldots, r_k, r_l, \ldots) \right\} \psi(R_i, R_j, \ldots, r_k, r_l, \ldots) = \epsilon_i \psi(R_i, R_j, \ldots, r_k, r_l, \ldots),
\]

(2.25)

where \( \psi(R_i, R_j, \ldots, r_k, r_l, \ldots) \) is the single-particle wave function and \( \epsilon_i \) can be the inhomogeneous energy. The \( \psi \) satisfies,

\[
\sum_{i=1}^{\sigma} \psi_i^* \psi_i = \sigma,
\]

(2.26)

The Kohn-Sham method is an exact description of the ground state properties of many-electron systems provided the equations 2.25 and 2.26 are solved self-consistently, because \( V_{KS}(r) \) depends on the density through the exchange-correlation potential \( V_{XC}(r) \) and the density depends on the wavefunctions. So far the Kohn-Sham approach has mapped the original interacting system to a non-interacting
system with an effective Kohn-Sham single-particle potential $V_{KS}(r)$, and the two systems have the same ground-state density. In practice, however, the exchange-correlation functional is unknown that causes its difficulties and demands further approximations. In order to obtain a satisfactory description of a real system, it is important to have an accurate functional for exchange correlation energy. Two of the most widely used approximations for the exchange-correlation potential are the local density approximation (LDA) [135, 137, 138] and the generalized gradient approximation (GGA) [139].

In the LDA, the exchange-correlation energy per electron at a given point is taken to be the same as that for a homogeneous electron gas with density equal to that at the point. Most LDA formulas use analytic forms for $\epsilon$, fit to accurate quantum simulation results of the correlation energy at intermediate density, and designed to reproduce the exact result at the high- and low-density limits. In principle, the LDA should work best in systems where the density varies slowly, with some exception where it turns out it surprisingly work well even in some systems with rapidly varying electron density. In general, the LDA tends to underestimate bond length by 1-2%, overestimate binding energies by 10-50%, and underestimate band gaps by 50%. The inhomogeneity in the electron density can be addressed by using GGA approximation. In this approximation, the correlation functional depend not only on the local density but also its local gradient. It generally works better than LDA in predicting bond lengths, crystal lattice constants, binding energies, and so on, but often over estimates. However, for the system with the localized and correlated electrons, both the GGA and LDA tends to produce wrong results.

The bandgap under (over) estimation with GGA(LDA) is corrected by using hybrid functionals. They are a class of approximations to the exchange-correlation energy functional in density functional theory (DFT) that incorporate a portion of
exact exchange from Hartree-Fock theory with exchange and correlation from other sources (\textit{ab-initio} or empirical). The exact exchange energy functional is expressed in terms of the Kohn-Sham orbitals rather than the density, so is termed an implicit density functional. A hybrid exchange-correlation functional is constructed as a linear combination of Hartree-Fock, an exact exchange functional, and any number of exchange and correlation explicit density functionals. The parameters determining the weight of each individual functional are typically specified by fitting the functional’s predictions to experimental or accurately calculated thermo chemical data. There are several version of hybrid functionals used like B3LYP \textit{??}, PBE0 [140] and HSE [141] etc.
Chapter 3

Electronic properties of spherical Ge-core/Si-shell nanocrystals

3.1 Introduction and Motivation

Metal-oxide-semiconductor (MOS) nonvolatile memory devices based on nanocrystals (NC), especially using Si as the material for NCs [23], have attracted attention due to their potential to take advantage of the evolutionary nanotechnology, within the existing Si device fabrication schemes. In these memory devices, NC’s are embedded in the oxide layer of the MOS memories [26]. Due to the localization of the charge into electrically discrete nodes and thinner tunneling oxide, these devices possess various advantageous properties. Low-power consumption and high storage density, up to 1 Tbit/inch, can be obtained in comparison with conventional non-volatile flash memories [27].

Further studies of Si NC embedded non-volatile memories (NVM) by Zhao et al. suggested that the valence/conduction band offset between the Si and SiO$_2$ substrate is responsible for the leakage of the stored charges into the substrate [28]. In order
to handle the trade-off between the programming speed and the retention time due
to the scaling limitation of the oxide layer in the Si NC embedded memories, Ge/Si
core-shell NC based memory devices were first proposed in Ref. [29]. In this device,
the Si-shell acts as an additional barrier layer during the tunneling of holes confined
in the Ge-core. In addition, bulk Ge and Si when joined together form a Type-
II heterojunction [70]. In such a heterojunction, electrons and holes are spatially
separated between the shell and the core region respectively and hence, the hole life
time in the core region increases due to the minimal electron-hole recombination [70].
C-V measurement on Si$_x$Ge$_{1-x}$/Si system also confirms the longer hole retention, even
with ultra thin oxide thickness, owing to the higher valence band offset between Ge
and Si [71]. Utilizing this band alignment property of Ge/Si heterojunction, Sousa
and et al. compared hole and electron based operation of alloy based Si$_x$Ge$_{1-x}$ non-
volatile memory (NVM) [72]. The dependence of the read/write characteristics on the
oxide (SiO$_2$) thickness on Ge/Si core-shell NC have been investigated [73]. Kanman
and et al. [74], experimentally demonstrated retention time and writing/erasing speed
dependency on the NC size, and also on the size induced shift of the band edge in
a Ge/Si NC. Likharev [75] reported that the barrier thickness is transparent during
the write/erase cycle and the applied voltage has little or no effect. Recently, a series
of studies of the effect of electric field and interface trap density on the electron and
hole dynamics for the Ge NC / SiO$_2$ system have been reported [76], [77], [78].

Theoretically, Niquet and et al. performed atomistic, empirical tight-binding cal-
culations of the electronic structure of isolated Ge nanocrystals, and they determined
analytical expressions for the electron and hole confinement energies as a function of
nanocrystal size [13]. However, atomistic modeling of Ge/Si core-shell structures for
realistic shapes and sizes has been limited. An atomistic, full-bandstructure model
is required to calculate the valence band states of a strongly confined structure. In
such structures, bulk light-hole and heavy-hole masses can have little meaning [142].

3.2 Objectives

In this section, we present the theory and models used to simulate and calculate the electronic properties of the Ge/Si core-shell heterostructure NCs and the hole lifetimes in a NC-based NVM device application. We carry out a computational study of the low-energy electronic states in Ge/Si core-shell nanocrystals using a full-band, \( \text{sp}^3\text{d}^5\text{s}^* \) model implemented in NEMO3D [115]. Barrier heights are determined from the calculated energy levels. Decay constants are determined from the wavefunctions and used to calculate hole lifetimes as a function of Ge core diameter.

3.3 Model and Theory

In this section, we present the theory and models used to simulate and calculate the electronic properties of the Ge/Si core-shell heterostructure NCs and the hole lifetimes. Fig. B.1 shows one of the simulated structures with a Ge core diameter of 4 nm. Free-standing spherical Ge/Si core-shell NCs with core diameters ranging from 1-7.5 nm are considered. The thickness of the Si shell is maintained at 5 nm around the Ge core region. Strain is not considered because the Ge/Si core-shell NC considered here is free standing. The surfaces of NC structures are faceted. The electronic states are modeled using the \( \text{sp}^3\text{d}^5\text{s}^* \), nearest-neighbor, empirical-tight-binding model with spin-orbit(SO) coupling as implemented in NEMO3D, and described in detail in section ???. The energies of the dangling bonds at the surface are shifted by 20 eV so that the effect of the dangling bonds on the density of states near the bandgap is negligible [143]. The largest NC contains 120,376 atoms. With 20 orbitals per atom
Figure 3.1: (Color online) Ge/Si core-shell NC (4 nm Ge-core and 5nm Si-shell around Ge-core). Total number atoms is 63976 (63448 Si atoms and 528 Ge atoms). The lighter gray dots are Si atoms and darker (red) dots are Ge atoms.

(10 orbitals \times 2 \text{ spins}), the total size of the basis is \(2.4 \times 10^6\), however the Hamiltonian is very sparse. The eigenvalues and eigenstates are solved using a Lanczos algorithm. This model and implementation in NEMO3D has proven its reliability in predicting the electronic properties of nano-structures \[144\].

As shown in Fig. 3.2, the Ge core forms a quantum well for holes.

During a write process, the quantum well charges with holes. \(|\Psi_0|^2\) is the spatial probability density of the highest energy orbital of the valence-band states. It is confined in the Ge core and exponentially decays in the Si shell. We refer to this state as the highest localized orbital (HLO) with an energy of \(E_0\). The other state, \(|\Psi_n|^2\), is the probability density of the highest delocalized orbital (HDO). This is the highest energy hole state that does not exponentially decay in the Si shell, i.e. it
Figure 3.2: (Color online) Energy diagram and wave function distribution in the Ge/Si core-shell NC. The offsets shown in the band edges correspond to the bulk Si and Ge parameters used in the calculations. Confinement will alter the position of the energy levels. Dashed lines show the two different hole escape mechanisms resulting on the two lifetimes, $\tau_h^{th}$ and $\tau_h^T$. 

\[
\begin{align*}
\Delta E_v & \quad |\psi_n|^2 \\
\Delta E_c & \quad |\psi_0|^2
\end{align*}
\]
is delocalized throughout the Ge/Si NC. The corresponding energy is $E_n$ where the quantum number $n$ varies depending on the size of the Ge core. The energy difference between these two states gives the barrier height for thermionic emission of a hole in the HLO. A hole in the HLO escapes out of the Ge core through the Si shell either by direct tunneling or by thermionic emission.

Single-hole lifetimes are calculated with semi-classical and WKB approximations using the energy levels calculated numerically. The thermionic emission lifetime is determined by the height of the barrier over which the hole is emitted. Schneider and von Klitzing derived the thermionic emission lifetime ($\tau_{th}$) in a quantum well as a function of the quantum-well width $W$ as [145]

$$\tau_{th} = W \sqrt{\frac{2\pi m^*_w}{k_B T}} \exp \left( \frac{\Phi_b}{k_B T} \right)$$

(3.1)

where, $m^*_w$ is the effective mass of the well i.e Ge core, $k_B$ is Boltzmann’s constant, and $\Phi_b$ is the potential barrier height. The potential barrier height is calculated from the energy difference between the HLO and HDO,

$$\Phi_b(E) = E_0 - E_n$$

(3.2)

The temperature ($T$) is maintained at room temperature (300 K).

The tunneling lifetime is the time spent by the hole inside the Ge core before tunneling out through the finite potential Si barrier. Following the analysis of [146], the tunneling lifetime ($\tau_{th}^T$) of a localized hole tunneling through the the Si barrier is calculated using a WKB approximation [147],

$$\tau_{th}^T = W \sqrt{\frac{3m^*_w}{2\Delta E_0}} \exp \left( 2\kappa t_{Si} \right)$$

(3.3)
where $t_{Si}$ is the Si barrier thickness, $\kappa$ is the evanescent wavevector in the Si, and $m_w^*$ is the effective mass of the hole inside the Ge core. The prefactor in front of the exponential is the inverse of the attempt rate to tunnel out through the Si shell in the $z$ direction. Since the quantization energy, $\Delta E_0$, is three-dimensional, we divide it by a factor of 3 to get the kinetic energy related to the velocity in the $z$ direction. $\Delta E_0$ is the confinement energy of the HLO calculated as $\Delta E_0 = E_{v}^{Ge} - E_0$, where $E_{v}^{Ge}$ is the bulk valence band edge of Ge. Since $m_w^*$ is not known, we approximate it using the expression for the lowest energy level in a three-dimensional box with infinite potential confinement given by Eq. (4.2),

$$m_w^* \approx \frac{3\hbar^2}{2\Delta E_0} \left(\frac{\pi}{W}\right)^2 \quad (3.4)$$

### 3.4 Results and Discussion

This section illustrates the charge localization and delocalization of the wave functions within the Ge-Si Quantum well followed by the core-size variation effect on the bandgap, effective masses, decay factor, barrier height, quantum confinement energy, and lifetimes (both direct tunneling and thermionic). Finally, total lifetime of localized charge in the presence of tunnel oxide (SiO$_2$) is calculated.

#### 3.4.1 Hole confinement characteristics

Fig. 4.3 shows the effect of the Ge core size on the quantum confinement energy, $\Delta E_0$, and the barrier height, $\Phi_b$. Core sizes range from 1 nm to 7.5 nm and the Si shell is fixed at 5 nm. The hole quantization energy, $\Delta E_0$, drops from a maximum of 0.75 eV for the 1 nm core to 0.13 eV for the 7.5 nm core. Also plotted is the hole quantum confinement energy labeled $\Delta E_{Ge}$ calculated using the analytical expression
Figure 3.3: (Color online) Quantum confinement energy ($\Delta E_0$ (○)) and barrier height ($\Phi_b$ (▲)) as a function of Ge-core size. The number associated with each point on the $\Phi_b$ curve is the orbital number ($n$) associated with the barrier height. $\Delta E_{Ge}$ (□) is the calculated quantum confinement energy using Eq. (1) from Ref. [13].

Given in Eq. (1) of Ref. [13]. For larger diameters, the two values $\Delta E_0$ and $\Delta E_{Ge}$ are in good agreement. At smaller diameters, the two values diverge as expected since the calculation of Ref. [13] was for an isolated Ge nanocrystal. In our Ge/Si core-shell nanocrystals, the hole confinement energy is limited to approximately the valence band offset of Ge and Si.

The barrier height rises from 12 meV for the 1 nm core to 0.67 eV for the 7.5 nm core. The numbers along the $\Phi_b$ curve indicate the quantum number $n$ of the highest delocalized state used to calculate the barrier height from Eq. (A.6). For the 1 nm Ge core NC, there is essentially no hole confinement in the Ge core.

In earlier works [148] [28], the barrier height was formulated by calculating the difference between the bulk valence band edge of Si and Ge. In our approach, the finite barrier height $\Phi_b$ is calculated by taking the energy difference between the
Figure 3.4: (Color online) Magnitude of the wavefunctions squared plotted for (a) the highest localized state and (b) the highest delocalized state in the Si(5 nm)-Ge(4 nm)-Si(5 nm) NC. The values are taken from a two-dimensional slice through the center of the NC. In this case, \( n = 63 \).

Ground state energy of the HLO and the HDO using Eq. (A.6). In order to correctly identify the HDO, several hundred excited states are calculated and analyzed. Plots of \( |\psi_0|^2 \) and \( |\psi_n|^2 \) are shown in the Fig. 3.4 for a 4 nm Ge core. The energy \( (E_n) \) of \( |\psi_n|^2 \) defines the top of the barrier for thermionic emission of holes.

The localized hole effective mass in the Ge core region is calculated using Eq. (4.2), and plotted against the Ge core diameter in the Fig. 3.5. In the Ge/Si core-shell NC, the localized hole effective mass \( (m_w^*) \) decreases with the Ge core diameter, from \( 0.54m_0 \) at 2 nm to \( 0.21m_0 \) at 7.5 nm. The latter value is smaller than the Ge bulk hole heavy mass of \( 0.33m_0 \) [149]. The 1 nm Ge core NC has a confinement energy of 12 meV, so the infinite potential confinement of Eq. (4.2) is not applicable.
Fig. 3.5: (Color online) Localized hole effective mass $m^*_w$ in the Ge-core region as a function of Ge-core size.

Fig. 3.6 shows the calculated bandgap versus Ge core diameter for a fixed 5 nm Si shell. The bandgap is calculated from ground state electron and hole energy levels, $E_g = E_{c0} - E_0$, where $E_{c0}$ is the energy of the lowest conduction band state. Also shown in Fig. 3.6 are $E_{c0}$ and $E_0$. Increasing the size of the Ge core reduces quantum confinement of the hole energy $E_0$, but it has little effect on $E_{c0}$. This behavior is to be expected from the Type-II band lineup shown in Fig. 3.2. The quantization of the conduction band state is determined by the overall diameter of the NC which starts at 11 nm for a 1 nm Ge core. The confinement energy of a conduction band state in an 11 nm Si NC is very small. The observed decrement of the energy gap with the increasing core size is qualitatively consistent with the experimental results reported by [150] and [151]. At a core size of 1 nm, the bandgap is slightly greater than the bulk bandgap of Si (1.12 eV) [149]. At a core size of 4 nm, the energy gap is close to the bulk Ge bandgap. At the largest core size of 7.5 nm, the bandgap is 0.5 eV which is below the bulk Ge bandgap. This decrease below the bulk bandgap of Ge results
Figure 3.6: (Color online) Minimum energy gap ($E_g$), the valence band maximum $E_0$ and the conduction band minimum $E_{c0}$. as a function of the Ge-core size (nm) with a fixed 5 nm Si shell.

from the Type-II band offset shown in Fig. 3.2.

### 3.4.2 Decay constant and tunneling mass

The calculation of the direct tunneling lifetime in Eq. (3.3) requires the evanescent decay wavevector ($\kappa$) in the Si barrier which is not known. Since the bulk hole effective masses are meaningless in the NCs, $\kappa$ must be evaluated numerically. To do so, we plot the magnitude of the wavefunction squared of the HLO in the Si barrier region and fit it to an exponential as shown in Fig. 3.7(a). The fit gives the value for $\kappa$ for each different core size. The values are plotted versus core size in Fig. 3.7(b). As the core size increases, the confinement energy decreases, the barrier height increases, and $\kappa$ increases as one would expect.

In analytical models, it is common to use a ‘tunneling mass’ to obtain the evanescent wavevector [152]. Using the values of $\kappa$ from Fig. 3.7(b) and the values of $\Phi_b$
from Fig. 4.3, we calculate the parabolic tunneling mass from

\[ \kappa = \sqrt{\frac{2m^*_b \Phi_b}{\hbar^2}} \]  

and plot it versus core diameter in Fig. 3.7(c). For all diameters, the parabolic tunneling mass is much heavier than the heavy hole mass of Si.

### 3.4.3 Hole Lifetimes

Using the decay constants from Fig. 3.7(b) and the barrier heights from Fig. 4.3, the lifetimes corresponding to thermionic emission and quantum tunneling are calculated from Eqs. (A.6) and (3.3), respectively. The results are plotted in Fig. 3.8. With a 5 nm Si shell, the hole lifetimes are limited by thermionic emission. The quantum tunneling lifetimes are many orders of magnitude larger. Thus, a 5 nm thick Si shell is unnecessary. Reducing the shell thickness reduces the overall NC size, increases packing density, and increases the capacitive coupling to the Si channel. For memory applications, the thickness of the Si shell should be reduced so that the quantum tunneling lifetime is comparable to the thermionic emission lifetime.

To estimate the Si shell thickness such that the quantum tunneling lifetime is equal to the thermionic emission lifetime, \( \tau_{th}^T \) in Eq. (3.3) is set equal to \( \tau_{th}^h \), and then solved for Si shell thickness \( (t_{Si}) \). The Si shell thickness, as a function of Ge core size is plotted in Fig. 3.9. This estimate can be viewed as a zero order approximation, since changing the Si shell thickness, changes the quantization energy \( \Delta E_0 \) which changes the decay constant \( \kappa \). These effects are ignored in the estimate shown in Fig. 3.9.

In a NC memory, the hole must also escape through the SiO₂. To determine the total lifetime including the effect of the SiO₂, we assume that the Si shell is thick
Figure 3.7: (Color online) (a) The magnitude squared of the HLO ($|\psi_0|^2$) plotted versus radial position in the Si shell and the superimposed exponential fit for the NC with a 4 nm Ge-core. (b) Ground state hole tunneling wave vector in the Si shell ($\kappa$) versus Ge-core diameter. (c) Parabolic tunneling effective mass ($m^*_b$) of the ground state hole in the Si-shell as a function of Ge-core size.
Figure 3.8: (Color online) Direct tunneling lifetime (dashed line) and thermionic lifetime (solid line) versus Ge-core diameter with a 5 nm Si shell.

Figure 3.9: (Color online) Si shell size versus Ge-core size such that the quantum tunneling lifetime is equal to the thermionic emission lifetime.
enough such that escape from the Ge core through the Si shell is limited by thermionic emission. After thermionic emission out of the Ge core, the hole must then tunnel through the SiO$_2$ tunnel barrier. The hole tunneling mechanism from the Ge/Si/SiO$_2$ system is shown schematically using bulk band alignments and the 2-band, imaginary dispersion in the SiO$_2$ bandgap in Fig. 3.10. This lifetime can be calculated using the WKB expression of Eq. (3.3) replacing the prefactor to the exponential with the thermionic emission lifetime of Eq. (A.5). The prefactor is the inverse of the attempt rate for tunneling. Substituting the thermionic emission expression in for the attempt rate physically means that the attempt rate for tunneling through the SiO$_2$ is the thermionic emission escape rate out of the Ge core. Thus, the expression used to calculate the total hole lifetime including the effect of the SiO$_2$ is,

$$\tau_{\text{total}} = W \sqrt{\frac{2\pi m_w^*}{k_B T}} \exp \left( \frac{\Phi_b}{k_B T} \right) \exp \left( 2\kappa_{ox} t_{ox} \right)$$

where, $\kappa_{ox}$ is the decay constant in the SiO$_2$ and $t_{ox}$ is the SiO$_2$ thickness.

Thus, the effect of the Ge core is to increase the hole lifetime by a factor of $\exp \left( \frac{\Phi_b}{k_B T} \right)$ compared to the hole lifetime in an all-Si NC. For example a 4 nm Ge core with a thermionic barrier of 0.5 eV increases the hole lifetime by a factor of $2 \times 10^8$ at room temperature compared to the lifetime of a pure Si NC.

Once a hole escapes from the Ge core, it is in the HDO state with energy $E_n$. At this energy, $\kappa_{ox}$ is determined analytically using Kane’s two-band model described in Ref. [153],

$$\kappa_{ox} = \sqrt{\frac{2m_{ox}^*}{\hbar^2 E_g}}(E_c - E_n)(E_n - E_v)$$

with parameters values of $m_{ox}^* = 0.6m_0$, $E_g = 9$ eV, $E_v = -4.84$ eV and $E_c = 4.24$ eV, taken from Ref. [153]. The decay constants in the SiO$_2$ are practically independent
of the Ge core size. The decay constants for the minimum and maximum Ge core sizes of 1 nm and 7.5 nm are 0.5918 Å$^{-1}$ and 0.5916 Å$^{-1}$, respectively.

The total lifetimes, calculated for three different oxide thicknesses are plotted versus Ge core size in Fig. 3.11. The short lifetime of $\sim 1$ second for the thin oxide (1 nm) is consistent with the experimental result reported for Ge:SiO$_2$/Si system [78]. The retention lifetime of ten years ($3 \times 10^8$ s), required for a practical QD based non-volatile memory device, is achieved with a SiO$_2$ thickness of 3 nm and a Ge core size of 3 nm.

3.5 Conclusion

The electronic states of ideal Ge-core/Si-shell NCs are calculated for a fixed 5 nm Si shell and Ge cores ranging from 1 nm - 7.5 nm diameters. Calculations are performed atomistically using a nearest-neighbor, sp$^3$d$^5$s$^*$ tight-binding model as implemented in NEMO3D. The wavefunctions and energies are used to determine decay constants and barrier heights for calculations of quantum-tunneling and thermionic emission lifetimes. For a Ge core diameter of 3 nm and a Si shell thickness of $\geq 3$ nm, the escape rate of a hole out of the Ge core is given by the thermionic emission rate. This then becomes the attempt rate for tunneling through the SiO$_2$. The thermionic barrier presented by the Si shell increases the hole lifetime by a factor of $\exp\left(\frac{\Phi_b}{k_BT}\right)$ compared to the hole lifetime in an all-Si NC. A retention lifetime of 10 years is achieved with a SiO$_2$ thickness of 3 nm, a Ge core size of $\geq 3$ nm, and a Si shell thickness of $\geq 3$ nm.
Figure 3.10: Band diagram of the bulk Ge/Si/SiO$_2$ system. The dashed line illustrates the imaginary dispersion in the SiO$_2$ bandgap, and the horizontal line shows the energy at which $\kappa_{ox}$ is calculated from Eq. (3.7). The short-dashed green line illustrates the thermionic escape rate ($1/\tau^th_h$) that provides the attempt rate for quantum tunneling through the SiO$_2$. 
Figure 3.11: (Color online) Total hole lifetime in the Ge/Si/SiO$_2$ system at SiO$_2$ thicknesses of 1, 2 and 3 nm.
Chapter 4

Electronic states of experimentally observed dome-shaped Ge/Si Nanocrystal with crescent-shaped Ge-cores

4.1 Introduction and Motivation

Several experimental groups [154–157] have reported the observation of dome-shaped Ge/Si NCs because of the atomistic heterogenity between the Ge and Si layer. Instead of ideal spherical Ge-core, experimental characterization reveals a crescent-shaped Ge-core in the dome-shaped Ge/Si NCs. In these nanostructures, the Si-cap thickness, the crescent-shaped Ge-core thickness, and the overall size distribution of Ge/Si dome shaped structures influence various device parameters, such as confinement energies, activation energies, and carrier lifetimes. Early theoretical works [26, 72, 158] have provided a simplistic explanation of the retention mechanism based on the smaller
bandgap of Ge with respect to Si using continuum models, ignoring strain and shape effects. However to include atomic scale inhomogeneities strain and shape effects at these nanostructures, an atomistic model should also be considered.

4.2 Objectives

In this work, we carry out such an atomistic study of the low-energy electronic states in realistically dome shaped Ge/Si core-shell NCs with experimentally observed crescent-shaped Ge-cores. Energy levels and related parameters are used to calculate hole lifetimes as a function of Ge-core and Si-cap thickness.

4.3 Model and Theory

The specific type of heterostructure NC studied is shown in Fig. B.1. The inner Si layer forms when Si is grown on the SiO$_2$ substrate. It has been found to have little influence on the overall electronic properties of the system [159]. The Si-capping layer prevents Ge atoms from being oxidized during the control oxide growth [160], and it preserves the dome shape and size during growth [161, 162]. A maximum Si-capping layer thickness of 3.5 nm is chosen based on previous theoretical [2, 163] and experimental work [164] on Ge/Si core-shell nanocrystals where it was shown that beyond this thickness, the carrier dynamics and other related electronic properties remain constant. The Si layers serve as the barriers for the hole in the Ge-core layer forming a TYPE-II heterojunction as illustrated in Fig. B.1.c.

The electronic states are modeled using 20-band sp$^3$d$^5$s$^*$ nearest-neighbor, empirical-tight-binding model with spin-orbit (SO) coupling as implemented in NEMO3D and described in Ref. [120]. The strain due to the lattice mismatch between Ge and Si
is calculated using the valence-force-field (VFF) model with Keating potentials, and included in the Hamiltonian during the electronic structure calculation. The surfaces of the NC structures are faceted. The energies of the dangling bonds at the surface are shifted by 20 eV so that the effect of the dangling bonds on the density of states near the energy gap is negligible [143]. The largest simulated NC contains 8440 atoms. With 20 orbitals per atom (10 orbitals \( \times \) 2 spins), the total size of the basis is \( 1.688 \times 10^5 \), however the Hamiltonian is very sparse. The eigenvalues and eigenstates are solved using the Lanczos algorithm. The accuracy of these models has been tested through quantitative agreement of simulations with experimental data in SiGe systems [165], strained InGaAs quantum dots [166], and a single impurity in Si FinFets [144].

The nanocrystal consists of an inner Si layer, a crescent-shaped Ge-core, and a Si cap as shown in Fig. B.1. The Si atoms and Ge atoms in both the frontal view (Fig. B.1.a) and the cross-sectional view (Fig. B.1.b) are marked with light (yellow) and dark (red), respectively. For all nanocrystals, the diameter of the base is fixed at 5nm. The maximum Ge-core thickness in the vertical direction is varied from 1 - 3.5nm. Hereafter, this vertical thickness is referred as the Ge-core thickness. The maximum Si cap thickness is also varied from 1 - 3.5nm. The inner Si layer height is fixed at 5nm. The nanocrystals are grown in the [100] direction.

A schematic band diagram is shown in Fig. B.1.c. The valence band edges and conduction band edges for the Ge/Si materials are labeled as \( E_{V}^{Ge} \) / \( E_{V}^{Si} \) and \( E_{C}^{Ge} \) / \( E_{C}^{Si} \), respectively. The valence band offset is labeled as \( \Delta E_{V} \). The bulk bandgaps of Ge and Si are 0.74 and 1.12 eV, respectively. The thermionic emission process of the hole escaping from the Ge-core region to the Si-region is represented by the dotted arrow. The corresponding escape rate is \( 1/\tau^{th} \).

The thermionic emission lifetime is determined using semi-classical and WKB
Figure 4.1: (Color online) Front-view (a) and cross-sectional-view (b) of a dome-shaped Ge/Si NC with a Ge-core and Si-cap thickness of 3nm. The base diameter and the inner Si layer height is maintained at 5nm. The total number of atoms is 7696, with 2360 Si atoms in the capping layer, 1960 Ge atoms in the core layer and 3376 Si atoms in the inner layer. The lighter gray (red) dots are Ge atoms and the darker (yellow) dots are Si atoms. (c) Bulk energy level lineups. The energy values shown correspond to the band gap of the bulk Si and Ge materials. The valence and conduction band edges for the Ge and Si materials are labeled as $E_{V}^{Ge}$, $E_{C}^{Ge}$, $E_{V}^{Si}$ and $E_{C}^{Si}$, respectively. Similarly, the valence band offset is identified as $\Delta E_{V}$. The dotted arrow shows the thermionic hole escape mechanism with an escape rate of $1/\tau^{th}$. 
approximations with the numerically calculated energy levels as input. Schneider and von Klitzing derived the thermionic emission lifetime ($\tau^{th}$) in a quantum well as a function of the quantum-well width, $W$, as [145],

$$\tau^{th} = W \sqrt{\frac{2 \pi m_w^*}{k_B T}} \exp \left( \frac{\Phi_b}{k_B T} \right)$$

(4.1)

where, $m_w^*$ is the hole effective mass in the well, $k_B$ is Boltzmann’s constant, and $\Phi_b$ is the potential barrier height. Here, the quantum-well width $W$ is the maximum vertical thickness of the Ge-core. The temperature $T = 300$K. Since $m_w^*$ is not known, we approximate it using the expression for the lowest energy level with infinite potential confinement as,

$$m_w^* \approx \frac{\hbar^2}{2\Delta E} \left( \frac{\pi}{W} \right)^2$$

(4.2)

where, $\Delta E$ is the confinement energy defined as,

$$\Delta E = E^{Ge}_V - E_0$$

(4.3)

where $E_0$ is the ground state of the hole. The barrier height, $\Phi_b$ is calculated from

$$\Phi_b = E_0 - E^{Si}_V$$

(4.4)

where, $E^{Si}_V$ is the valence band edge of the bulk Si. Based on earlier published results on the spherical Si/Ge/Si system, we find that $E^{Si}_V$ is a good approximation to the energy of the first delocalized hole state with an energy below the Si valence band edge [2].
Figure 4.2: (Color online) Probability densities of the ground hole state, |Ψ₀|² (a,b), the lowest electron state, |Ψₑ|² (c,d), and both states superimposed (e,f). The red (light) and blue (dark) isosurfaces represent maximum and minimum probability densities, respectively. The Ge-core and Si-cap thickness is 3nm. The inner Si layer height and the base diameter are 5nm. The height of the NC is 11nm. In a-d, the two-dimensional cross-section of the probability density is taken through the center of the Ge-core region in the x−y plane at z = 6.5nm. In e-f, the two-dimensional cross-section is taken through the center of the base in the x−z plane at y = 2.5 nm.

4.4 Results and Analysis

This section illustrates the effect of the core and cap size variation on the energy gap, effective mass, barrier height, quantum confinement energy, and thermionic life time.

4.4.1 Carrier confinement characteristics

Si and Ge form a TYPE-II band alignment. A deep quantum well for holes in the Ge-core region is formed by the large valence band offset between the valence bands of Ge and Si. A shallow quantum well for electrons is formed in the Si region by the small conduction band offset between the conduction bands of Ge and Si.

The depth of the potential wells formed in the Ge-core region, for both the holes and electrons, can be verified by analyzing the probability densities of the ground
state and excited state, in the core region.

The existence and spatial separation of the electron and hole quantum wells result in localization and spatial separation of the electron and hole wavefunctions. Fig. 4.2.(a-d) shows a cross-section of the hole and electron probability densities in the $x - y$ plane taken at the center of the Ge-core region with a Ge-core and Si-cap thickness of 3nm and an inner Si layer height and the base diameter of 5nm. The probability density ($|\psi_0|^2$) of the hole state is strongly localized in the Ge-core as shown in Fig. 4.2.(a,b). The probability density of the electron state in that same spatial region is five orders of magnitude smaller as shown in Fig. 4.2.(c,d). The electron wavefunction is localized in the inner Si layer. The spatial separation of the electron and hole wavefunctions is evident in Fig. 4.2.(e,f) in which the electron and hole probabilities are superimposed on a single vertical cross-section of the NC. This spatial separation affects optical properties such as oscillator strengths and electron and hole recombination times.

### 4.4.2 Confinement effects on the electronic states

The energy difference between the ground state hole and ground state electron states, also known as energy gap, is primarily a function of the Ge-core thickness and varies little with the thickness of the Si-cap. Fig. 4.3.a shows the effect of the Ge-core and Si-cap thickness on the energy gap. The maximum energy gap is 1.1 eV when both the core and cap layers are 1nm thick, and the minimum energy gap is 0.78 eV when both the core and cap are 3.5nm. The energy gap remains high between 1 eV to 1.1 eV when the Ge-core thickness is maintained at 1nm, independent of the Si capping layer thickness. This result is consistent with the experimentally observed value of 0.80 eV for a 0.9nm Ge-core thickness when the Si-capping layer thickness
is greater than 5nm [167]. When the Ge-core thickness increases beyond 3nm, the energy gap approaches the bulk Ge energy gap of 0.75 eV, consistent with other published results [2, 13, 168].

The hole confinement energy, $\Delta E$, is also primarily dependent on the Ge-core thickness and independent of the Si-cap thickness, as shown in Fig. 4.3.b. For any fixed Ge-core thickness, $\Delta E$ decreases by at most $\sim 0.035$ eV as the Si-cap thickness increases from 1nm to 3.5nm. Increasing the Ge-core thickness from 1nm to 3.5nm reduces $\Delta E$ by 50%. For a 3.5nm Si-cap thickness, $\Delta E$ decreases from 0.48 to 0.25 eV as the Ge-core thickness increases from 1nm to 3.5nm.

### 4.4.3 Thermionic lifetime

As the Ge-core thickness increases, the hole confinement energy decreases and the barrier height for the hole to escape from the quantum well increases. The calculated barrier height ($\Phi_b$) is plotted against the Ge-core and Si-cap thickness in the Fig. 4.4.a. $\Phi_b$ increases from 0.28 to 0.51 eV as the Ge-core thickness increases from 1nm to 3.5nm with a Si-cap thickness of 3.5nm. Barrier heights of 0.28 and 0.39 eV for the 1 and 1.5nm thick Ge-cores and 3.5nm thick Si-cap are in line with the experimentally measured activation energies for the 1–1.5nm high Ge NCs sandwiched between two thick Si-spacer layers [169]. For Ge-core thicknesses greater than 3nm, $\Phi_b$ saturates consistent with other reports [2, 163, 170]. The maximum change in $\Phi_b$ as the Si-cap thickness increases from 1nm to 3.5nm is 10%, and this insensitivity to cap thickness is consistent with photoluminescence measurements [156, 170].

The hole effective mass ($m_w^*$), calculated from Eq. 4.2, is a strong function of the Ge-core thickness ($W$) as shown in Fig. 4.4.b. In a parabolic band model, the confinement energy is inversely proportional to the square of the confinement,
Figure 4.3: Energy gap (a), and quantum confinement energy ($\Delta E$) (b) as a function of Ge-core and Si-cap thickness.
\( \Delta E \propto (1/W)^2 \). Thus, Eq. (4.2) gives a constant value for \( m^*_w \) in a parabolic band model. The dependence of \( m^*_w \) on \( W \) shows the large nonparabolicity of the hole energy dispersion. The hole effective mass is 0.7 \( m_0 \) when \( W = 1 \text{nm} \), and it drops to 0.1 \( m_0 \) when \( W = 3.5 \text{nm} \). This minimum value lies between the Ge effective mass values of the bulk heavy-hole and the bulk light-hole indicating mixing of the two states.

The thermionic lifetime of the hole (\( \tau^{th} \)) depends exponentially on the Ge-core thickness through the exponential dependence on barrier height in Eq. A.5, and this dependence is shown in Fig.4.4.c. With a 3.5nm Si cap, as the Ge-core thickness increases from 1nm to 3.5nm, the thermionic hole lifetime increases from \( 10^{-9} \text{s} \) to \( 10^{-5} \text{s} \). The Ge-core increases the lifetime of a hole by a factor of \( \exp \left( \frac{q_b}{k_BT} \right) \) compared to the lifetime of a hole in an all-Si NC. For example, a 3.5nm Ge-core, with a 3.5nm Si-cap, has a thermionic hole barrier of 0.51 eV, which increases the hole lifetime by \( 3 \times 10^8 \) at room temperature compared to the lifetime of a hole in a pure Si NC.

### 4.5 Conclusion

The electronic states in realistically shaped Ge/Si core-shell NCs with crescent-shaped Ge-cores have been calculated with an atomistic model. The electron and hole wave-functions are spatially separated. The hole wavefunction is localized in the Ge-core and the electron wavefunction is localized in the inner Si region. The effect of the Ge-core and Si-cap thickness on the energy gap, confinement energy, energy barrier height, effective mass, and thermionic hole lifetime are determined. As the Ge crescent thickness increases from 1nm to 3.5nm with a 3.5nm Si cap, the hole confinement energy decreases from 0.52 to 0.28 eV, the barrier height for a hole to escape into the Si valence band increases from 0.25 to 0.51 eV, and the resulting thermionic hole
Figure 4.4: Energy barrier height ($\Phi_b$) (a), localized hole effective mass ($m^*_w$) in the Ge-core region (b), and thermionic lifetime ($\tau^{th}$), as a function of Ge-core and Si-cap thickness.
lifetime increases from $10^{-9}$ to $10^{-5}$ s. For the largest NC with Ge-core and Si-cap thickness of 3.5nm, the thermionic lifetime is on the order of 10 microseconds. The thermionic barrier presented by the Si shell increases the hole lifetime by a factor of $\exp\left(\frac{\Phi_b}{k_BT}\right)$ compared to the thermionic hole lifetime in an all-Si NC. The maximum increase is $3 \times 10^8$ at $T = 300K$. 

Chapter 5

Effect of Strain on the Electronic and Optical Properties of Ge/Si Dome Shaped Nanocrystal

5.1 Introduction and motivation

Aggressive scaling and the demand for high speed electronic and photonic devices have resulted in a large effort to understand carrier dynamics in heterostructure based nanostructures, such as InAs/GaAs [171–173], CdTe/CdSe [174,175] and Ge/Si [1–3, 160, 176–184]. Ge/Si based nanostructures are of interest due to their compatibility with the existing silicon-based technology. Furthermore, Ge/Si nanostructures with various shapes (domes, wire, lens, and pyramids) have been fabricated and integrated in optical and electrical devices using advanced fabrication techniques such as molecular beam epitaxy (MBE) [185], self-assembly, [186–188] and chemical vapor deposition (CVD) [160]. These devices exhibit size dependent characteristics and show potential for future devices.
Figure 5.1: (Color online) One of the simulated Ge/Si dome-shaped NC structures with a 20 nm base diameter (b) and 10 nm overall height (h). a) Front view b) Cross-section view and c) Extracted Ge-core. The base diameters of the simulated structures vary from a minimum value of 5 nm to the maximum value of 45 nm. The NC height is fixed at 10 nm.

such as thin-film field effect transistors [177], flash memory [160,179], DotFETs [189], photodetectors [190], solar cells [191,192], and quantum computers [181,182, 193,194]. Inter-level optical transitions in Ge/Si NCs have attracted interest due to the TYPE-II band alignment at the Ge and Si interface causing the holes and electrons to be spatially separated in the Ge and Si regions, respectively. There is significant effort to exploit these complex nanostructures to maximize the performance of future devices [195–199].

Researchers have recently been successful in fabricating high quality Ge/Si NCs of different lateral dimensions and shapes in both single and multiple layers [185, 200–203]. Of the various experimentally observed NC shapes, hut-shaped and dome-shaped Ge/Si NCs have unique electronic and optical properties [204]. Dome-shaped Ge/Si NCs with the curved bounding facets can relieve strain more efficiently compared to the hut, pyramid, or ring shaped NCs [205].

Because of the 4.1% lattice mismatch between Si and Ge, the strain plays a key role in determining the energy levels [206,207]. Strain can shift both the conduction and valence states, alter the energy gap [208,209], change the carrier dynamics [1,3],
modulate optical properties, and modify spin relaxation times [210]. In general, the strain distribution in Ge/Si NCs influences the shape and depth of the potential wells for electronic excitations, charge confinement, and carrier dynamics [194].

Designing optoelectronic devices using Ge/Si NCs benefits from an atomistic model in both the Ge-core and the surrounding Si regions. When evaluating the polarization dependent interlevel transitions, a fully atomistic treatment is necessary to capture atomistic effects at the Ge/Si interface that can mix electronic levels and modify the polarization [211]. Several theoretical works have supported experimental findings [212, 213], however, there are few large-scale, atomistic studies that include strain inhomogeneity while matching experimental shapes and sizes [214]. Lavchiev and et al. observed a huge discrepancy between experimental and theoretical findings in the optical and electrical properties of dome and pyramid shaped, Si-capped, Ge NCs embedded in the Si-matrix [215]. They attributed this discrepancy to their model’s inability to realize the atomistic representation of the experimental structure. Recently, Usman et al. published an extensive theoretical study on III-V NCs highlighting the importance of strain and shape on the overall optoelectronic properties [166, 172, 216, 217]. However, similar studies of the Ge/Si system are lacking.

The diameter and the aspect ratio (AR), the ratio of the height (h) to the base diameter (d), determine the overall stability of the NC [196]. A decrease in the aspect ratio corresponds to a morphological transition from a dome to an energetically favorable superdome resulting from excessive Ge deposition [202, 218, 219]. Recently, good control over the height of a Ge/Si NC system has been demonstrated with less control over the diameter [220–224]. This motivates our study of the diameter dependent properties of Ge/Si NCs. The atomistic structure of the 20 nm diameter NC is shown in Fig. 5.1. The NC cross-section in Fig. 5.1(b) shows the half-moon like Ge-core sandwiched between the two Si layers. The Ge core is extracted and illustrated in
Fig. 5.1(c). This crescent shaped Ge-core has been observed experimentally by Lee et al. [202]. Experimentally, the Si-capping layer is used not only to prevent Ge atoms from being oxidized during the control oxide growth, [160] but also to preserve the dome shape and size during growth [161, 162]. Prior experimental studies of Ge/Si heterostructures demonstrated sharp interfaces with minimal intermixing [225, 226]. We leave the investigation of intermixing at the interface for a future study. The Ge and Si interfaces are inhomogeneously strained due to the lattice mismatch between Si and Ge.

We present a systematic computational study of the confinement and strain effects on the electrical and optical properties of Ge/Si dome-shaped NCs with crescent-shaped Ge-cores. The spatially resolved strain distribution is calculated atomistically throughout the structure. The strain modulated energy-level and energy gap shifts are determined. Optical transition rates are calculated. The effect of the lattice strain on the electronic properties of dome-shaped Ge/Si NCs is analyzed by making one-to-one comparisons of device properties calculated from strained and unstrained systems. Electronic structure calculations are performed with NEMO3D [115]. The accuracy of the models have been verified by comparison with experimental data in SiGe systems [165], strained InGaAs quantum dots [166], a single impurity in Si FinFets [144, 227, 228] and Si-based single electron transistors [229, 230].

5.2 Structure and Method

The growth direction of the NCs is the [001] direction. The heights of all NCs are fixed at 10 nm, and the diameters are varied from 5 nm to 45 nm. The thicknesses of the base, core, and cap at the center of the NCs are fixed and they taper towards the perimeter as shown in Figs. 5.1(b,c). At the NC center, the thickness of the base,
core, and cap are 5 nm, 2 nm, and 3 nm, respectively.

Geometry relaxation uses an atomistic valence force field (VFF) model with additional interaction terms included in the Keating model, and the minimization procedure employs the conjugate gradient technique [115, 231–234]. This approach has been extensively used to model strain in complex quantum dots and other nanostructures, and it has qualitatively compared well with the various experimental data [144, 165, 177, 228, 229]. During relaxation, the z-position of the bottom layer of the Si atoms is fixed, and they are free to move in x and y. Free boundary conditions are applied at all other surfaces. These boundary conditions approximate those during growth of a NC on an amorphous SiO$_2$ layer as is done in NC memory applications [160, 179].

Once the structure is relaxed to its minimum energy configuration, the strain components for all of the atomic sites are calculated using the formalism introduced by Pryor and co-workers [231]. In the relaxed structure, each atom is surrounded by 4 nearest neighbors at positions $\mathbf{R}_j$ in a strained tetrahedron. The strained tetrahedron edges given by the difference vectors $\mathbf{R}_{i,j} = \mathbf{R}_j - \mathbf{R}_i$ are related to the unstrained tetrahedron edges $\mathbf{R}_{i,j}^0 = \mathbf{R}_j^0 - \mathbf{R}_i^0$ by the strain tensor as

$$ \begin{bmatrix} \mathbf{R}_{1,2} & \mathbf{R}_{2,3} & \mathbf{R}_{3,4} \end{bmatrix} = \begin{bmatrix} \mathbf{I} & \mathbf{E} \end{bmatrix} \begin{bmatrix} \mathbf{R}_{1,2}^0 & \mathbf{R}_{2,3}^0 & \mathbf{R}_{3,4}^0 \end{bmatrix} \tag{5.1} $$

where each column $\mathbf{R}_{i,j}$ is a column vector of the $x, y, z$ components of the vector $\mathbf{R}_{i,j}$. $\mathbf{I}$ is the identity matrix and $\mathbf{E}$ is the strain tensor. After solving Eq. (5.1) for the strain tensor, the resulting in-plane strains ($E_{xx}$ and $E_{yy}$) and the out-of-plane strain ($E_{zz}$), at each atomic site, are used to calculate the hydrostatic strain $\epsilon_H = E_{xx} + E_{yy} + E_{zz}$ and the biaxial strain $\epsilon_b = E_{xx} + E_{yy} - 2E_{zz}$.

The electronic structure is calculated by solving for the eigenvalues and eigenstates
of an atomistic tight-binding Hamiltonian with a 20-band \( \text{sp}^3\text{d}5\text{s}^* \) basis including spin-orbit coupling (SO) as implemented in NEMO3D [235]. The SO splitting of the split-off hole band in bulk Si and Ge is 40 and 300 meV, respectively. Without the SO interaction, the bulk valence bands have 3-fold orbital degeneracy, with each band at \( \Gamma \) being a pure bonding \(|p_x\rangle, |p_y\rangle, \text{or} \ |p_z\rangle \) state. The SO interaction reduces the orbital degeneracy to 2-fold, and it also mixes the orbitals. Even in bulk, one must include the SO interaction to get a qualitatively correct valence band for these semiconductors. In our system, the valence band becomes quantized states localized in the Ge core. The SO interaction qualitatively changes the level spacing and orbital composition of these levels.

The energies of the dangling bonds at the surface are increased by 20 eV to move the surface states away from the low-energy interior states of interest around the energy gap. These boundary conditions mimic the physical passivation of dangling bonds with H atoms, and they are described in detail in Refs. [143, 236]. They have been used extensively on nanocrystals, quantum wells, and nanowires [165, 227, 237]. The largest simulated NC contains 745176 atoms. With 20 orbitals per atom (10 orbitals \( \times \) 2 spins), the total size of the basis is \( 1.4903 \times 10^7 \), however the Hamiltonian is very sparse. The eigenvalues and eigenstates are solved using the Lanczos algorithm [115]. For the smaller NCs with diameters \( \leq 20 \) nm, a block-Lanczos algorithm was also used for energies near the energy gap to ensure that no eigenenergies were missed [238].

In order to quantify the strain contribution to the electronic and optical properties, the eigenenergies and wave functions are calculated twice, once using the tight-binding parameters of the relaxed structure, and once using the tight-binding parameters of the un-relaxed structure. For the un-relaxed structure, bulk Si and Ge tight-binding parameters are used, and the Si-Ge interface is treated using average values in a virtual
crystal type approximation. Calculations of the electronic states in the un-relaxed and relaxed structures will be referred to as the un-strained and strained calculations, respectively. The unstrained calculations used the tight binding parameters for bulk Si and Ge described in Ref. [239]. Calculations of the strained structures used modified tight-binding parameters [240] that incorporate changes in the bond length and bond angle on the nearest neighbor matrix elements and also include modification to the on-site orbital energies that lift orbital degeneracy in the presence of strain. The resulting wavefunctions and energy levels are used to determine other device related parameters such as energy gaps, momentum matrix elements, and optical transition rates [166, 241].

The spontaneous emission rate $\Gamma(\omega)$ between an excited state and the ground state is calculated using Fermi’s golden rule,

$$\Gamma(\omega) = \frac{e^2}{\varepsilon_0 h^2 m_o^2 \pi c^3} \hbar \omega_{if} |\langle i | P_{\nu} | f \rangle|^2 \tag{5.2}$$

where, $e$ is the electron charge, $m_o$ is the bare electron mass, $\varepsilon_0$ is the absolute dielectric permittivity of a vacuum, $c$ is the speed of light, $P$ is the momentum operator, $\nu$ is the polarization, $|i\rangle$ is the initial state, $|f\rangle$ is the final state, and $\hbar \omega_{if}$ is their energy difference. As part of the analysis, we define the envelope function at each atomic site $n$,

$$C_n^2 = \sum_{i=1}^{20} |\psi_{n,i}|^2 \tag{5.3}$$

where $|\psi_{n,i}|^2$ is the probability density of orbital $i$ at atomic site $n$. The envelope functions for the initial state $C^i$ and final state $C^f$ are then used to calculate the
Figure 5.2: (Color online) (a) In-plane strain $E_{xx}$ and (b) out-of-plane strain $E_{zz}$, plotted along the [001] direction through the center of the NCs. The white and grey backgrounds correspond to the Si and Ge regions, respectively. The three different diameters are indicated in the legends. (c) Average in plane strain $\langle E_{xx} \rangle$ of the Ge and Si atoms. (d) Average out of plane strain $\langle E_{zz} \rangle$ of the Ge and Si atoms. (e) Average biaxial (solid line) and hydrostatic (dotted line) strain of the Ge and Si atoms, as a function of base diameter.

The spatial overlap of the two wavefunctions as,

$$\text{Overlap} = \left| \sum_{i=1}^{N} C_n^i \cdot C_n^f \right|^2$$

where $N$ is the total number of atoms in the structure.

### 5.3 Results and Analysis

#### 5.3.1 Strain characteristics

The strain components at each atomic site are calculated using Eq. (5.1). The in-plane strain $E_{xx}$ and the out-of-plane strain $E_{zz}$ plotted in the [001] direction
through the center of the NC are shown in Fig. 5.2(a,b) for 3 different diameter NCs. The positive and negative strain values correspond to tensile and compressive strain, respectively. There is a general trend of an abrupt change in $E_{xx}$ and $E_{zz}$ while passing through the Si / Ge interfaces at the bottom and top of the Ge core. Since the Ge lattice constant is greater than the Si lattice constant, the Ge-core layer is compressed parallel to the interface giving negative values for $E_{xx}$ and $E_{yy}$. $E_{zz}$ becomes positive in order to maintain the Poisson ratio.

For the smaller NCs, the Ge atoms are, on average, compressed in all 3 directions as shown in the plots of the average strain in Figs. 5.2(c,d). In these plots, the values of the strain have been averaged over all of the Ge atoms and all of the Si atoms in the NC. Because of the high curvature of the Ge region in the smaller NCs, the physical distinction between $E_{xx}$ and $E_{zz}$ becomes blurred since the Ge atoms curve around the Si base. Once the base diameter becomes larger than 30 nm, the average strain takes on the character expected for a planar structure with $\langle E_{xx} \rangle < 0$ and $\langle E_{zz} \rangle > 0$. The average hydrostatic and biaxial strain in the Ge region is always negative as shown in Fig. 5.2(e). The average hydrostatic strain is 3.8% for a 5 nm NC and increases to 6% for a 45 nm NC. Due to the relatively large Si base region, the strain averaged over all of the Si atoms is small.

Iso-surface plots of the hydrostatic and biaxial strain of the Ge/Si NCs are shown for the smallest (5 nm), medium (25 nm), and largest (45 nm) diameter NCs in Fig. 5.3. The cross-sectional plane is taken through the NC center. For the smallest 5 nm diameter NC with an AR of 2, the local hydrostatic and biaxial strain distribution in the Ge and Si regions are the most inhomogeneous. The Si base, immediately underneath the Ge core, experiences the largest hydrostatic strain of 1.2% of all of the NCs. Conversely, the magnitude of the hydrostatic strain in the Ge core is the least among all of the NCs. In this smallest NC, the magnitude of the strain is shared most
equally between the Si and Ge regions. As the diameter increases, and the volume of the Si base becomes much larger than the volume of the Ge core, the NC more resembles a planar heterostructure, and the strain becomes more localized in the Ge region. The general trend in the strain distribution is consistent with other theoretical and experimental results for similar lattice mismatched systems [161, 210, 225].

5.3.2 Electronic Properties

A schematic illustration of the energy levels and their spatial location in the Ge/Si NCs is shown in Fig. 5.4. Bulk Si and Ge form a type-II energy level alignment. The valance band offset of 0.70 eV creates a deep potential well in the Ge-core region which strongly localizes the occupied valence states of the NC. The unoccupied excited states localize in the Si base and in the Si cap. Whether an excited state is in the base or the cap depends on the size of the NC and the strain. The energy splitting of $\leq 15$ meV between the three excited states $E_0$, $E_1$ and $E_2$ is small. Optical transitions that will be analyzed are shown.

To obtain insight into the energy and positions of the wavefunctions as a function of NC diameter and strain, we plot in Fig. 5.5 the colored iso-surfaces of the probability densities corresponding to the energies $H_0$, $E_0$, $E_1$, and $E_2$ for both the strained and unstrained NCs. The magnitude of the momentum matrix elements between the highest occupied level $H_0$ and first three excited states $E_0$, $E_1$ and $E_2$ are a few orders of magnitude larger than those between the second highest occupied level $H_1$ and $E_0$, $E_1$ and $E_2$. Hence, our study only focuses on these lowest-energy and more optically favorable transitions. For all of the NCs, with or without strain, the wavefunction $\psi_{H_0}$ of the highest occupied state is localized in the Ge core. The strain only lowers its energy level. The energy differences between the highest 3 occupied states of the
Figure 5.3: (Color online) Isosurface plots of the hydrostatic (I) and the biaxial (II) strain in a (100) plane cross-section through the NC center for the (a) smallest (5 nm), (b) intermediate (25 nm), and (c) largest (45 nm) dome-shaped Ge/Si NCs. The plane cuts through the Ge/Si interface at the center of the $x-y$ plane. The horizontal scales for the intermediate (b) and the largest (c) NCs are reduced by a factor of 2.
strained (unstrained) NCs are 5 (3) meV for the largest NC and 50 (25) meV for the smallest NC.

The quantum confinement and strain both lift the degeneracy of the lowest excited state. In all cases, with or without strain, the lowest excited state is non-degenerate. For the strained NCs, the first two excited states differ in energy by 2 - 4 meV with the maximum difference of 4 meV occurring in the 15 nm diameter NC. For the unstrained NCs, the energy splitting of the two lowest excited states is 1 meV. Thus, the strain enhances the splitting of the lowest excited state by a factor of 2 to 4. These values are similar or slightly larger than the splitting in strained GeSi/Si/GeSi QWs [178], GeSi QDs [180] and disordered Si QD’s [184], and within the energy resolution limits of the advanced techniques like photon assisted tunneling [242]. This energy splitting of the excited states in a Ge/Si NC was observed experimentally for a Ge NC of height $\sim 2$ nm and base diameter of $\sim 10$ nm, sandwiched between two strained Si-layers [243]. The meV energy differences arise from the breaking of the bulk Si X-valley degeneracy due to the quantum confinement, and they are consistent with earlier studies of confined Si structures using both atomistic and analytical models [142, 144, 165, 178, 184, 237]. These small energy level splittings have been of interest primarily for applications in quantum computing.
As the NC diameter increases from 10 nm to 25 nm, the localization of the excited states move. Consider the two lowest, nearly-degenerate excited states of the strained NCs. In the 10 nm NC, \( \psi_{E_0} \) is localized in the Si base, and \( \psi_{E_1} \) is localized in the Si cap. At 15 nm, \( \psi_{E_0} \) and \( \psi_{E_1} \) are both localized in the base, and at 25 nm, they are both localized in the cap. They both remain localized in the cap for all larger diameters. A similar switching between cap and base occurs in the unstrained NCs, however, the positions of \( \psi_{E_1} \) and \( \psi_{E_2} \) are the opposite of those in the strained NCs. For both the strained and unstrained NCs, the lowest two excited states reside in the cap for diameters \( \geq 25 \) nm. The third level is about 7 meV above the first two for the larger NCs and only 1 meV above the second level for the 10 nm strained NC. The excited state wavefunctions in the cap have a larger spatial overlap with the occupied wavefunction in the Ge core than do the excited state wavefunctions in the base. This property affects the optical matrix elements.

To understand the effects of strain and confinement on the fundamental energy gap, the individual energy levels and the fundamental energy gaps are plotted versus diameter for both the strained and unstrained NCs. The energy difference between the lowest excited state \( \psi_{E_0} \) and the highest occupied state \( \psi_{H_0} \) is defined as the energy gap \( E_g \), and it is plotted in Fig. 5.6(a) as a function of the base diameter. The change in the \( E_g \) with diameter is primarily the result of the change in the occupied state energy \( H_0 \) with diameter. Confinement and compressive strain work together to lower the energy of the occupied state in the Ge core. For the smaller NCs \( \leq 15 \) nm diameter, the confinement energy is larger than the strain energy. Beyond 15 nm, the strain energy dominates. The strain induced shift in \( E_g \) for the smallest NC is 35 meV and it reaches a maximum value of 128 meV for the largest NC. The plot of the strain-induced shifts of the individual energy levels given in Fig. 5.6b, shows that the strain-induced increase in the energy gap is dominated by the strain-induced lowering.
Figure 5.5: (Color online) Cross sections of the orbitals of the highest occupied state $H_0$ and the three lowest excited states, $E_0$, $E_1$, and $E_2$, for diameters of 10, 15 and 25 nm. The first three rows are calculated with strain and the lower three rows are calculated without strain. The corresponding energies associated with each state are labeled.
of the occupied state localized in the Ge core. The strain lowers the eigenenergies of
the highest occupied states $H_0$ by 38 meV in the 5 nm NC and by 120 meV in the
45 nm NC. These values were compared to the predictions of deformation potential
theory using the average strain components described in the previous section and
the deformation potentials from Ref. [244]. The deformation potential theory lowers
the energies of the highest occupied states of the 5 nm and 45 nm NCs by 45 meV
and 100 meV, respectively, which is consistent with the above values of 38 meV and
120 meV. The effect of strain on the energies of the excited states localized in the Si
base and cap is relatively small compared to its effect on the energies of the occupied
states localized in the Ge core. For diameters greater than 20 nm, the strain raises
the lowest excited state energy $E_0$ by about 10 meV.

5.3.3 Optical Properties

The closely spaced excited states with energy spacing less than 15 meV can all con-
tribute to the overall optical emission intensity [172]. The interlevel emission tran-
sition rate $\Gamma(\omega)$ is a function of the transition energy and the momentum matrix
element. Since the initial and final wavefunctions are localized in different regions
of the NC, some of the diameter dependent trends of $\Gamma(\omega)$ can be understood by
considering the overlap of the occupied and excited state wave function envelopes.
Fig. A.3(a) shows the wave function overlap between the occupied state ($$H_0$$) and
first three excited states ($$E_0$$, $$E_1$$ and $$E_2$$) for the strained NCs calculated from
Eq. (5.4). The wave function overlaps for the smallest Ge/Si NC are around 0.1.
For the smallest NCs, $$E_0$$ is localized in the Si base. As the base size increases, $$E_0$$
moves away from $$H_0$$ in the Ge core, and the overlap decreases. At 20 nm, $$E_0$$ shifts
from the Si base to the Si cap where it stays for all larger diameters. Therefore, as
Figure 5.6: (Color online) Electronic states of dome-shaped Ge/Si NC as a function of base diameter, (a) Energy gap ($E_g$) for unstrained (solid line) and strained (broken line) case, and (b) Strain induced shift in the occupied state ($H_0$) and the excited state ($E_0$) energies.
the diameter increases from 20 nm, the overlap is a smooth function of diameter and slightly decreases. The abrupt jumps in the wavefunction overlap moving from one diameter to the next result from the electronic state switching from the base to the cap or vice-versa. This also explains why, in the 15 nm NC, the overlap of $\psi_{E_2}$ with $\psi_{H_0}$ is larger than that of $\psi_{E_0}$ or $\psi_{E_1}$ with $\psi_{H_0}$. This is the one diameter where $\psi_{E_2}$ is localized in the cap and $\psi_{E_0}$ and $\psi_{E_1}$ are localized in the base.

The transition rates $\Gamma(\omega)$ between the first three excited states, $E_0$, $E_1$ and $E_2$, and the ground state $H_0$ for in-plane polarization are calculated using Eq. (5.2). The discrete spectrum is convolved with a 10 meV Lorentzian broadening function and plotted in Fig. A.3(b). For the smallest 5 nm NC, the rate between the highest occu-
pied state and the lowest excited state dominates, and the peak energy (wavelength) associated with this transition lies at 960 meV (1292 nm). As the diameter is increased, the transition spectrum red-shifts following the trend in the energy gap and reaches a minimum of approximately 550 meV for NC diameters $\geq$ 25 nm. For these larger NCs, the magnitude of the emission rate is approximately two times larger than that of the 5 nm NC. This enhancement results from an increased magnitude of the momentum matrix elements between the initial and final states.

5.4 Conclusion

Dome-shaped Ge-core/Si-shell nanocrystals with crescent shaped Ge cores and base diameters ranging from 5 nm to 45 nm have been simulated atomistically to determine the effect of quantum confinement and strain on the electrical and optical properties. Strain and confinement work together to lower the occupied state energies in the Ge core. Strain increases the energy gap by approximately 100 meV for NCs with base diameters greater than 15 nm, and the increase is a result of the downward shift of the occupied state in the Ge core. Confinement and strain break the degeneracy of the lowest excited state and split it into two states separated by a few meV. In the smaller NCs with base diameters below 15 nm, one of the states can be in the base and the other in the cap. For diameters $\geq$ 20 nm, the two lowest excited states are localized in the Si cap for both the strained and unstrained NCs. The fundamental energy gap and emission spectrum varies from 960 meV for the 5 nm NC to 550 meV for the largest NC with most of the variation occurring between 5 nm and 20 nm.
Chapter 6

Vibrational Properties of Misorientated Bilayer Graphene (MBG) system

6.1 Introduction and Motivation

Single layer graphene (SLG) is the most widely used vdW material. It consists of two-dimensional sheet of $sp^2$ carbon atoms and has many unique electrical, optical and thermal properties. The Brillouin zone (BZ) of SLG is also a honeycomb lattice with rotational symmetry. Conventionally, in single layer graphene, band gap opening and modification of the linear dispersion of the bands was observed by (a) applying external field, (b) introducing surface adsorption [245, 246], and (c) modulating graphene-substrate interaction [247, 248]. SLG exhibits the highest thermal conductivity among existing 2D materials [249]. The exceptional thermal properties of SLG are partially due to its unique phonon transport mechanism where phonon energy spectra are quantized. There are three acoustic phonon branches, i.e. the
in-plane longitudinal acoustic (LA) and transverse acoustic (TA) branches and the out-of-plane flexural or z-axis acoustic (ZA) branch, which contribute to the thermal conductivity in SLG. Depending on the physical proximity of SLG and the surrounding temperature, the LA and ZA modes contribute differently to the total lattice thermal conductivity. For example, in a supported SLG, the ZA branch contribute up to 77% of the total thermal conductivity. In a suspended SLG, however, the ZA branch can contribute as much as 90% of the thermal conductivity at room temperature [250], mainly due to the high specific heat and long mean scattering time of ZA phonons. Theoretical calculation of lattice thermal conductivity of graphene at room temperature, using Boltzmann transport equation (BTE), reveals that the contribution from the ZA branch is greater than the combined TA and LA contributions.

In experiment, the thermal properties in any 2D system, including SLG, is mainly characterized by using Raman spectroscopy. Raman spectrum for single and bilayer graphene with G, a primary in-plane vibrational mode, D, first-order overtone of a different in-plane vibration, and 2D, second-order overtone of a different in-plane vibration, peaks is illustrated in Fig. 6.1. D and 2D peaks positions are dispersive.
The D peak of SLG appears only in small or highly-defected crystals of graphene or graphite. It is not Raman active in extended crystals because it involves double-resonant scattering of a single phonon with non-zero crystal momentum ($q \neq 0$). Absence of this mode in SLG signifies the existence of extended defect-free lattices, where crystal momentum is conserved. The 2D peak, on the other hand, is present in large, low-defect SLG samples, along with the ubiquitous G peak of graphitic materials. The 2D peak occurs due to a double-resonance, two-phonon process. In clean extended crystals, single-phonon Raman peaks are insensitive to the energy of the incident laser, because the phonon crystal momentum is fixed at $q = 0$, and thus the phonon energy does not vary with laser energy. However, in a two-phonon process the phonons can have nonzero, opposite crystal momenta, $q$ and $-q$, since their sum still adds to zero.

In SLG, a careful analysis of G, D and 2D peaks from Raman spectroscopy reveals lattice-specific properties such as phonon-phonon interaction, electron-phonon interaction and thermal conductivity. The G band near 1485 cm$^{-1}$ is a first-order Raman peak in SLG related to the scattering of in-plane transverse (TO) or longitudinal (LO) optical phonons at the $\Gamma$ point of the BZ. Similarly, the pronounced 2D band in the range of 2500–2800 cm$^{-1}$ is a second-order Raman peak, associated with the scattering of two TO phonons around the $K$ point of the BZ. The ratio between G and 2D peaks is sensitive to the number of atomic layers in few layer graphene [251]. The spectral position, height and shape of the peaks also give useful insight about the quality of the graphene samples. In addition, temperature dependence of the Raman peaks was instrumental for the first measurement of the thermal conductivity of graphene [249]. Hence, Raman spectroscopy has become the tool for surface meteorology for the graphene and graphene-like 2D materials.

Mechanical stacking of monolayer of vdW materials, such as SLG, on a substrate
or on another layer is known to lead to misorientation and structural imperfections, at the interface [252–254]. Though a perfectly AB-stacked bilayer graphene has massive charge carriers with zero band gap, a few degrees of misorientation is sufficient to decouple the individual layers exhibiting the massless linear dispersion similar to that of monolayer graphene [45–48]. This misoriented graphene bilayer (MBG) system also exhibits other intriguing intrinsic properties such as renormalized Fermi velocity [255, 256], electronic localization [257], and van Hove singularities [258, 259]. Experimental and theoretical studies on MBG suggest that these electronically decoupled graphene bilayers exhibit interesting electronic [51, 255] and magneto-transport properties [260, 261]. However, the zero-energy-gap character, similar to SLG, has impeded the application of MBG in modern electronic devices.

Although twisting only weakly affects the interlayer interaction, it breaks the symmetry of the Bernal stacking present in perfectly aligned AB bilayer system, resulting in an intriguing dependence of the electronic and thermal properties on the rotation angle Θ. Since the coherent interlayer coupling can be so small, the interlayer, room-temperature conductance for all but the smallest misorientation angles is dominated by phonon-assisted transport mediated by an out-of-plane beating mode of the bilayer with phonon energies ranging from 10 meV to 30 meV as the misorientation angle varies from 0° to 30° [262].

Recent Raman measurement of multi-layer graphene suggests appearance of low-energy phonon peaks [263]. Raman studies of MBG also demonstrate a strong resonant G-peak when the excitation energy matches the energy separation of the van Hove singularities that form at the overlapping Dirac cones [264, 265]. In these studies, the theoretical analysis assumed that the phonon dispersion of the MBG was identical to the unperturbed phonon dispersion of single layer graphene. The fact that the calculations qualitatively matched the trends in the experimental results
is consistent with the hypothesis of phonon decoupling between the rotated layers. The effect of misorientation angle on the phonon dispersion of MBG is still an open question, and the effect of misorientation angle on the thermal properties has yet to be studied. These two questions are intimately related since heat is carried by the phonons. The cross-plane coupling of the low-energy phonons is also responsible for the dimensional cross-over from 3D to 2D observed in the in-plane thermal conductivity of few layer graphene [266]. These modes are also sensitive both to the number of atomic layers and interlayer coupling, where the possibility of using them for noncontact characterization of the stacking order in multilayer graphene and MBG has been proposed [267]. The objectives of this study is to: (1) understand how the phonon dispersion MBG differs from that of SLG and AB-stacked bilayer graphene, (2) to reproduce experimentally observed Raman modes in MBG, and (3) to explore the applicability of MBG as a thermoelectric materials by analyzing the thermophysical properties.

6.2 Models and Methods

Bilayer graphene, in theory, can have two lattice configurations namely, AB and AA, depending upon the relative position of the atoms on each layer. Both of these stacking orders show unique electronic and optical properties. In AB-stacked bilayer graphene, the two graphene layers are such that the A-triangular sub-lattice of the top (bottom) layer lies exactly on top of the B-sub-lattice of bottom (top) layer, as shown in the Fig. 6.2.a. While, in an AA-stacked bilayer system, both triangular sub-lattices (A and B) of the top layer lie exactly on top of two sub-lattices of the bottom graphene layer, as shown in the Fig. 6.2.b. However, the AB-stacked bilayer system was found to be more stable than the AA-stacked bilayer system [268]. Hence, using
Figure 6.2: (Color online) Simulated models of bilayer graphene system, a. AB-stacked bilayer graphene, b. AA-stacked bilayer graphene, c. Misoriented Bilayer Graphene (MBG), d. Top view of MBG system illustrating Moire pattern, and e. MBG superlattice. Note that, MBG system with point-defect is not shown here.

the AB-stacked primitive cell, we construct experimentally observed commensurate MBG supercells by following the method described in Ref. [47]. One of the simulated MPG supercells is illustrated in Fig. 6.2.c, where the top layer is misoriented with a misorientation angle \( \Theta = 9^\circ \) relative to the bottom layer, giving rise to hexagonal \textit{Moiré} patterns which are highlighted in Fig. 6.2.d. Naturally occurring multi-layer graphene systems forming misoriented superlattice is also depicted in Fig. 6.2.e.

To maintain the periodic commensurability, the length of the supercell lattice vector \( l_v \) increases exponentially with decreasing \( \Theta \). Since BZ is reduced by a factor of \( 1/l_v \), comparing the phonon dispersion of SLG against that of MBG is not straightforward. In addition, BZ folding due to commensurate supercell formation prevents a direct comparison of phonon characteristics of AB-stacked bilayer graphene with that of MBG. In this study, we will perform a system study of phonon dispersion and
density of states (DOS) of MBG, as a function of misorientation angle, Θ, using anharmonic MD method as implemented in LAMMPS and described in detail in Chapter 2. The pair-wise interactions were computed with the ReaxFF, Airebo and LCBOP potentials for the in-plane and out-of-plane CC interactions. All of the MD simulations are performed within the framework of the isothermal-isobaric ensemble (NPT), with a fixed number of atoms N, constant pressure P, constant temperature T, and a time step of 0.8 femtosecond (fs). Periodic boundary conditions are applied in all direction and the crystal is initially equilibrated at a predefined temperature via a velocity scaling routine. Prior to sampling the dynamical matrix, all simulations run for 200,000 time steps using a Noose-Hoover thermostat under NPT ensemble at 300K. Pressure is maintained at 1 bar. Following equilibration, constant number, volume, and energy (NVE) integration is performed along with the application of a Langevin thermostat. The dynamical matrix is then sampled 500,000 times at intervals of 5 time steps. The friction and random force provided by the Langevin thermostat allowed for faster convergence of the dispersion relations, although comparable results were achieved with longer NVE simulations without a Langevin thermostat.

In a 2D system, the transport of acoustic phonons is altered due to scattering by other phonons, lattice defects, impurities, conduction electrons and interfaces. These different scattering events significantly affect the net phonon mean free path l and hence the thermal conductivity K. Using the phonon frequencies and phonon density of states (PDOS) calculated using the fluctuation-dissipation theorem, the thermodynamic properties of a given materials can be determined. The lattice specific heat capacity $C_v$ is one of the key parameters that characterizes the thermal properties of materials which is directly related to the lattice thermal conductivity through the
following relation from kinetic theory [269],

\[ K_i = \frac{1}{3} C_v v l \]  \hspace{1cm} (6.1)

where \( v \) is the phonon group velocity and \( l \) is the phonon mean free path. The specific heat at constant volume, \( C_v \), contributed by each phonon branch is obtained by integrating over the PDOS with a convolution factor that reflects the energy and occupation of each phonon state,

\[ C_v(T) = 3 K_b \int_0^{w_{\text{max}}} \left[ \frac{\hbar}{K_b T} \right]^2 \frac{e^{\frac{\hbar \omega}{K_b T}}}{(e^{\frac{\hbar \omega}{K_b T}} - 1)^2} D(\omega) d\omega, \]  \hspace{1cm} (6.2)

where \( D(\omega) \) is the PDOS, and \( \hbar \) is the Plank’s constant divided by \( 2\pi \). Above formalisms for the phonon dispersion and lattice specific heat capacity calculations are implemented in the FixPhonon package [132], as implemented in the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) code [116].

6.3 Results and Discussion

Empirical Potential Verification

The potential is an algebraic (or numerical) function that can be used to calculate the potential energies and forces (through its derivative) associated with the particles in the system. The Potential, which could include the two-body and three-body interactions, can be obtained by fitting a chosen functional form to experimental data, or to the results of \textit{ab-initio} calculations. The increasing application of MD simulations to the study of phonon and other related characteristics is often met with a shortage of empirical potentials parametrized specifically to reproduce accurate phonon
properties. The comparison of thermophysical properties, either between interatomic potentials, or between simulation and experiment, therefore depends strongly on the parametrization of the empirical potential used in simulations. Since the quality of phonon frequencies depends on the in-plane and out-of-plane C-C interactions, the potentials defining these interactions need a systematic validation. One way to achieve the validation is to compare the observed frequencies against frequencies from an accurate theoretical method such as first principle methods. In order to identify a suitable potentials for the MBG simulations, first analyze the phonon dispersion of SLG using Tersoff potential, adaptive intermolecular reactive bond order (AIREBO) potential, and long-range carbon bond order potential potential (LCBOP).

Since one of the objectives of this study is to re-produce and provide some theoretical understandings of experimentally observed Γ-centered Raman modes of MBG, the potential verification is focused at optical frequencies at around Γ point of BZ. In general, all three potentials produce qualitatively similar phonon spectra for a SLG. However, the Tersoff potential overestimates the maximum optical frequencies (TO and LO) at Γ by 35% when compared to the first principle calculation. The discrepancies in the optical frequencies is mainly due to the use of parameters that are reproduced by fitting the bulk modulus of graphite, while ignoring long-range interactions. Similar limitation of this potential was also identified during a recent study, where the temperature dependent phonon dispersion and transport was compared against experiment and first principle calculations [134]. AIREBO potential also overestimates the maximum optical frequencies (TO and LO) at Γ, though only by 30%. Although AIREBO is an extension of the Tersoff potential, this potential does include torsional interaction [131]. The incapability of early BOPs to properly describe multilayer graphitic materials was noted by Los and Fasolino [270]. However, the maximum optical frequencies obtained by LCBOP potentials (1450 cm$^{-1}$)
Table 6.1: Γ-centered Phonon Modes of Single Layer Graphene (SLG)

<table>
<thead>
<tr>
<th>Mode</th>
<th>LCBOP</th>
<th>From Experiment [271]</th>
<th>From DFT calculation [272]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Γ</td>
<td>M</td>
<td>K</td>
</tr>
<tr>
<td>TO</td>
<td>1450</td>
<td>1353</td>
<td>1400</td>
</tr>
<tr>
<td>LO</td>
<td>1450</td>
<td>1236</td>
<td>1000</td>
</tr>
<tr>
<td>ZO</td>
<td>780</td>
<td>601</td>
<td>501</td>
</tr>
<tr>
<td>LA</td>
<td>0</td>
<td>935</td>
<td>1000</td>
</tr>
<tr>
<td>TA</td>
<td>0</td>
<td>601</td>
<td>900</td>
</tr>
<tr>
<td>ZA</td>
<td>0</td>
<td>284</td>
<td>334</td>
</tr>
</tbody>
</table>

is only off by 9% , as compared to the experimentally observed maximum optical frequency (1600 cm$^{-1}$). LCBOP is an appropriately parametrized mix of a short-range Brenner-like bond order potential and a long-range, radial potential. It’s inclusion of a long-range interaction provides a good description of the interlayer properties over a range of interlayer distances, as compared to experimental and/or \textit{ab-initio} data. Γ-centered Phonon Modes of SLG calculated using the LCBOP potential are presented on Table-6.1 along with the data from experiment [271] and first principle calculation [272].

Since the parameters for the LCBOP potential was initially parametrized for the interlayer interaction over the range of interlayer distances in a graphitic system, this could also provide an adequate description of the modulating vdW-gap in the MBG system. The phonon dispersions for both the SLG and AB-stacked graphene bilayer system are presented in Fig. 6.3. All the phonon modes, including degenerate modes in AB-stacked bilayer system, are labelled accordingly. For the AB-stacked bilayer system, inter-layer breathing mode, labelled as ZO’ (or ZA), describes the coupling between the layers. LCBOP correctly predicts the location of ZO’ mode at around 100 cm$^{-1}$, which is consistent with experiment [271] and DFT calculation using perturbation theory [272].
Figure 6.3: (Color online) Phonon dispersions, a. Phonon dispersion of SLG in $\Gamma \rightarrow M$, b. Phonon dispersion of SLG in $\Gamma \rightarrow K$, and c. Phonon dispersion of AB-stacked bilayer system in $\Gamma \rightarrow M$. 
Phonon Dispersion

The directions in the BZ of MBG depend strongly on the rotational angle and do not coincide with the directions in the BZ of SLG or AB-stacked graphene. The misorientation influences the phonon spectra of MBG owing to two reasons: (i) modification of the weak van der Waals interlayer interaction and (ii) alteration of BZ size leading to phonon momentum change. To gain a fundamental understanding of misorientation on the phonon frequencies, we start our phonon dispersion calculation with the smallest MBG supercell consisting of 28 atoms, which occurs when the top and bottom layers are misoriented with a relative $\Theta$ of $21^\circ$. In addition, to isolate the effect of misorientation from the increasing lattice sites, we calculate phonon dispersion of MBG supercell and compare it to that of a AB-stacked supercell with the same number of lattice sites. After identifying the LCBOP potential as a suitable potential for a multi-layer 2D system like MBG, we perform a systematic study of vibrational properties such as phonon dispersion, and density of states in the MBG system, as a function of misorientation angle $\Theta$. The phonon dispersions for a MBG supercell with $\Theta = 21.78^\circ$ is illustrated in Fig. 6.4.a.

Qualitatively, the phonon dispersion curve for both the MBG supercell with $\Theta = 21.78^\circ$ and the perfectly-aligned supercell have similar features. Lattice-induced folded phonon modes have similar frequencies, with an exception of out-of-plane ZO’ modes. ZO’ mode frequency for the MBG increases by 17 cm$^{-1}$, as compared to the perfectly-aligned supercell. A similar frequency shift for the ZO’ mode was also observed in earlier theoretical studies using the harmonic approximations, attributing it to the weak inter-layer coupling [251, 273, 274].

When the misorientation angle $\Theta$ decreases, the MBZ supercell size increases to maintain the long-range periodicity. Consequently, the total number of phonon modes
Figure 6.4: (Color online) Phonon Dispersions for MBG supercell with $\Theta = 21.78^\circ$ (a) and perfectly-aligned supercell (b). Dispersion for MBG supercell is overlaid over the dispersion of the Perfectly-aligned supercell (c), and the out-of-plane breathing modes (ZO') for both the supercells (d)
in the dispersion curve increases with increasing number of lattice sites by a factor of $3N$, where $N$ is the number of lattice sites. Increasing the number of lattice sites also adds to the complexity of the dispersion curve due to folded phonon spectrum at the $\Gamma$ point of the BZ. To analyze the misorientation angle dependent evolution of the phonon dispersion in MBG and to establish correlation between misorientation angle and low-energy phonon modes below the $ZO'$ mode, we perform phonon dispersion calculations for other commensurate angles between $0^\circ$ and $30^\circ$. Phonon dispersions for $\Theta = 21.78^\circ$, $27.79^\circ$, $13.1^\circ$, $9.43^\circ$, $7.34^\circ$, $11^\circ$, and $6.0^\circ$ are presented in Fig. 6.5

**Low-frequency modes**

Low-frequency or energy modes arise from out-of-plane relative motions of the two graphene layers, and these modes are sensitive to both the inter-layer coupling and the temperature. In experiment, this mode can be explained by the double resonance mechanism and may be activated by MBG lattice that lacks long-range translational symmetry [273]. The dependence of the frequency and line width of this mode on the twisting angle reveals a degree of overlap of the two Dirac cones that belong to the two layers in the MBG. In the MBG, the identification of the Raman active $ZO$ mode from the complex dispersion curve, as shown in the Fig. 6.5, is a non-trivial process. We identify these low-frequency $ZO'$ modes, in any given MBG system, by analyzing the direction and the magnitude of the out-of-plane force constants on each layer of the MBG, as shown in the Fig. 6.6.a. Since in the ZO mode the top and bottom layers move in opposite directions, resulting in expansion of the MBG system leading to the weak inter-layer coupling. Low-frequency $ZO'$ modes for all the simulated MBG system is tabulated in Table- 6.2.

Fig. 6.6.b compares the experimentally observed low-energy Raman modes with our theoretical observations. It can been seen that, our model successfully reproduces
Figure 6.5: (Color online) Phonon Dispersions for MBG supercell with $\Theta = 21.7^\circ$ (a), $27.79^\circ$ (b), $13.17^\circ$ (c), $9.43^\circ$ (d), $7.34^\circ$ (e), and $6^\circ$ (f)
Table 6.2: Low-frequency ZO’ modes at Γ for MBG supercells

<table>
<thead>
<tr>
<th>Misorientation Angle (Θ)</th>
<th>No. of atoms in the Supercell</th>
<th>Length of the Lattice Vectors (Å)</th>
<th>Low-frequency ZO’ Modes cm$^{-1}$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>4</td>
<td>2.46</td>
<td>94 (11.7)</td>
</tr>
<tr>
<td>21.78°</td>
<td>28</td>
<td>6.51</td>
<td>94.188 (11.7)</td>
</tr>
<tr>
<td>27.79°</td>
<td>54</td>
<td>8.87</td>
<td>95.19 (11.8)</td>
</tr>
<tr>
<td>13.17°</td>
<td>76</td>
<td>10.72</td>
<td>94 (11.7)</td>
</tr>
<tr>
<td>9.43°</td>
<td>148</td>
<td>14.96</td>
<td>96.86 (12)</td>
</tr>
<tr>
<td>7.34°</td>
<td>244</td>
<td>19.21</td>
<td>96.8 (12)</td>
</tr>
<tr>
<td>6°</td>
<td>364</td>
<td>23.46</td>
<td>88.5 (11)</td>
</tr>
</tbody>
</table>

Figure 6.6: (Color online) a. Acoustic vibrations in MBG supercell with Θ = 21.78°, and b. Low-energy modes (X) plotted on top of experimental Raman modes (From Pankaj Tharamani)
the low-energy modes observed in experiment.

**Phonon Density of States (PDOS)**

Phonons generally affect the thermal, optical, mechanical, and electrical properties of materials. While the phonon density of states (PDOS) is primarily a function of the local atomic structure, it is also sensitive to atomic-level strain and disorder. Misorientation also adds topological disorder to the perfectly-stacked bilayer system. At lower dimension, deviations of the PDOS from the corresponding bulk structure have also been observed, both in experiment and theory. Phonon confinement due to finite size or quantum phenomena comes from the discreteness of electron states and band-gap variation due to confinement. Grain boundaries and confinement effects affect the optical modes at the $\Gamma$ where the momentum ($q$) = 0. However, phonons away from the $\Gamma$ where the momentum is not zero, also contributes to the total PDOS. A study providing a fundamental understanding of PDOS shift due to the misorientation and the supercell size appears to be a worthwhile task. An extreme case of a rotational disorder in a bilayer graphene exists when the two layers are in AA-stacking, which resembles $\Theta = 60^\circ$ in the MBG. In order to understand the effect of rotational disorder in the phonon dispersion, PDOS for nominal disorder (AB-stacked bilayer), a moderate disorder ($\Theta = 21^\circ$) and an extreme disorder (AA-stacked bilayer) is presented in Fig. 6.7.

PDOS for the nominal disorder (AB-stacked bilayer) and extreme disorder (AA-stacked bilayer) show no variation of the peak maximum of the optical modes. Rotational disorder, however, shifts the TO peak to a lower frequency. Essentially, two major features can be observed, namely the broadening of the acoustical branch and a red-shift of the MBG optical frequency, mainly due to the grain size- or supercell size-induced confinement effect. Above all, our observation of a weak dependence of
Figure 6.7: (Color online) Phonon density of states (PDOS) for AB-stacked bilayer (dotted-green), AA-stacked bilayer (solid-red) and $\Theta = 21^\circ$ (dotted-black)
PDOS on the misorientation angle is consistent with the earlier theoretical calculation based on harmonic lattice dynamics [251].

**Lattice Specific Heat Capacity** ($C_v$)

From our PDOS analysis, we have observed that the supercell size is the strongest contributor to the increases in the acoustic modes of the PDOS, due to the general broadening of the PDOS in those regions. The increase of the acoustic low frequency modes in the PDOS will cause a direct change in the specific heat and the related thermal properties. Though there are few reported research efforts on identifying the correlation between the misorientation angle and thermal properties, both theoretically and experimentally. Theoretical efforts are mainly based on the harmonic approximation that ignores temperature effect. Here, we report, for the first time, a systematic study of thermal properties such as specific heat, $C_v$, or thermal conductivity of MBG using the anharmonic approximation, which is plotted in Fig. 6.8. The $C_v$ in the bilayer graphene can be tuned by introducing misorientation between the layers, by increasing the number of layers in the MBG, and by introducing defects.

We found that the $C_v$ for the MBG follows the classical Dulong-Petit law, where the magnitude of $C_v$ increases linearly at the low temperature. This is an expected "classical" behavior of solids at high temperature when all six atomic degree of motion (three translational and three vibrational) are excited and each carries $\frac{1}{2}K_bT$ energy. For temperatures above 1500K, the value of $C_v$ starts saturating to a constant value. We also evaluated the low temperature $C_v$ of SLG, which is higher than that in graphite due to a discrepancy in the DOS. This difference in $C_v$ vanishes at higher temperatures.

Since we are interested in the thermal properties of MBG at room temperature, we evaluate $C_v$ at room temperature as a function of supercell size (number of atoms) in
Figure 6.8: (Color online) a. Lattice specific heat capacity $C_v$ vs MBG Supercell size at $T = 300$K, and b. Relative difference in $C_v$ between AB-stacked bilayer system and AA (dotted-red), $\Theta = 21.7^\circ$ (solid-blue) and $\Theta = 13^\circ$ (solid-green)

Fig. 6.8.a. $C_v$ shows a linear dependency on the supercell size, which is consistent with the scaling law of thermal conductivity. In addition, in order to understand the effect of misorientation on the thermal properties of MBG, we evaluate a relative specific heat parameter $\eta = [1 - C_v(\Theta)/C_v(AB)] \times 100\%$. At low temperature ($< 700$ K), $\eta$ is evaluated and plotted in Fig. 6.8. b, where we observed that the lattice specific heat capacity depends on the misorientation angle, which mainly comes from the misorientation-dependent low-frequency phonon modes. Similar observations were also reported recently by Nika and et al [275]. They attributed this modulation of interlayer coupling due to strain.

In experiment, the exotic properties of monolayer graphene are not always beneficial for the realization of graphene devices or interconnects and, in many cases, few-layer graphene (FLG) or vertical superlattice has more favorable properties for practical applications. Contrary to the SLG, FLG exhibit much lower thermal conductivity due to the weak van der Waals interaction between the layers [276].
FLG, van der Waals interactions between the layers are also responsible for the mis-orientation between the layers, forming MBG superlattice. A large number of studies on the in-plane thermal properties for supported FLG has already been reported. The layer dependent thermoelectric properties in the MBG has rarely been reported.

To elucidate the effect layer stacking on the thermoelectric properties of MBG, we calculate the $C_v$ for the MBG superlattice with $\Theta = 21.7^\circ$. $C_v$ as a function of both the temperature and number of layers is plotted in Fig. 6.9.a. In the MBG superlattice, the $C_v$, which is directly proportional to the thermal conductivity ($K$), increases with the temperature. At low temperature range ($< 50 K$), the observed behavior of $C_v \propto T^2$ is due to the "bond bending" character of out-of-plane vibration between the layers because, at low temperature, $C_v \approx T^d$ for phonon dispersion $\approx q^\eta$. Thus the low-temperature $C_v$ contains information about both the dimensionality of the system and the phonon dispersion. The in-plane low-energy frequency modes corresponds to layer sliding, and make a minor contribution to heat capacity at low temperature. At room temperature, the $C_v$ for 6L MBG superlattice with $\Theta = 21.7^\circ$ 30% higher than that of MBG $\Theta = 21.7^\circ$ because of the higher PDOS at low phonon frequencies given by the weak coupling between the layers in the 6L MBG superlattice. A similar behavior is expected for an isolated graphene sheet at room temperature, when all of its flexural ZA modes should be thermally excited.

The phonon propagation in an atomically thin graphene sheet is likely to be very sensitive to surface or edge or defects. To understand the effect of point-defect on MBG, we have calculated $C_v$ for the defective MBG with $\Theta = 21.7^\circ$ as well as pristine MBG. As can be seen from Fig. 6.9.b, MBG with a point defect also follows the follows the classical Dulong-Petit law. In general, the defective MBG which had lower $C_v$, as compared to its pristine MBG.
Figure 6.9: (Color online) a. Lattice specific heat capacity $C_v$ vs MBG superlattice constructed using MBG with $\Theta = 21.7^\circ$, and b. $C_v$ for a pristine MBG with $\Theta = 21.7^\circ$ (solid-blue) and defective MBG of same angle (dotted blue)

6.4 Conclusion

We successfully modeled the experimentally observed misoriented bilayer system and studied their vibrational and thermal properties, as a function of misorientation angle. In order to include the temperature effect, we have utilized the anharmonic approximation implemented in the Fixphonon package integrated in the MD method. Phonon dispersion characteristics for both the MBG supercell with $\Theta = 21.78^\circ$ and perfectly-aligned supercell have similar features. Lattice-induced folded phonon modes have similar frequencies, with an exception of out-of-plane ZO' modes. ZO' mode frequency for the MBG increases by 17 cm$^{-1}$, as compared perfectly-aligned supercell, owing it to the weak inter-layer coupling. Anharmonic approximation successfully predicts all the experimentally observed low-frequency Raman modes around 100 cm$^{-1}$ ($\approx$12 meV). The broadening of the acoustical branch and a redshift of the MBG optical frequency was observed, mainly due to the grain size- or supercell size-induced confinement effect.
The lattice specific heat capacity, \( C_v \), for the MBG follows the classical Dulong-Petit law. \( C_v \) shows a linear dependency on the supercell size, which is consistent with the scaling law of thermal conductivity. In conclusion, we have demonstrated the possibility of using the topology-based phonon engineering technique to engineer vibrational and thermal properties in 2D materials with hexagonal lattice.
Chapter 7

Nanoscale Phononic Interconnects in THz Frequencies

7.1 Motivation

Phononics or phonon engineering involves the control and manipulation of phonon inter-actions and transport [277]. With the advent of naturally occurring two-dimensional (2D) van-der Waals materials such as graphene, transition metal dichalcogenides (TMDC) and artificially made 2D materials, this field of engineering is becoming a very interesting research area with applications ranging from the macroscale to the nanoscale [278]. Although research utilizing engineered materials and their heterostructures in this field of engineering started as early as 1992 [100, 279], it is only recently that there has been intense effort to analyze and manipulate phonons at the nanoscale in order to design nanodevices operating at terahertz (THz) frequencies. In analogy with the corresponding electronic and photonic devices, there are studies of thermal diodes and rectification [280–283], thermal memory [284] and charge density wave transistors [285, 286]. With the realization of these types of devices,
phononic computing will appear as an alternative computing paradigm to the conventional electronic and optical computing, increasing our ability to manipulate and store information in the nanoscale.

Parallel to phononic device research, there is an effort to manipulate phonons and the thermal conductivity for improved thermoelectric properties. The materials studied in those works are carbon based such as carbon nanotubes, graphene, and graphene composites. Several studies with silicon based materials have also shown that, due to the confinement-induced changes, the phonons and lattice thermal conductivity are significantly modified in nanoscale systems, such as silicon membranes [287], two dimensional phononic crystals, [288–290] and silicon surfaces with silicon posts [291].

Electronic and optical interconnect design trade-offs are well researched and understood [292]. However, to realize and integrate the phononic devices with the existing conventional device architectures, phononic interconnect components such as waveguides, resonators, and switches are needed. In this study, we propose and analyze various phononic interconnect components, such as nano-scaled phononic resonators, waveguides and switches, realized on $\{111\}$ surfaces of group IV elements, such as 3C-SiC and 3C-GeSi (the surfaces with the highest density) by introducing defects on the surface of these materials. These materials are widely used in the optoelectronics devices [293–297]. The growth of ordered systems with alternating atoms, similar to the SiC and GeSi systems, are commonly achieved using advanced deposition techniques such as molecular beam epitaxy (MBE) [298], atomic layer deposition (ALD) [299], self-assembly [300] and chemical vapor deposition (CVD) [301]. The appearance of phononic band gaps (PBG) is very important for the creation of localized states around the defects and these materials are expected to have wide PBG [302, 303]. The defects are introduced either by removing (vacancy defects) or
by replacing atoms (substitutional defects). The removal and placement of individual atoms and lines of atoms in Si has been demonstrated [297, 304, 305]. The process of defect introduction leads to the generation of strongly localized vibrational modes around the defects which could be used as resonating sites in the resonator. Furthermore, removing or replacing lines of atoms creates phononic waveguides through which phonons can propagate. By engineering specific defects near these waveguides, the propagation of the phonons can also be controlled and manipulated leading to the realization of a phononic switch. Though it is possible to design such defect-based phononic components in the bulk materials, in this study, we focus on the realization of the phononic interconnect components on the surfaces of these materials.

In our study, we use molecular dynamics (MD) simulations, as implemented in the LAMMPS code [116] for our calculations of the partial phonon density of states, and the total density of states (TPDOS). We choose the Tersoff potential as our potential of choice [306,307]. This method has been used in our prior work on similar systems and tends to produce vibrational and structural properties, which were in good agreement with more rigorous first principle calculations [308]. Though the initial frequency offsets in phononic band gap (PBG) edges and higher frequency phonons are up to 30%, further optimization and fitting led to the reduction in those offsets to less than 5% [302]. We validate our MD produced vibrational properties with those from the first principle calculations [308] for smaller systems, and they are qualitatively and quantitatively in good agreement.
7.2 Models and Methods

7.2.1 Models

For our simulations, the base cell of choice was the primitive cell of the FCC Bravais lattice (triclinic) with a diatomic basis AB, were A is Si (Ge) and B is C (Si) for the cases of the 3C-SiC and 3C-GeSi crystals, respectively (see Fig. 7.1). By replicating the base cell several times along the x, y and z directions, supercells with thousands of atoms were generated with their faces parallel to the $<111>$ crystallographic plane. For bulk systems, the size of the structures was made equal to the size of the simulation box, as shown in Fig. 1b, and the barostat was set to relax the system in all directions. The $<111>$ surface (see Fig. 1c), was constructed by replicating the base cell five times in the z-direction, and several times in the x- and y- directions. In order to avoid spurious interaction in the z-direction, a large enough vacuum gap was maintained above the supercell, so that the atoms in the top will not feel the interactions from the atoms in the bottom (due to the PBC along the z-axis), and thus behave as surface atoms. Systems with vacuum gaps $5\text{Å}$ showed the exact same behavior as systems with very large vacuum gaps. Consequently, the structure becomes periodic along the x- and y- directions, and hence, the volume and pressure relaxes only along these directions. In order to avoid any unwanted surface effects related to the thickness of the structures, and to eliminate any thickness dependent frequency changes, as discussed in Refs. [288, 309], we test the effect of thickness dependence. Increasing the thickness of GeSi surface from $\approx 6$ to $\approx 16$ Å, leads to the on average blue-shifts of 0.3 THz in the phonon DOS. However, increasing the thickness further leads to a negligible change ($\approx 0.05$ THz) in the phonon spectra. Hence to minimize the required simulation time and computational resources, we have used five unit cells ($\approx 13$ Å for SiC and $\approx 16$ Å for GeSi) to model the structures.
Figure 7.1: a) The primitive cell (triclinic) of the FCC lattice with a diatomic basis AB, where A is Si (Ge) and B is C (Si). b) The bulk structure of 3C-SiC, generated by 12 replications of the primitive cell (a), in the x, y and z directions. c) The <111> surface of SiC. Note that the atoms in the background (dark grey) are also Si atoms.

with infinite thickness. This confirms that the examined surfaces should behave as the surfaces of the bulk materials in the range of THz frequencies.

7.2.2 Methods

DFT Calculation

DFT calculations were performed using the generalized gradient approximation (GGA) employing the exchange-correlation functional of Perdew, Berke, and Ernzerhof (PBE) [308] expanding the wavefunction on plane-wave basis sets. We used standard Vanderbilt ultrasoft pseudopotentials [310]. The plane wave basis set cut-off is 240 eV. For the sampling of the Brillouin zone, we use a 661 MonkhorstPack mesh. Tight convergence criteria have been imposed for the total (self-consistent) energy per atom at 2x10^-5 eV/atom, while the threshold on the forces is set to 10^-3 eV/. For the phonon DOS calculations, the dynamical matrix elements were calculated in the first Brillouin zone on a 661 q-point mesh using a supercell of about 10. A suitable Gaus-
sian broadening of the dynamic matrix eigenvalues was used for the creation of the phonon DOS curves with a full width at half maximum of 3.3 cm⁻¹. The calculations have been performed using the electronic structure calculation package QUANTUM ESPRESSO [311].

**MD Calculation**

Molecular dynamics (MD) simulations were performed with the LAMMPS code [116], to study the vibrational properties both of the bulk and the surface of the SiC and GeSi crystals. The pair-wise interactions were computed with the Tersoff potentials for the C-C, C-Si, Si-Si, Si-Ge and Ge-Ge interactions [306, 307]. All of the MD simulations are performed within the framework of the isothermal-isobaric ensemble (NPT), with a fixed number of atoms N, constant pressure P, constant temperature T, and a time step of 0.8 femtosecond (fs). The temperature of the system was held constant at 300 K using the Nose Hoover thermostat [312, 313]. The Nose Hoover thermostat allows for fluctuations of the temperature with a distribution close to the canonical distribution, thus probing the canonical ensemble quite accurately. The effective relaxation time affects the coupling with the internal heat bath. A long results in slower convergence to the canonical ensemble, and for a short , can result in large, high-frequency fluctuation in the temperature. In our simulations, we used an effective relaxation time of 0. ps, which gives a good convergence and small temperature fluctuation. The pressure of the system was maintained at 1 bar with the Nose Hoover barostat, and a relaxation time of 1 ps [116].

**Phonon Density of States Calculation**

The phonon density of states was calculated independently using two different methods. In the first method, the finite temperature phonon DOS was calculated by the
Fourier transformation of the velocity time autocorrelation function (VACF) [302],

$$D(w) = \int_0^{\infty} d\tau e^{i\omega \tau} \frac{1}{N} \sum_{i=1}^{N} \frac{1}{t_{max}} \sum_{t_0=1}^{t_{max}} v(t_0).v_i(t_0 + \tau)$$  \hspace{1cm} (7.1)$$

where $v_i$ is the velocity of the $i^{th}$ atom, $N$ is the number of the selected atoms, and $t_0$ is the initial time step. For the total phonon density of states (TPDOS), the structures were allowed to relax for 160 ps ($2 \times 10^5$ time steps), and then the velocities of the all the atoms in the system ($N_{system}$) were captured every 3.2 fs (4 time steps), for a total time of 13.1 ps (214 time steps). To evaluate the TPDOS, These captured velocities were input into the (Eq. 7.2.2). For the partial phonon density of states (PPDOS) calculation, the velocities of specified groups of atoms ($1 \leq N \leq N_{system}$), or single atoms ($N=1$) were captured instead and then used in the Eq. 7.2.2. In order to improve the accuracy of the PPDOS and avoid any statistical sampling issue, the size of the statistical sample is increased by capturing the velocities of the selected atoms in 10 independent iterations instead of one, and then averaging the calculated velocity autocorrelation functions. In order to check the consistency of the observed results and avoid any relaxation time dependent results, we also performed test simulations at longer relaxation times, and found no direct correlation between the relaxation time and quality of the phonon spectra.

In the second method, we used the FixPhonon module available in the LAMMPS distribution [116,132,133]. In this module, prior to analyzing the lattice vibrations of the given system, the system was equilibrated at room temperature by calibrating at various time scales. The instantaneous positions of atoms in the equilibrated system were transformed into reciprocal space to obtain the Greens function. After a certain number of measurements, the time average of the Greens function was evaluated,
and, for a long enough simulations, the time average was equivalent to an ensemble average. The force constant matrices were then deduced, and the dynamical matrices were constructed from them. During the dynamic matrix calculation, at a given temperature and pressure, the systems were equilibrated for $10^6$ MD steps, and then the time average of the phonon frequencies were calculated for $6 \times 10^6$ MD steps. Using the eigen-values of these dynamical matrices, the TPDOS and PPDOS were computed. In order to observe smoother DOS, a dense wave vector is recommended [309], thus in our simulations we replicated our supercell several times and then used an even denser wave vector in the post-processing stage. This requirement increases the size of the supercell from 20-50 atoms to approximately $5 \times 10^3$ to $10^4$ atoms.

For all the structures in this study, both the VACF and FixPhonon methods produced qualitatively and quantitatively similar vibrational properties. Though the VACF method is free from any requirement of supercell replication and hence, intensive computing resources, the phonon spectra were relatively noisier than the one produced by the FixPhonon method. Irrespective of the higher computational cost, throughout this study, we present the FixPhonon method since the results were of higher quality, though all of our results were verified with both methods.

7.2.3 Results and Discussion

Model Verification

Bulk PDOS Molecular dynamics (MD) is an empirical atomistic model, and its empirical parameters should be calibrated and verified either against available experimental data and/or data from the first principle calculation. Since there is a lack of the experimental data on our system, we compare our bulk GeSi and SiC vibrational properties with those obtained from first principle (or DFT) calculations. The solid
The black curve with the hatched fill pattern in the figure 7.2.3.a shows the DFT TPDOS for GeSi with a phononic band gap (PBG) between 8.3 and 10.7 THz and a maximum frequency at approximately 13.5 THz. The solid grey region shows the MD TPDOS with a PBG between 7.8 and 10.3 THz and a maximum frequency at 13.8 THz. The TPDOS of the bulk SiC and GeSi from the VACF method are presented in Fig. 7.2.3.

The first principle calculated PBG for bulk SiC (solid curve with hatched fill in Fig. 7.2.3.b) is between 16.7 and 19.2 THz, and the maximum frequency phonon is at around 27 THz. The MD simulations (Fig. 7.2.3.b, grey region) give a PBG between 22.3 and 23.9 THz and a maximum phonon frequency at 29 THz. The PBG resulting from the MD simulation is shifted by 20-30% towards higher frequencies with a width 36% smaller than the result from the first-principle calculation. It is clear that the interatomic potential ?? does not describe the lattice dynamics and inter-layer coupling of SiC as accurately as for GeSi. However, as will become clear from the rest of our results, the trends are the same for both GeSi and SiC indicating the validity of the calculations.
Figure 7.3: Phonon density of states of the bulk GeSi (a) and SiC (b) systems. The grey curves represent MD simulation results, the solid black curve with the hatched fill pattern represent first-principle results, and (c and d) the partial phonon density of states (PPDOS) of the bulk GeSi (c) and SiC (d) from MD simulations. The PPDOS for the C, Si and Ge atoms are represented with green, hatchet fill pattern and red curves, respectively.

Though the first principle method for the SiC system produces better results, it is computationally expensive, as compared to the MD method. In addition, most of our examined structures have several thousand atoms, and hence, analyzing the vibrational properties using first principle method is not feasible, mainly due to the computational time and memory constraints. Figures 2c and 2d illustrate the partial density of states (PPDOS) of bulk GeSi and bulk SiC, respectively, calculated using the MD method.

Surface PDOS Figure 7.1.c illustrates the atomistic view of the $<111>$ surface of 3C-SiC, similar to the $<111>$ surface of 3C-GeSi. The constructed surfaces have
two possible configurations based on the type of atoms covering the surface. In the first configuration, the surface is covered with the lighter atoms i.e. Si-Face (C-Face) for the cases of GeSi (SiC), as shown in Fig. 7.1.c. In the second configuration, the heavier atoms are on the surface Ge-Face (Si-Face) for GeSi (SiC). The PPDOS of the Ge-Face surface of GeSi in (Fig. 7.2.3.a) is qualitatively similar to the bulk GeSi (Fig. 7.2.3.c), with a slight blue-shift (≈0.5 THz) in the maximum phonon frequency. In contrast, the PPDOS of the Si-Face (Fig. 7.2.3.b) shows a new surface state inside the PBG around 8 THz. This feature is also observed in the SiC case. When the heavy atom (Si) is in the surface (Si-Face), the PPDOS (Fig. 7.2.3.c) is similar to that of bulk SiC (Fig. 7.2.3.b) with a slight red-shift of the PBG by 0.5 THz. Interestingly the PPDOS of the C-terminated surface shows a maximum frequency peak at about 30 to 37 THz, well above the highest frequency phonon of the bulk SiC, while the PBG is significantly reduced (23 to 23.5 THz), as is illustrated in figure 7.2.3.d.

The C atoms in 3C-SiC crystals with randomly induced substitutional defects have a total of five possible configurations, since they neighbor with zero to four C atoms (and consequently with four to zero Si atoms). When the C atoms neighbor with four other C atoms by forming the diamond configuration, the observed maximum phonon frequencies are at 33 THz. In the case where the C atoms neighbor with four Si atoms (SiC configuration), the PPDOS has maximum phonon frequencies at 29 THz (Fig. 7.2.3.d). This is mainly due to the damping of the higher frequency vibration of the lighter C atoms when surrounded by the heavier Si atoms. This also applies to the atoms in the surface. In the C terminated surface of SiC, the C atoms neighbor with just three Si atoms instead of four (the configuration in the bulk), and thus, the phonon branches of these atoms tend to shift in higher frequencies. Similar suppression and release of the phonon branches is also observed in the GeSi system. It is important to point out that, these surface states appear either inside the PBG, or
Figure 7.4: The PPDOS of the $<111>$ surfaces of 3C-GeSi and 3C-SiC. The PPDOS of the (a) Ge-Face, (b) Si-Face of GeSi. The PPDOS of the (c) Si-Face, (d) C-Face of SiC. For all the cases, the green, hatchet fill pattern and red curves correspond to the C, Si and Ge atoms respectively.
above the maximum frequency phonon of the bulk. These states, if excited, will not leak in the bulk region but instead will propagate in the surface. In the rest of this study, these surface states will be used for designing the resonators (isolated defects), the waveguides (lines with defects) and the switches (defects in the waveguides), that enhance the propagation of the phonons.

**Circuit Components**

**Resonators**  The resonators can be created on the surface either by introducing single substitutional or vacancy defects. In the first type of resonator, a substitutional defect was introduced by exchanging one Ge atom with one Si atom in the Ge-Face of the GeSi surface (see the inset in Fig. 7.2.3.a). The introduction of the substitutional defect gives rise to two new phonon states: (a) one around 8 THz (inside the PBG of both the bulk GeSi and the <111> Ge-Face) and (b) another around 16 THz (above the highest frequency phonon of both the bulk GeSi and the Ge-Face surface). These states are well localized around the defect. Substitutional defects in the <111> Si-Face of the SiC surface exhibit similar behaviour. The PPDOS of the replaced atom (Si ↔ C), as shown in (Fig. 7.2.3.b), features a PBG between 22 and 23 THz. The observed frequency maxima is around 38 THz (above the maximum phonon frequency of both the bulk SiC and the <111> Si-surface of the SiC).

The second type of resonator was designed by introducing a single vacancy defect in the Ge-Face of the GeSi surface (inset in Fig. 7.2.3.c). The PPDOS for the neighboring Si atom (marked with an arrow in the inset of Fig. 7.2.3.c) exhibits a peak at around 8 THz. This peak is inside the PBG of both the bulk GeSi (Fig. 7.2.3.c) and the <111> Ge terminated surface (Fig. 7.2.3.b). Albeit the steeper maximum peak, the overall PPDOS feature is similar to the case of the Si-Face of the GeSi surface, as shown in the figure 3b, because, in both cases, the examined
Figure 7.5: PPDOS of isolated substitutional and vacancy defects in the $<111>$ surface of 3C-GeSi and 3C-SiC. The PPDOS of the Ge-Face of GeSi surface with (a) a substitutional defect and (c) a single vacancy defect. The PPDOS of the Si-Face of SiC surface with (b) a substitutional defect and (d) a single vacancy defect. Inset on each figure illustrates the configurations for the corresponding case. For all the cases, the PPDOS corresponds to the atoms marked with the yellow arrows. The green, grey and red colors correspond to the C, Si and Ge atoms, respectively.
Si atoms share the same local configuration (both of them neighbor with three Ge atoms). In the case of the Si-Face of SiC, the PPDOS of the C atom located near the vacancy (marked with an arrow in the inset of Fig 7.2.3d) exhibits a well-defined peak at around 33 THz. The peak is well above the maxima in the phonon frequencies of both the bulk SiC (Fig. 7.2.3.d) and the \( \text{i11i} \)-surfaced SiC (refer to Fig. 7.2.3.c). Similar to the substitutional induced defect states, the phonons corresponding to vacancy defects are well localized around the defects.

**Waveguides**  Similar to the resonators, we have designed waveguides by creating lines with substitutional or vacancy defects in the \(<111>\) surfaces of GeSi and SiC. Initially, a single line of Ge atoms was replaced with Si atoms (see Fig. 7.2.3a) in the Ge-Face of GeSi. The PPDOS of the Si atoms in the line features two well defined peaks at around 8 and 16 THz, as illustrated in figure 7.2.3.d (grey curve). The PPDOS of this waveguide is similar to the PPDOS of the Si resonator, as shown in the figure 7.2.3.a. Since these states are absent in the phonon DOS of the bulk and the Ge-Face, they will be able to propagate only along the line of Si defects on the Ge-surface of GeSi. As the width of the waveguide increases to two and three Si atoms, as shown in figures 7.2.3.b and 7.2.3.c, the highest frequency phonons appear at around 17 and 17.2 THz, respectively, as illustrated in the figure 7.2.3.d (red and blue curves). For the two and three atoms widths, the lowest bounds of the PBG shifts to higher frequencies at around 9.7 and 9.9 THz, respectively, leading to the reduction of the PBG gaps, while the higher edges remains unaltered. For four and more atom widths of the waveguide, the PBG width of the PPDOS remains constant. Note that, these states were also observed in the PPDOS of the neighboring Si atoms, just below the defect line. Similar results were also obtained for the waveguides with the substitutional defects in the Si-Face of SiC.
Figure 7.6: Atomistic representations of Ge-terminated surfaces of GeSi, with (a) one line, (b) two neighboring lines, and (c) three neighboring lines, with substitutional defects. The red and grey atoms correspond to Ge and Si respectively. d) The PPDOS of the atoms in the waveguides for one (grey), two (red), and three (blue) neighboring lines with vacancy defects.
Introducing substitutional defects using C atoms along a single line completely fills the PBGs of the bulk SiC and the Si-Face SiC. Consequently, few new states emerge in between 33.5 to 40 THz, well above the phonon frequency maxima of the bulk GeSi, and hence, a new PBG appears in between 30.5 and 33.5 THz. By increasing the width of the waveguide to two Si atoms, the newly formed PBG of the single line is partially filled with the new states. Further increment of the line-width leads to the filling of the gap and the disappearance of the PBG.

Besides substitutional defects, waveguides can also be designed by removing lines of atoms (vacancy defects) from the surface. Initially a waveguide with a line with
vacancy defects in the Ge-Face of the GeSi is designed, as shown in figure 7.7.a. Hereafter, we call this type of wave-guides as TYPE-S. The PPDOS of either a Si atom just below the defect line or a Ge atom next to the defect line shows a peak at around 8.2 THz as in figure 7.7.b. Unlike the waveguide from substitutional defects, it does not exhibit any additional mode above the maximum phonon frequencies of either the bulk GeSi, or the $<111>$ Ge-surface of GeSi.

Removing two or more neighboring lines of Ge atoms from the $<111>$ Ge-Face of the GeSi makes the Si atoms just below those defect lines unstable, and they detach from the rest of the structure at room temperature. This is expected because these atoms, after losing three of their neighbors, become unstable due to the reduction of their bonding energies. Beside this case, all the other cases studied above were stable. Another possible type of stable waveguide (TYPE-D) can be created by removing two lines of Ge atoms in each side of a Ge line, as shown in figure 7.7.c. The PPDOS of this wave guide, as illustrated in figure 7.7d, displays similar behavior to that of the single line vacancies in the Ge-Face of GeSi (Fig. 7.7.b), with a peak at 7.8 THz. However, it has an additional narrow peak at around 8.5 THz.

In addition to the linear waveguides, controlled addition or removal of defects in the surface could lead to the realization of a phononic component that could not only modulate the phonons but also, split and redirect the propagation into different directions. This phononic wave-guides, which could modulate phonons, is an analogous component to the electrical or optical waveguides [292]. Figure 7.8 illustrate such structures made from substitutional and vacancy defects. The top structure (dotted black circles in Figs. 7.8.a, and 7.8.b) bends the propagation path of the propagating phonons, and we call this phononic component a phonon-bender. Similarly, the bottom structure (green-dotted circles in Figs. 7.8.a, and 7.8.b) splits the propagating phonons, and this component is known as the phonon-splitter. When the propagat-
ing phonons reach the phonon-bender they could either change direction (120 turn). Similarly, when the propagated phonons reach the phonon-splitter, they will split in two different directions. Using this method of inducing the substitutional defects, one can design phonon-splitters that could split the transmitting phonons in many different directions. Note that, a Ge atom is missing from the top of the waveguide with the vacancy defects (Fig. 7.8.b). This intentional removal of Ge atom is needed because the Si atoms in the waveguide are required to neighbor with only three Ge atoms to sustain the resonant peak at 8 THz frequency.

**Switches**  By inducing defects at the waveguides, one can also enhance the propagation of the phonons, and design phononic switches, an analogous to an electronic and optical switches. Here, we have designed the phononic switch by placing adatoms in the middle of the vacancy waveguide, as shown in figure 7.9.a. The PPDOS of a Si atom (marked with the black arrow) that neighbors to a Ge adatom (marked with the yellow arrow) placed in the middle of a vacancy waveguide, at the Ge-terminated surface, is shown in the figure 7.9b. In this structure, there is no resonant peak in the frequency region between 7 and 10 THz, indicating the blocking of the guiding mode at around 8 THz, which was present in the simple waveguide case (refer to the Fig. 7.7b). Using this property, one can envision a phononic component having a <111> Ge-terminated surface of GeSi with a vacancy waveguide and a scanning tunneling microscope (STM) tip consisting of Ge atoms that can be tuned in or out of the waveguide. The novelty of these types of components would be their ability to allow or block the propagation of phonons along the waveguide at the atomic-level.

Besides adatoms defects, we also investigated the possibility of using other kinds of defects within the waveguide. Since the phonons can only be transmitted through the atoms that are located either below or next to the waveguide, introducing a vacancy
Figure 7.8: Illustration of the phonon propagation in complex phononic waveguides, which splits phonons into two paths (phonon-splitters, green circles), or modulates the direction (phonon-benders, dotted black circles). Complex phononic waveguides designed with (a) substitutional defects, and (b) with vacancy defects, in the Ge-Face of GeSi. The grey and red atoms are Si and Ge, respectively. The phonon propagation paths are illustrated using the zigzag lines.
Figure 7.9: Atomistic representations of a phononic switch designed by adding a Ge adatom (dark red atom marked with a yellow arrow) on the TYPE-S waveguide in the Ge-Face of GeSi. (b) The PPDOS of the Si atom (marked with a black arrow in (a)) that neighbors to the Ge adatom (switch). Note that the resonant peak at 8 THz is suppressed.
Figure 7.10: Substitutional defects (dark red) inside (a) and near (c) the TYPE-S vacancy waveguides in the Ge-Face of GeSi. The yellow arrow at (c) points to the substitutional defect. b) The PPDOS of the Ge atom marked with a black arrow in the configuration of (a). d) The PPDOS of the Ge atom marked with a black arrow in the configuration of (c). The red and white atoms represent the Ge and Si atoms, respectively, while the dark red atoms represent the substitutional defects (Si↔ Ge).

defect in the waveguide blocks the propagation of the phonons in its entirety. On the other hand, substitutional defects within the waveguide do not seem to block the phonon transmission. We also observed that, by exchanging a Si atom with a Ge atom either within (Fig. 7.10.a) or near (Fig. 7.10.c) the waveguide does not affect the resonant peak at ≈8 THz, thus the phonons are allowed to propagate without any scattering. This confirms that, introduction of random substitutional defects, through natural diffusion, should not block the transmission of the phonons, and hence, the waveguide should continue to be functional.

7.3 Conclusion

Phononic interconnects on the <111> surface of the 3C-SiC and 3C-GeSi system were conceptualized and designed using defect engineering techniques with the frame-
work of atomistic molecular dynamics (MD) method. The existence of phononic band gaps within the phonon spectrum of the bulk 3C-SiC and 3C-GeSi was confirmed by both the first-principle and MD simulations with semi-empirical potentials. The agreement between the two methods was good for the case of 3C-GeSi and moderate for the 3C-SiC case, mainly due to the inaccuracies in the Si-C interaction parameters in the Tersoff potential. The PPDOS on the $<111>$ surface of these systems reveals the possibility of generating the new surface states within the phononic band gap (especially for the case where the lighter atoms are in the surface). These surface states, which are decoupled from the bulk states, are used to design phononic interconnects, such as resonators (isolated defects), waveguides (lines with defects), and switches (adatoms within the waveguide). In conjunction with electronic and/or photonic interconnects, these proposed phononic interconnects could be used in the current and future devices, while expanding overall computing and memory capabilities.

Although the present study demonstrates the possibility of realizing phononic interconnects in the atomic scale, there are several important issues that need to be addressed before they can be integrated in the current and future technologies. Some of these issues are excitation frequency, coupling losses, propagation losses, optimum materials and structures, and surface passivation.
Chapter 8

TExFET- A device for future device applications

8.1 Motivation

The possibility of achieving a Bose-Einstein condensate (BEC) of electron-hole pairs in a system that consists of two spatially separated layers of electrons and holes has been a topic of continued research since its initial inception [101, 314]. Initial experimental studies have focused on the use of two-dimensional electron systems confined in GaAs/AlGaAs double quantum well structures to observe evidence of exciton condensation [108, 315]. In these systems, recombination of electrons and holes is suppressed due to the spatial separation of charge with a spacer layer, forming indirect exciton. A bias applied independently to each layer can be used to balance or unbalance the charge concentrations between layers thus controlling the effective strength of the Coulomb interactions, referred as the exciton binding energy. The formation of excitons is exponentially suppressed once the thickness of the insulating barrier exceeds the effective Bohr radius of the exciton [101, 316]. Thus far, the exciton
condensate in GaAs/AlGaAs double-quantum well systems has only been observed at low temperatures in the quantum Hall regime [108,315]. Furthermore the binding energy of the excitons in GaAs quantum wells has been theoretically predicted to be $\sim 4.5 \text{ meV}$ [118,316]. But despite ultrahigh-quality materials, and insulating barriers as thin as 1 nm, the superfluid has not yet been definitively observed without any external field.

The advent of graphene as the prototypical two-dimensional material led to a resurgence in the exploration of exciton condensation in double layer quantum well structures. Theoretical predictions of spontaneous condensation of excitons at room temperature have been suggested in bilayer graphene structures. The possibility of achieving strong interlayer interactions in atomically thin vdW heterostructures has also led to a number of proposals to utilize this many-body collective state as ultralow power transistors in post-CMOS devices [16,110,111,317]. Recently, the bilayer pseudospin field-effect transistor (BiSFET) was proposed, and the possibility of exciton condensation at room-temperature was demonstrated, albeit theoretically [110]. In principle, the switching energy per device in the BISFET could be on the scale of $10^{-18}$ J, over two orders of magnitude below estimates for ”end-of-the-roadmap” CMOS transistors. In the BISFET, high and potentially room temperature condensation is favored mainly because two graphene sheets are closely spaced, leading to stronger Coulomb interaction. Symmetric electron and hole band structures over the energy ranges of interest that allow accurate nesting between the electron and hole two-dimensional Fermi surfaces. A low density of states in the graphene which leads to the required high Fermi energies relative to the Dirac points at relatively low carrier densities.

Experimental realization of the room temperature superfluidicity using BISFET is hindered by a number of the fundamental challenges. These challenges include
choosing the appropriate dielectric materials, minimizing the spacing between dielectric layers while still limiting the bare/single-electron coupling between the layers, understanding the effects of charge imbalance and screening. The problem of charge imbalance is crucial because, if not handled properly, it could lead to suppression of condensed exciton. Electron-impurity scattering, lattice scattering, or from the presence of inhomogeneity in the charge density distribution lead to charge imbalance between the layers. Screening effects the superfluidic gap formation mainly due to the free-carrier screening induced by the gates around the graphene layers. To minimize this effect, vacuums and/or a very low-k dielectrics near the region of condensation, including above and below the graphene layers is needed.

The emergence of monolayer semiconducting transition metal dichalcogenides has introduced a new platform in which atomically-thin hetero-layered devices can be envisioned. The TExFET addresses some of the issues associated with BISFET, and relies on the superfluidity to excitonic insulator state transition, which results in the formation of a gap that switches the device from a highly conductive state to an “off” state [16]. As a complement to the BiSFET structure, in this study, we model the properties of an exciton condensate in monolayer MoS$_2$, MoSe$_2$, WS$_2$ and WSe$_2$ films separated by an atomically thin insulating layer. The availability of atomically thin dielectric layers such as boron nitride (BN) allows for strong electron-hole coupling between the spatially separated monolayers [318].

8.2 Model and Methods

Our system consists of two TMDC layers embedded in a dielectric media, analogous to the bi-layer graphene system. Our study is limited to a single trilayer of 2H-MoS$_2$, 2H-MoTe$_2$, 2H-MoSe$_2$, 2H-WS$_2$ and 2H-WSe$_2$ with boron nitride sandwiched
between the semi-infinite slabs. Figure 8.1 shows the atomic structure of the coupled quantum well (CQW) system we will study. Each monolayer is terminated with an independent set of metal contacts from which current may be injected and extracted. The charge imbalance due to contact resistance is ignored by assuming similar top and bottom gates. The carrier concentration in each TMDC layer is controlled by gating them independently. In order to form exciton condensation and hence, drive the condensate current, the drag-counterflow configuration is used while applying bias voltage. In this configuration, a positive voltage is applied to the top contact and an equal negative bias is applied to the bottom layer. We assume the use of ideal contacts within this study, which ignores unintentional doping of the TMDC layers. In this study, we employ two methods: a) Effective mass approximation (EMA) coupled with variational principle, and b) mean field approximation (MFA).
8.2.1 EMA + Variational principle

An effective mass model is used to calculate the exciton binding energy and effective Bohr radius in this model structure. Prior calculations of exciton binding energies in separated quantum well structures have utilized a range of methods ranging from effective mass approximations [118] to more rigorous many-body calculations. As illustrated in our model, paired electron and holes of masses $m_e$ and $m_h$ are moving on a surface of a CQW consisting of two quantum wells with thickness $l_w$ and separated by a thin potential barrier with thickness $\Delta$, as illustrated in the Fig. 8.1. Traditionally, the excitonic condensate states and corresponding energies are calculated using rigorous and accurate many-body [319], and Monte-Carlo [320] methods. However, for excitons of large radius and smaller binding energies, in comparison with the bandgap, the effective mass approach provides a suitable approximation of these properties. In this approximation, the total Hamiltonion for a spatially separated electron-hole pairs in a CQW separated by a thin potential barrier consists of a kinetic energy term ($H_{KE}$) and a Coulomb interaction term ($H_{Coul}$) which can be written in the following form:

$$H_{tot} = H_{KE} + H_{Coul}$$ (8.1)

and the Schrodinger equation for the exciton envelope function is given by:

$$[H_{KE} - H_{Coul}]\Theta(x_e, y_e, x_h, y_h, z_e, z_h) = E_b\Theta(x_e, y_e, x_h, y_h, z_e, z_h)$$ (8.2)

where $\Theta(x_e, y_e, x_h, y_h, z_e, z_h)$ is the exciton envelope function. The exciton binding energy ($E_b$) is given as the sum of the kinetic (E (KE)) and Coulombic (E (Coul))
energies. The single particle kinetic energy term is written as follows:

\[
E(KE) = \left[ \frac{p_{xe}^2}{2m_e} + \frac{p_{zh}^2}{2m_h} + \frac{P_X^2 + P_Y^2}{2(m_e + m_h)} + \frac{P_x^2 + P_y^2}{2\mu} \right] \Theta(x_e, y_e, x_h, y_h, z_e, z_h) \tag{8.3}
\]

where, \(m_e\) and \(m_h\) are effective masses in the upper and lower quantum well. \(z_e\) and \(z_h\) are the physical separation of the charges in the \(z\)-direction or confinement direction. \(P\) is the center-of-mass momentum and \(\mu\) is the reduced electron-hole mass. The electron-hole Coulomb interaction energy is given by,

\[
E(Coul) = -\left[ \frac{e^2}{\kappa[x^2 + y^2 + (z_e - Z_h)^2]^{1/2}} \right] \Theta(x_e, y_e, x_h, y_h, z_e, z_h) \tag{8.4}
\]

where \(\kappa\) is the effective dielectric constant, which can be taken as the average of dielectric constants of the QW and the insulating materials, as long as the image-charge effects are neglected. The exciton envelope wave function can be separated as follows:

\[
\Theta(x_e, y_e, x_h, y_h, z_e, z_h) = \Psi_e(x_e, y_e)\Psi_h(x_h, y_h)\Psi(z) \tag{8.5}
\]

where \(\Psi_e\) and \(\Psi_h\) are electron and hole wave functions in the upper and lower quantum well, respectively, and are identical in shape. \(\Psi(z)\) is the exciton wave function in the confined direction. The Eq.8.5 describes the correlation of the electron and hole relative motion. The exciton wave function in the \(z\)-direction (\(\Psi(z)\)) can be further separated as,

\[
\Psi(z) = \Psi(z_e)\Psi(z_h) \tag{8.6}
\]

with

\[
\Psi(z_h) = N_h \sin \left( \frac{\pi z_h}{l_w} \right) \tag{8.7}
\]
and

\[ \Psi(z_e) = N_e \sin \left( \frac{\pi (z_e - l_w - \Delta)}{l_w} \right) \]  

(8.8)

where \( z_e \) and \( z_h \) are the relative distance between the electron and the holes. \( \Delta \) is the distance between the two quantum wells, and \( N_e \) and \( N_h \) are the normalizing constants for electron and hole wavefunctions, respectively.

The kinetic energy of the particle does not depend on \( X, Y, P_X, \) and \( P_Y \) because they are good quantum numbers, and only account for the 2D character of the exciton motion in the layer plane. The independent motion of electrons and holes does not contribute to the exciton condensation. The electron-hole relative kinetic energy that competes with the Coulomb attraction to form the electron-hole binding state is given as,

\[ E(KE) = -\frac{\hbar^2}{2\mu} \int \int \left[ \Theta^*(x,y) \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \Theta(x,y) \partial x \partial y \right] \]  

(8.9)

The band anisotropy and the correction due to the band non-parabolicity are important since the parallel mass determines the energy in the plane and perpendicular mass determines the quantization energy in the quantized plane. The effect of band anisotropy is included by calculating density of states effective mass for both the electron and holes as,

\[ m_{dos}^* = (m_x^*, m_y^*)^{1/2} \]  

(8.10)

where \( m_x^* \) and \( m_y^* \) are the effective masses in the \( x \) and \( y \) directions. This approach normalizes any intrinsic mass anisotropy effect within a layer. The inclusion of the Columbic term in the model Hamiltonian leads to a non-separable differential equation which cannot be solved analytically. A variational procedure is used to calculate the eigenfunction and eigenvalues of the exciton Hamiltonian with the Gaussian type trial
wave function for electrons/holes as,

\[ \Psi(x, y) = \exp \left[ -\frac{(x^2 + y^2)}{2 \times \eta} \right] \] (8.11)

where \( \eta \) is the variational parameters responsible for electron-hole relative motion in the z-direction. Applying the envelope trial function to Eq. 8.9, the expectation value of the electron-hole kinetic energy is simplified as:

\[ E(KE) = -\frac{\hbar^2}{\mu \times \eta^2} \] (8.12)

By substituting Eq. 8.6 and Eq. 8.11 into the electron-hole Coulomb interaction energy equation i.e. Eq.8.4, the expectation value of the Coulomb potential energy is given by the four dimensional integration,

\[ E(Coul) = -\frac{e^2}{\mathcal{K}} \int \int \int \int dx \; dy \; d_{ze} \; d_{zh} \; N_e^2 \; N_h^2 \; \sin^2 \left( \frac{\pi \times z_h}{l_w} \right) \; \sin \left( \frac{\pi \times (z_e - l_w - \Delta)}{l_w} \right) \;
\exp \left( -\frac{(x^2 + y^2)}{2 \times \eta} \; \frac{1}{[x^2 + y^2 + (z_e - Z_h)^2]^{1/2}} \right) \]

Above equation along with the Eq. 8.12 is solved numerically, and the ground-state binding energy in the coupled DQW is obtained by minimizing the total energy by varying the variational parameter \( \eta \):

\[ E_b = \min \{ E(KE) + E(Coul) \} \] (8.13)

The minimum \( \eta \) for which \( E_b \) is maximum characterizes the effective Bohr radius of the coupled excitonic system. In terms of the device scaling limit, the smaller the value of \( \eta \), the better scaled would be our TExFET device.
8.2.2 Mean Field Approximation (MFA)

In this study, we employ mean field approximation (MFA) to calculate effective interaction between the electrons and holes residing in two monolayers of TMDC separated by a h-BN layer with a finite thickness. The electron-hole 2D bilayer system forming exciton can be described by the mean-field Hamiltonian of the following form:

$$H^{MF} = \frac{1}{A} \sum_{k,e/h} \xi_k c_{k,e/h}^\dagger c_{k,e/h} V^{ij}(|k - k'|)$$  (8.14)

$k$, and $k'$ are two-dimensional wave vectors in the layers, $A$ is the quantization area, $\xi_k = k^2/(2m^*_e) - \mu_e - \mu_h$ is the quadratic band for the electrons and holes effective masses and chemical potential $\mu_{e/h}$. $V^{ij}(|k - k'|)$ is the Coulomb interaction between electrons and holes in the two layers.

For the unscreened interaction, the effective electron-hole interaction is defined as:

$$V^0(k' - k) = v_q e^d |k - k'|$$  (8.15)

where $v_q = \frac{2 \pi e^2}{\epsilon_r \epsilon_0 |k - k'|}$ is the bare Coulomb interaction, screened by a surrounding medium with thickness $d$ and dielectric permittance $\epsilon_r$. The formation of a condensate of interlayer electron-hole pairs gives rise to a direct response of charge density in one layer on the electric field in the other layer, described by anomalous polarizability $\Pi_e(h)$. Within the random phase approximation (RPA), the behavior of the system is determined only by the screened interaction between electrons and holes as [321,322],

$$V^s(k' - k) = \frac{V^0(k' - k)}{1 - v_q [\Pi_e + \Pi_h] + v_q^2 \Pi_e \Pi_h [1 - e^{-2d |k - k'|}]}$$  (8.16)

where $\Pi_e$ and $\Pi_e$ are the polarizabilities for the electrons and holes, and in the
parabolic approximation, are defined as by \( \Pi_e = \frac{2m_e}{\pi \hbar^2} \) and \( \Pi_h = \frac{m_h}{\pi \hbar^2} \), respectively. The most favorable condition for the electron-hole pairing is achieved at small interlayer separation distance, when \((k - k') \ d << 1\). In this case, the Eq. 8.16 reduces to,

\[
V^s(k' - k) = \frac{V^0(k' - k)}{1 - v_q [\Pi_e + \Pi_e]}
\]

The superconducting BCS gap equation for the parabolic band structure is given by,

\[
\Delta_{k'} = \sum V^{ij}(|k - k'|) \frac{\Delta_k}{2E_{k'}}
\]

where,

\[
E_{k'} = \sqrt{\xi_k^2 + \Delta_{k'}}
\]

The parameters used to calculate the exciton binding energy for each of the TMD materials studied are defined in Table ??.

8.3 Results and Discussion

8.3.1 Binding energy \((E_b)\)

Recent, field dependent measurements conducted on the 2D heterostructures like TExFET revealed interesting physical properties of the interlayer exciton with a much longer lifetime compared to intralayer excitons [323]. The interlayer exciton binding energy calculation in the TExFET device (Eq. 8.13) requires suitable material parameters such as effective masses, band alignment, and dielectric constant, which are extracted from the DFT calculations. The quality of these parameters depends on the accuracy of a DFT calculation, which in turn relies on the underlying theory. In semiconducting materials which have a parabolic energy dispersion, the electron and
Table 8.1: Material parameters used for binding energy calculation

<table>
<thead>
<tr>
<th>Material</th>
<th>$\epsilon_R$</th>
<th>$m_e$ ($m_o$)</th>
<th>$m_h$ ($m_o$)</th>
<th>$\epsilon_{eff}$</th>
<th>2D Bohr radius ($a_B$) (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphene</td>
<td>3</td>
<td>0.049</td>
<td>0.049</td>
<td>3.4</td>
<td>7.89</td>
</tr>
<tr>
<td>2H-MoS$_2$</td>
<td>3.43</td>
<td>0.406</td>
<td>0.485</td>
<td>3.86</td>
<td>0.665</td>
</tr>
<tr>
<td>2H-MoSe$_2$</td>
<td>4.74</td>
<td>0.435</td>
<td>0.503</td>
<td>4.52</td>
<td>0.77</td>
</tr>
<tr>
<td>2H-MoTe$_2$</td>
<td>5.76</td>
<td>0.50</td>
<td>0.57</td>
<td>5.03</td>
<td>0.789</td>
</tr>
<tr>
<td>2H-WS$_2$</td>
<td>4.13</td>
<td>0.33</td>
<td>0.30</td>
<td>4.21</td>
<td>1</td>
</tr>
<tr>
<td>2H-WSe$_2$</td>
<td>4.63</td>
<td>0.3585</td>
<td>0.303</td>
<td>4.46</td>
<td>0.9</td>
</tr>
</tbody>
</table>

hole effective masses are characterized by the shape of the dispersion near the conduction and valence band edges, respectively. In order to correctly capture the shape of the dispersion, we employ HSE functionals within the DFT calculation using VASP. The material parameters extracted from our DFT calculations for all the materials of interest are listed in Table 8.1. Carrier effective masses for the TMDC are averages of the longitudinal and transverse effective masses calculated using Eq. 8.10. This approach normalizes any intrinsic mass anisotropy effect within a layer. Graphene effective mass is calculated using the approach adopted by Gilbert and Shumay's in Ref. [66].

Though the parabolic dispersion in the graphene system under an applied electric field has not been confirmed by experiment, the theoretical calculation does predict field dependent parabolicity in the linear dispersion near the Dirac point. The field induced parabolicity, though theoretically, gives a finite effective mass that can be used in our model. This will be used to compare the $E_b$ of a system composed of graphene layers and separated by h-BN with our system that has TMDC layers separated by h-BN.

The 2D Bohr radius $a_B$, which gives an upper-bound to the effective exciton Bohr radius ($a_B$), is an intrinsic material property which is a function of effective dielectric
Figure 8.2: (Color online) Exciton binding ($E_b$) energy of homogeneous TMDC layers (a) and heterogenous TMDC layers (b), as a function of sandwiched boron nitride (BN) between two. The $E_b$ of bilayer graphene system is also plotted for comparison and labelled as X. Band alignment of TMDC monolayers taken from Ref. [15] (c). Solid lines are obtained by PBE, and dashed lines are obtained by HSE06. The dotted lines indicate the water reduction (H+/H2) and oxidation (H2O/O2) potentials. The vacuum level is taken as zero reference.

constant ($\epsilon_{eff}$) and the carrier effective mass ($m^*$). As can be seen from Table 8.1, the $a_B$ is the largest for Graphene. Using this, we can obtain a lower bound of the $E_b$ using the Hydrogenic model, which relates $E_b$ to $\frac{\epsilon^2}{\epsilon_{eff} a_B}$. Using $a_B = 7.89$ nm and $\epsilon_{eff} = 3\epsilon_0$, the evaluated lower bound of $E_b$ for the bilayer graphene system is $\approx 21$ meV. With the $a_B$ of 0.665 nm and $\epsilon_{eff} = 3.43\epsilon_0$, the lower bound of $E_b$ is $\approx 213$ meV for MoS2. Since the effective dielectric constants are of the same order, the difference in the lower bound of $E_b$ between graphene and TMDC’s comes from the difference in the carrier effective masses.

The binding energy ($E_b$) as a function of h-BN layer thickness for two TMDC monolayers of similar type, hereafter called the homogeneous system, is plotted in the Fig. 8.2. a. The $E_b$ for a bilayer graphene system separated by a h-BN layer is also plotted for comparison. In the homogeneous TMDC system, the $E_b$ decreases monotonically with the h-BN layer thickness because of the weaker Coulombic interaction between the electrons and holes. For a monolayer h-BN thickness of $\approx 0.4nm$,
the $E_b$ for the bilayer graphene is only $\frac{1}{3} E_b$ of MoS$_2$. Because of the largest electron and hole combined effective mass, the $E_b$ for the MoS$_2$ is $\approx 40\%$ higher than the other TMDCs.

The material selection for a heterogeneous system depends on factors such as the relative valence band offset (VBO) and conduction band offset (CBO) between the valence and conduction bands of the top and bottom layers and the isotropic carrier effective mass. An ideal system that could form the strongest electron-hole pair with the largest binding energy values would posses a staggered or broken-gap band alignment. In this type of band alignment, the conduction band energy level of the bottom (top) layer coincides with the valence band energy level of the top (bottom) layer. The higher conduction or valence band offsets between the top and bottom layer signifies the larger broken-gap feature, which is a preferred band-alignment for exciton formation.

We have identified several heterogeneous TMDC systems by analyzing the band alignment from the Ref. [15] (shown in Fig. 8.2.c) which meet these two criterion. The material combinations used for this study are MoSe$_2$/MoS$_2$, MoS$_2$/MoSe$_2$, WS$_2$/MoTe$_2$, and MoS$_2$/WSe$_2$. As in the homogeneous system, the $E_b$’s for the heterogeneous TMDC systems strongly depend on the BN layer thickness. For a BN layer thickness of 0.4 nm, which is an equivalent to one monolayer of TMDC, $E_b$ is in the energy range between 180 to 230 meV, where the 2H-MoS$_2$ posses the maximum binding energy of 250 meV. Earlier, it was reported that a 2 nm (approximately four monolayers) of h-BN is sufficient to suppress the interlayer tunnelling. At this thickness, for both the homogeneous and heterogenous systems, we observe binding energies in the range of 75-100 meV, which is three times higher than the room temperature thermal energy i.e. KT. Since the interlayer screening is ignored, the observed $E_b$ energy range represents the optimistic case.
Table 8.2: The effective Bohr radius $\eta_{\text{min}}$

<table>
<thead>
<tr>
<th>System</th>
<th>Effective Bohr Radius ($\eta_{\text{min}}$) (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>h-BN Thickness (No of Layer)</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>MoS$_2$ / MoS$_2$</td>
<td>2</td>
</tr>
<tr>
<td>MoSe$_2$ / MoSe$_2$</td>
<td>1.9</td>
</tr>
<tr>
<td>MoTe$_2$ / MoTe$_2$</td>
<td>1.97</td>
</tr>
<tr>
<td>WS$_2$ / WS$_2$</td>
<td>2.2</td>
</tr>
<tr>
<td>WSe$_2$ / WSe$_2$</td>
<td>2.07</td>
</tr>
<tr>
<td>MoS$_2$ / MoSe$_2$</td>
<td>2.1</td>
</tr>
<tr>
<td>MoS$_2$ / MoTe$_2$</td>
<td>2.24</td>
</tr>
<tr>
<td>MoS$_2$ / WSe$_2$</td>
<td>2.17</td>
</tr>
<tr>
<td>WS$_2$ / MoTe$_2$</td>
<td>2.10</td>
</tr>
</tbody>
</table>

For all the material combinations and for h-BN layer thickness up to five monolayers, the effective Bohr radius $\eta_{\text{min}}$ values are presented in Table 8.2. The effective Bohr radius $\eta_{\text{min}}$ is defined as an inter-particle optimum distance when the sum of $E(KE)$ and $E(\text{Coul})$ becomes minimum i.e. at $E_b$ energy point, as shown in Fig. 8.2.d. The $\eta_{\text{min}}$ signifies the scalability aspect of the TExFET devices. For example, if the system has three layer of h-BN in between two MoS$_2$ layers, the exciton can be formed at the optimum separation distance of $\eta_{\text{min}} = 2.32$ nm. This optimum distance is $\frac{1}{3}$ of the graphene bilayer system with the same h-BN layer thickness.

### 8.3.2 Superfluid gap ($\Delta_{\text{gap}}$)

Electron-hole Fermi surface nesting and the precise control of the potentials and doping densities in each layer are the most important requirements for the observation of the superfluidic gap $\Delta_{\text{gap}}$ in the TexFET. In our TexFET system, the degree of Fermi surface nesting is characterized by the difference in the electron and hole effective masses. The magnitude of the gate potential is primarily characterized by the absolute energy difference ($\Delta E$) between the conduction band edge of the negatively
Figure 8.3: (Color online) Superfluid gap ($\Delta_{\text{gap}}$) of homogeneous TMDC layers (a) and heterogenous TMDC layers (b), as a function of sandwiched boron nitride (BN).

In order to realize the optimum $\Delta_{\text{gap}}$, beside minimum h-BN thickness, a material combination system with a minimum effective mass mismatch (or largest Fermi surface nesting) is needed. We have identified two homogeneous systems, MoTe$_2$/MoTe$_2$, and WSe$_2$/WSe$_2$, that meets these criterion. In the case of the homogeneous system, the $\Delta E$ is equal to the energy gap of the material. In spite of possessing the heaviest and lightest carrier effective masses, the electron and hole mass mismatch in both the MoTe$_2$ and WSe$_2$ is only 15%, which will lead to nearly nested Fermi-surfaces. The $\Delta_{\text{gap}}$ for the homogeneous systems, with and without screening effect, as a function of h-BN layer thickness is plotted in Fig. 8.3.a.

When selecting suitable materials for a heterogeneous system, in addition to the effective mismatch, the $\Delta E$ between the layers also needs an attention, because this energy parameter determines the amount of voltage needed to form exciton condensation. Among the available TMDCs data, we have also identified the minimum $\Delta E$
\[ \approx 75 \text{ meV between MoS}_2 \text{ and MoTe}_2 \text{ using the absolute value of band edge energies from the band-alignment plot presented in the Fig. ??c. } \Delta E = \approx 91 \text{ meV between MoS}_2 \text{ and WSe}_2 \text{ also makes MoS}_2/WSe_2 \text{ suitable for the superfluidic gap formation.} \]

In both cases, the carrier effective mass mismatch is greater than 25%.

Screening, for both the homogeneous and heterogeneous systems, reduces the magnitude of \( \Delta_{\text{gap}} \). The reduction in \( \Delta_{\text{gap}} \) due to screening effect is negligible (\( \lessapprox 10\% \)) for the h-BN thickness between 1 and 1.5 nm. However, when the h-BN thickness increases beyond 1.7 nm, screening reduces the \( \Delta_{\text{gap}} \) by \( \approx 40\% \). With the increasing h-BN thickness, screening decreases and saturates the \( \Delta_{\text{gap}} \) faster, as compared to the unscreened case.

For the homogeneous system of MoTe\(_2\)/MoTe\(_2\), a \( \Delta_{\text{gap}} \approx 26 \text{ meV} \) is observed for the h-BN thickness of 2 nm. \( \Delta_{\text{gap}} \) of similar magnitude, for WSe\(_2\)/WSe\(_2\), is observed for the h-BN thickness of 2.5 nm. In the heterogeneous systems, \( \Delta_{\text{gap}} \) also decreases with increasing h-BN thickness. Since the effective mass mismatch between the MoS\(_2\)/MoTe\(_2\) and MoS\(_2\)/WSe\(_2\) systems is similar, the 10% difference in the \( \Delta_{\text{gap}} \) between MoS\(_2\)/MoTe\(_2\) and MoS\(_2\)/WSe\(_2\) is mainly due to the dielectric mismatch. For all the cases, a room temperature superconducting gap of \( \approx 26 \text{ meV} \) is a possibility when the h-BN thickness is less than 3 nm.

### 8.4 Conclusion

TMDCs with their large effective mass offer a possible route to room temperature exciton condensation in bilayer structures and gate controlled switching of a quantum phase transition. The unscreened inter-layer Coulombic forces in the TExFET system, with TMDC/h-BN/TMDC heterostructure, gives us an upper bound exciton gap in the order of \( \approx 70 \text{ meV} \) for a h-BN thickness of 2 nm, mainly due to the isotropic...
electron and hole effective masses and the smaller effective dielectric constants of the TMDC layers. Though any inter and intra-layer screening effects might reduce the large exciton gap by 50%, the gap is still sufficient suitable for low temperature, low power device applications. The observed effective exciton radii is in the range of 2 nm, the TExFET could also be a device of choice for extending the device scaling trend. Existence of superfluidic gap in this device architecture is demonstrated. For both the homogeneous and heterogeneous systems, the superfluidic gap of $\approx 26$ meV is observed when the thickness of the h-BN layer is maintained in between 2 and 2.5 nm.

At 2 nm h-BN thickness, the effect of static screening between the layers reduces the superfluidic gap in TExFET by $\approx 40%$. Although the reduction in the superfluidic gap is significant in these systems, the possibility room temperature superfluidity still exists.
Chapter 9

Conclusion

There is rapidly growing interest in next-generation memory and optical devices by formed using heterostructures between existing materials such as Si and Ge. In this type of heterostructure, the strain, along with the quantum confinement effect, influences overall device properties. A widely used heterostructure is Ge/Si nanocrystal. In the core-shell Ge/Si nanocrystal or quantum dot, where a Ge layer forms core-region which is encapsulated between Si-shell layers. The effect of Ge/Si heterogeneity on the carrier dynamics has been studied extensively both theoretically and experimentally. In theoretical studies, however, the details associated with atomistic strain details were not included during the electronic and optical properties calculation because of the scaling limitation of the model. Here, we utilized a method and model that includes strain at the interface during electronic structure calculations.

Using a full-band, sp$^3$d$^5$s$^*$ model implemented in NEMO3D, we simulated and calculated the electronic properties of the Ge/Si core-shell heterostructure NCs and the hole lifetimes in a NC-based NVM device application, Barrier height, a crucial parameter that determines the carrier dynamic, is determined from the calculated energy levels. Decay constants are determined from the wavefunctions and used to
calculate hole lifetimes as a function of Ge core diameter.

Several experimental groups have reported the observation of dome-shaped Ge/Si NCs because of the atomistic heterogeneity between the Ge and Si layer. Instead of an ideal spherical Ge-core, experimental characterization reveals a crescent-shaped Ge-core in a dome-shaped Ge/Si NCs. Early theoretical works have provided a simplistic explanation of the retention mechanism based on the smaller bandgap of Ge with respect to Si using continuum models, ignoring strain and shape effects. However, atomic scale inhomogeneous of the interface strain and asymmetric shape effects on these nanostructures play a crucial role in determining the carrier dynamics. Using a similar method utilized for spherical system, we study the effect of a crescent-shaped Ge-core on the carrier dynamics, in the dome-shaped Ge/Si NCs. Energy levels and related parameters are used to calculate hole lifetimes as a function of Ge-core and Si-cap thickness. In addition, we also employ a similar method to investigate the effects of strain and confinement on the energy levels and emission spectra of dome-shaped, Ge-core/Si-shell nanocrystals (NCs) with diameters ranging from 5 to 45 nm.

Phononics or phonon engineering involves the control and manipulation of phonons. With an increasing focus on design and development of non-charge based devices, phononic computing is emerging as an alternative computing paradigm to conventional electronic and optical computing, increasing our ability to manipulate and store information in the nanoscale. To realize these phononic devices within existing conventional architectures, phononic components such as waveguides, resonators, and switches are needed. In this study, we propose and analyze various phononic circuit building blocks, such as nano-scaled phononic resonators, waveguides and switches, realized on the $<111>$ surfaces of group IV elements, such as 3C-SiC and 3C-GeSi. This is achieved by simultaneously introducing defects of various types, and by varying their specific locations on the surface. To calculate the defect-induced vibrational
properties, such as the phononic bandgap, the total phonon density of states, and the partial phonon density of states, we used molecular dynamics with semi-empirical potentials. Our study reveals the possibility of designing phononic circuit elements through defect engineering.

Parallel to phononic device research, there is an effort to manipulate phonons and the thermal conductivity for improved thermoelectric properties. The materials studied are carbon-based systems such as carbon nanotubes, graphene, and graphene composites. There is also a rapidly growing interest in vertically stacked van der Waals materials, such as graphene and h-BN, for electronic as well as thermoelectric device applications. Graphene is the most well-studied and well-understood van der Waals material. The electronic structure and vibrational properties of monolayer and bilayer graphene have been studied extensively both theoretically and experimentally. However, in vertically stacked van der Waals material devices, the interfaces between different materials will, in general, be misoriented with respect to each other. Experimentally observed misoriented graphene bilayer system form a moire superlattice with periodic potentials and possess a monolayer-like electronic structure near the Dirac point combined with the appearance of low-energy van Hove singularities (vHs). Thermoelectric and vibrational properties measurement in the misoriented graphene bilayer system was conducted using Raman spectroscopy. In this work, we present a systematic theoretical study of misorientation on the vibrational properties of a misoriented graphene bilayer system. Our simulations show that an anharmonic approximation is suitable for predicting low-energy phonon modes observed in experiments. The possibility of tuning vibrational and thermoelectric properties through a relative misorientation between the layers in stacked vdW layer was demonstrated and discussed.

Finally, we have conceptualized a novel low power device called TExFET (TMDC
Excitonic Field Effect Transistor), using other 2D materials namely, hexagonal boron nitride (h-BN) and Transition Metal Dichalcogenides (TMDC) by creating a TMDC/h-BN/TMDC heterstructure system. The characteristics of the TExFET device is explored with a combination of the variational principle and the mean field approximation. Variational principle based calculations of the unscreened inter-layer Coulombic forces in the TMDC/h-BN/TMDC system gives us an upper bound exciton gap in the order of 100 meV which is mainly due to the isotropic electron and hole effective masses of the TMDC layers. Due to the observed sub-nanometer effective exciton radius, the TExFET could also be a device of choice for maintaining the device scaling trend. The combined effects of h-BN thickness, effective mass mismatch and static screening on the excitonic gap is quantified and discussed in detail.

The critical findings of this work are summarized as follows:

- In a spherical Ge/Si core-shell NCs with a Ge core diameter of 3 nm and a Si shell thickness of ≥ 3 nm, the escape rate of a hole out of the Ge core is given by the thermionic emission rate. This then becomes the attempt rate for tunneling through the SiO$_2$. The thermionic barrier presented by the Si shell increases the hole lifetime by a factor of exp($\frac{\Phi_b}{k_B T}$) compared to the hole lifetime in an all-Si NC. Thus, a retention lifetime of 10 years is achieved with a SiO$_2$ thickness of 3 nm, a Ge core size of ≥ 3 nm, and a Si shell thickness of ≥ 3 nm.

- In the Ge/Si NCs with crescent-shaped Ge-core, as the Ge crescent thickness increases from 1 nm to 3.5 nm with a 3.5 nm Si cap, the hole confinement energy decreases from 0.52 to 0.28 eV, the barrier height for a hole to escape into the Si valence band increases from 0.25 to 0.51 eV, and the resulting thermionic hole lifetime increases from $10^{-9}$ to $10^{-5}$ s. For the largest NC with Ge-core and Si-cap thickness of 3.5 nm, the thermionic lifetime is on the order of 10
microseconds. The thermionic barrier presented by the Si shell increases the hole lifetime by a factor of $\exp\left(\frac{\Phi_b}{k_B T}\right)$ compared to the thermionic hole lifetime in an all-Si NC. The maximum increase is $3 \times 10^8$ at $T = 300K$.

- In the dome-shaped Ge/Si NCs, strain and confinement work together to lower the occupied state energies in the Ge core. Strain increases the energy gap by approximately 100 meV for NCs with base diameters greater than 15 nm, and the increase is a result of the downward shift of the occupied state in the Ge core. Confinement and strain break the degeneracy of the lowest excited state and split it into two states separated by a few meV. In the smaller NCs with base diameters below 15 nm, one of the states can be in the base and the other in the cap. For diameters $\geq 20$ nm, the two lowest excited states are localized in the Si cap for both the strained and unstrained NCs. The fundamental energy gap and emission spectrum varies from 960 meV for the 5 nm NC to 550 meV for the largest NC with most of the variation occurring between 5 nm and 20 nm.

- The existence of phononic band gaps within the phonon spectrum of the bulk 3C-SiC and 3C-GeSi was confirmed by both first-principle and MD simulations with semi-empirical potentials. The PPDOS on the $<111>$ surface of these systems reveals the possibility of generating the new surface states within the phononic band gap (especially for the case where the lighter atoms are in the surface). These surface states, which are decoupled from the bulk states, are used to design phononic interconnects, such as resonators (isolated defects), waveguides (lines with defects), and switches (adatoms within the waveguide). Although the present study demonstrates the possibility of realizing phononic interconnects in the atomic scale, there are several important issues that need
to be addressed before they can be integrated in the current and future technologies.

- Phonon dispersion characteristics for both the MBG supercell with $\Theta = 21.78^\circ$ and perfectly-aligned supercell have similar features. Lattice-induced folded phonon modes have similar frequencies, with an exception of out-of-plane ZO' modes. ZO' mode frequency for the MBG increases by 17 cm$^{-1}$, as compared perfectly-aligned supercell, owing it to the weak inter-layer coupling.

- Anharmonic successfully predicts all the experimentally observed low-frequency Raman modes around 100 cm$^{-1}$ ($\approx$12 meV). The broadening of the acoustical branch and a redshift of the MBG optical frequency was observed, mainly due to the grain size- or supercell size-induced confinement effect.

- The lattice specific heat capacity, $C_v$, for the MBG follows the classical Dulong-Petit law. $C_v$ shows a linear dependency on the supercell size, which is consistent with the scaling law of thermal conductivity.

- The TMDCs with their large effective mass offer a possible route to room temperature exciton condensation in bilayer structures and gate controlled switching of a quantum phase transition. The unscreened inter-layer Coulombic forces in the TExFET system, with TMDC/h-BN/TMDC heterostructure, gives us an upper bound exciton gap in the order of $\approx$70 meV for a h-BN thickness of 2 nm, mainly due to the isotropic electron and hole effective masses and the smaller effective dielectric constants of the TMDC layers.

- Though any inter and intra-layer screening effects might reduce the large exciton gap by 50%, the gap is still sufficient suitable for low temperature, low power device applications. The observed effective exciton radii is in the range of 2 nm,
the TExFET could also be a device of choice for extending the device scaling trend.

- Existence of superfluidic gap in this device architecture is demonstrated. For both the homogeneous and heterogeneous systems, the superfluidic gap of $\approx 26$ meV is observed when the thickness of the h-BN layer is maintained in between 2 and 2.5 nm.

  At 2 nm h-BN thickness, the effect of static screening between the layers reduces the superfluidic gap in TExFET by $\approx 40\%$.

- Although the reduction in the superfluidic gap is significant in these systems, the possibility of room temperature superfluidity still exists.
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Appendix A

Ge/Si QD Laser

A.1 Introduction

A nanocrystal or quantum dot (QD) laser is a semiconductor laser in which electrons and holes are injected from 3D contact regions, where carriers are free, into an active region with QDs, where lasing transition take place and carriers are confined in all directions. The main motivation behind the idea of a QD laser was to conceive a design for a low-threshold, single-frequency, and temperature-insensitive lasing operation due to the quantum confinement effect. Ge/Si core-shell (Type-II heterostructure) QD laser has been proposed due to its capability to use existing Si based fabrication scheme and exhibiting size dependent stimulated emission. Recent experimental reports also suggested an increase in the light emission probability of such laser by increasing radiative lifetimes due to an extra Si-shell layer around Ge QD acting as an auxiliary quantum well (QW) coupled to the quantum dots by tunneling via a thin barrier and hence, suppressing the carrier leakage current. This structure overcomes the limitations of carrier collection, lateral transport, and thermalization of the quantum dots. The carrier (hole) current leakage mechanism in Ge/Si core-shell
QD is governed by thermionic lifetime of the confined carrier in the Ge core region. Thermionic barrier height is a key parameter that governs the thermionic emission mechanism, which is calculated by finding the difference between the energy levels. Depending on the core/shell size, the barrier heights for electrons and holes can be varied independently. This tunability nature of the barrier height allows the optimization of the structure by minimizing thermal emission, a fundamental operational requirement for the QD based lasing device.

### A.1.1 Optical Properties

An intersubband transition in the Ge/Si QD based laser has unique properties such as large dipole moment, relaxation time of nanoseconds, large tunability of the transition wavelength, which are obtained by choosing suitable parameters, such as external field, strain and core-size. With external field set to zero, strain and core-size directly impact the transition energies and oscillator strengths within the active region of the laser.

#### Momentum Matrix Elements (MME)

Optical momentum matrix for lowest electron state to the first six highest hole states are calculated using Eq. A.1.

$$\|M_{if}\| = \langle \psi_i^*(x, y, z)|e(x, y, z).p|\psi_f(x, y, z)\rangle$$  \hspace{1cm} (A.1)

where $\langle \psi_i(x, y, z)\rangle$, $|\psi_f(x, y, z)\rangle$, $e(x, y, z)$, and $p$ are the wave functions of initial and final states, the polarization vector, and electron momentum operator, respectively.

Due to the spherical symmetry of QDs, the light polarization along the x-direction is considered. In order to understand the qualitative behavior of the MME, as it ap-
plies to the gain calculation, we consider the quantity $|M_{\text{total}}^2|$, which is the modulus squared of the MME summed over degenerate spin states. Fig. A.1 shows the calculated $|M_{\text{total}}^2|$ with both the Ge core size and the energy level variation only for the light polarized along the x-direction. Since the shape of the QDs considered here are spherically symmetric, the matrix elements for each light polarized direction (x, y or z) are equivalent. As evident from the Fig. A.1, $|M_{\text{total}}^2|$ initially increases with the core size for each transition before reaching a peak value beyond which it decreases rapidly. The magnitude of the matrix element for smaller core size, when the isotropic strain is applied to the Ge/Si heterostructure QDs, increases by the factor of three because of the increased overlap integral between electrons and holes due to increased quantum confinement effect. However for the larger core size, the strain has no or minimal effect in the matrix element mainly due to the increased localization of the holes in the Ge core region and electrons in the Si shell region.

The oscillator strength ($OS_{if}$) is also a fundamental, but important, physical parameter during the study of the luminescence properties of any optical device, and are related to the electronic dipole-allowed transition. The concentration of oscillator strength in discrete energy levels of QDs make QDs a promising candidate for electro-optic and nonlinear optical application. The amplitude of the OS depends on the light polarization directions in accordance with the coordinate axes, and should be equal in each direction for the symmetric/spherical QD. Generally, the oscillator strength $OS_{if}$ between initial $|i\rangle$ and final $|f\rangle$ electronic states is defined as,

$$OS_{if} = \frac{2}{m_w^*\hbar \omega_{if}} ||M_{if}||^2$$  \hspace{1cm} (A.2)

where $m_w^*$ and $||M_{if}||$ are the effective mass of the hole in the Ge core region and MME between initial and final electronic states. The $m_w^*$ is approximated using
using the expression for the lowest energy level in a three-dimensional box with infinite potential confinement. The $\hbar \omega_{if}$ is the transition energy between initial $|i\rangle$ and final $|f\rangle$ electronic states and defined as, $\hbar \omega_{if} = \Delta E_{if} = E_i - E_f$, where $E_i$ and $E_f$ are the energy levels of the initial and final transitional states. The required photon transition rate ($\Gamma_{if}$) between these states are strongly dependent on the MME and $\hbar \omega_{if}$ as follows,

$$\Gamma_{if} = \frac{2\pi e^2 A^2}{\hbar} |M_{if}|^2 \delta(E_f - E_i + E)$$

(A.3)

where $e$, $A$, and $\hbar$ are electron charge, vector potential, and reduced Plank’s constant, respectively. In a QD laser, the gain is effected by not only the density of states, but also by the amplitude of the optical MME. This reduction leads to the inefficient lasing involving ground states due to the reduced overlap between the hole and electron wave functions. However, recent theoretical studies predicted that the magnitude of the MME could be engineered in order to optimize the optical gain in QD lasers and optical amplifiers.
Similarly, achieving low threshold current is one of the fundamental requirements of QD based SCH laser. In this type of laser, carrier leakage processes are shown experimentally as one of the factors contributing to the threshold current and temperature sensitiveness. Higher material gain due to the reduction in the hole-leakage process in the Type-II SCH was reported earlier. In order to analyze the leakage due to the heavy hole escape mechanism in the Ge/Si core-shell QD laser, we calculate the thermionic escape times of holes from the Ge core region. The thermionic emission lifetime \((\tau_{th})\) is determined by the height of the barrier over which the hole is emitted, and it is approximated using the expression derived by Schneider and von Klitzing. The minimal thermionic carrier escape out of the core will lead to an increase in the injection efficiency and the temperature sensitivity. The thermionic leakage current \((J_h)\) from the edge of the single quantum well to either side of the barrier is related to the thermionic emission lifetime \((\tau_{th})\) as follows,

\[
J_h = \frac{Nq}{\tau_{th}^h}
\]  

(A.4)

where, \(q\), \(N\) and \(\tau_{th}^h\) represent the electron charge, number of hole in the QD, and thermionic emission carrier lifetime, respectively. \(\tau_{th}^h\) is defined as,

\[
\tau_{th}^h = W \sqrt{\frac{2\pi m^*_w}{k_B T}} \exp \left( \frac{\Phi_b}{k_B T} \right)
\]  

(A.5)

where, \(m^*_w\) is the effective mass of the hole in the Ge core, \(k_B\) is Boltzmann’s constant, and \(\Phi_b\) is the potential barrier height. The potential barrier height is calculated from the energy difference between the localized ground and delocalized state of the hole,

\[
\Phi_b = E_0 - E_n.
\]  

(A.6)
where, $E_0$ is the ground state hole energy and $E_n$ is the highest energy of the hole state that does not exponentially decay in the Si shell, i.e. it is delocalized throughout the Ge/Si NC, where the quantum number $n$ varies depending on the size of the Ge core.

**Interband Transition Energies and Rates**

The transition energies or photon energies ($\Delta E$) is calculated by taking the difference between eigen energies of corresponding electron and hole states. The photon energies emitted by the lowest electron state during the transition to the first six highest hole states is plotted in Fig. A.2. The strain, as expected, shifts the hole energy states by reducing the required emitted photon energies. Eventually, when the core-size increases beyond the 3 nm, bulk-like behavior becomes dominant and required transition energies decreases with increasing core-size. This behavior is consistent with the predicted behavior for the infinite potential well system. Similarly, the interband transition rate ($\Gamma_{if}$) between electron and hole states is calculated using the
Figure A.3: (Color online) Transition rates between lowest electron level and first six highest holes states, as a function of strain and the Ge core size (nm) with a fixed 5 nm Si shell.

modulus squared of the optical matrix element of electron and hole states transition summed over the degenerate spin states using the Eq. A.3 and plotted in Fig. A.3. For all the core sizes, the transition rate between lowest electron state and first hole state, $\Gamma_{01}$, is faster than the unstrained counterparts, mainly due to the observed shifting of the hole energy states. Similarly, the observed transition rate ($\Gamma_{01}$) for the QD with 1 nm core size is few orders of magnitude faster than that of QD with 4 nm core size owing it to the increased transition energy ($\Delta E_{01}$) due to quantum confinement effect.

**Oscillator Strength**

The oscillator strength for the transition between lowest electron state ground state electron to the first five highest hole states as a function of strain and Ge core size is calculated using Eq. A.2. Fig. A.4 shows the oscillator strength, $OS_{1f}$, for a range of Ge core size from 1 nm to 4 nm for light polarized in the x-direction. The
oscillator strength mainly depends on two parameters: energy difference ($\hbar \omega$) and the momentum matrix element (MME) between initial and final states. As can be seen in Fig. A.4(a), the oscillator strength increases with the core size and reaches maximum values at 3 nm, and it reaches a characteristics constant value beyond the Ge core size of 3 nm for both strained and unstrained conditions. In small Ge core size, the energy difference ($\hbar \omega$) between lowest electron state(E0) and hole ground state(H0) is high, the overlapping between the electron and hole wavefunctions is small, i.e. the momentum matrix element ($\|M\|^2$) is small. When the Ge core size increases, the $\|M\|^2$ increases, while the energy difference ($\hbar \omega$) decreases. However, the overall effect remains constant, and hence the $OS_{if}$ remains constant. This size dependent characteristic for $OS_{if}$ is in good agreement with other published theoretical and experimental results for other materials.
Thermionic Hole Lifetime and Leakage Current

The thermionic lifetime ($\tau_{th}^h$) due to the thermionic emission from the Ge/Si QD as SCH laser is calculated for Ge core size of 1 to 4 nm, using Eq. A.5. The thermionic lifetime dependence on the temperature, core size, and strain is illustrated in Fig. A.5(a, b). At smaller Ge core sizes, the thermal energy is much larger than the barrier height and hence, the lifetimes remain constant throughout the analyzed temperature range. In addition, the strain has little impact on lifetime and carrier densities due to the small number of Ge atoms. However at the larger Ge core sizes, the lifetimes shows exponential decay behavior because barrier height is much larger than the thermal energies at different temperatures. Since the energy barrier height increases with the core size, the lifetimes at room temperature, varies by several orders of magnitude with the core size. When strain is applied, the thermionic lifetime increases by an order of magnitude, owing it to the valence band shift due to the applied isotropic strain.

Furthermore, the thermal leakage current ($J_h$), which is inversely proportional to the thermionic lifetime, is calculated using Eq. A.4, by assuming number of hole(N) in the QD as 1. The thermionic current dependence on the temperature, core size, and strain is illustrated in Fig. A.5(c, d). The $J_h$ shows the exponential dependence on increasing core size. Due to the significantly smaller $\tau_{th}^h$ (1 picosecond) at room temperature, the $J_h$ for 2 nm core size, for unstrained QD, is around $10\ picoAmpere$. However, when strain is applied, the $J_h$ decreases by three orders of magnitude. For the temperature beyond room temperature, the thermal energies become larger than the energy barriers and hence, $J_h$ is linear and constant.
A.2 Conclusion

The electronic properties of Ge-core/Si-shell NCs are calculated for a fixed 5 nm Si shell and Ge-core ranging from 1 nm - 4 nm in diameter. Electronic calculations are performed atomistically using a nearest-neighbor, sp^3d^5s^* tight-binding model as implemented in NEMO3D, with and without strain. The electron-hole wavefunctions and wave vectors are then used to calculate momentum matrix element, oscillator strength, transition rates using Fermi’s Golden rule. The momentum matrix elements, transition energies and transition rates between lowest electron state and highest hole state are linearly dependent with the core-size and strain. The oscillator strength shows the exponential dependence on the smaller core sizes (≤3 nm) and strain due to the prominent quantum confinement effect. However for the larger core size (≥3 nm), the exponential dependence vanishes because of nominal quantum confinement effect.

The calculated thermionic lifetime and leakage current shows exponential dependence with the fundamental design parameters such as, temperature, core-size and
strain. At room temperature, the thermionic leakage current reduces by five orders of magnitude when the core size is increased from 2 nm to 4 nm, for both strained and unstrained conditions. Therefore, a careful modulation of these design parameters will lead to the low leakage current and hence, threshold current density during lasing operation.
Appendix B

Capping and core layer-dependent carrier dynamics on Ge/Si NC memory

B.1 Introduction and Motivation

Nonvolatile memory devices based on Ge/Si core-shell nanocrystals (NCs) [23], have attracted attention due to their ability to handle the trade-off between the programming speed and the retention time by minimizing tunnel oxide thickness. Recently, several experimental groups have highlighted the effect of Si-cap (Ge-core) thickness and overall size distribution of Ge/Si dome shaped structure on various device parameters, including retention lifetime of the charge (hole) [28]. Theoretical groups tried to analyze the effect of confinement on these structures using effective mass and pseudopotential methods by assuming bulk band alignment and valence band offset between the Ge and Si region. To understand the effect of capping and core layer thickness on the electronic structure, carrier lifetimes, and other operating parame-
Figure B.1: (Color online) Front-view (a) and cross-sectional-view (b) of a dome-shaped Ge/Si NC with a Ge-core and Si-cap thickness of 3nm. The base diameter and the inner Si layer height is maintained at 5nm. The lighter gray (red) dots are Ge atoms and the darker (yellow) dots are Si atoms. (c) Bulk energy level lineups. The energy values shown correspond to the band gap of the bulk Si and Ge materials. The valence and conduction band edges for the Ge and Si materials are labeled as $E_{V}^{Ge}$ and $E_{C}^{Si}$, $E_{C}^{Ge}$ and $E_{V}^{Si}$, respectively. Similarly, the valence band offset is identified as $\Delta E_{V}$. The dotted arrow shows the thermionic hole escape mechanism with an escape rate of $1/\tau_{th}$.

ters of these NCs, a detailed atomistic model is necessary to capture the atomic scale inhomogeneities of the devices. Often, atomistic models of the NCs are severely size-limited, hindering a direct comparison of simulations with the experimental devices.

### B.2 Model and Methods

In this work, we carry out a computational study of the low-energy electronic states in dome-shaped Ge/Si core shell NCs using a full-band, $sp^{3}d^{5}s^{*}$ nearest neighbour empirical-tight-binding model including spin-orbit (SO) coupling as implemented in NEMO3D [115]. The front and dissected views of simulated NC model is shown in the Fig. ??a. The strain due to the lattice mismatch between Ge and Si is
calculated using the valence-force-field (VFF) model with Keating Potentials. The energy difference between the ground and excited first delocalized hole state is defined as the barrier height ($\phi_b$). $\phi_b$ is calculated by analyzing probability densities ($|\psi|^2$) of these states in the Ge core layer obtained from the tight-binding method. Using these barrier heights, the thermionic lifetimes ($\tau$) that govern the overall retention characteristics are calculated as a function of capping layer and core layer thickness. In doing so, the height of the dome shaped QD is varied from 6.5 nm to 10 nm. The base size of the NC is maintained at 5 nm.

### B.3 Results and Discussion

The energy gap ($E_g$) decreases from 1.125 eV for the 0.5 nm Ge core thickness and reached the bulk Ge bandgap value of 0.7 eV for 3 nm Ge core thickness. This reduction in the energy gap is mainly attributed to the increasing hole energy levels, where the electron energy levels remain unchanged. This behaviour is attributed to the TYPE-II band line up as shown in Fig. ??c In these systems, as shown in Fig. B.2, quantum confinement energy ($E_c$) and the effective mass of the hole also show a strong dependency on the Ge core thickness, consistent with that found in other theoretical work [2, 3, 77, 163]. However, the effect of the capping layer thickness on these parameters is negligible. Similarly, the barrier heights and the thermionic lifetimes demonstrate a strong dependence on the core thickness. As illustrated in Fig. B.3.c, the lifetime reaches desirable lifetime of few microseconds when the Ge core thickness increases beyond 2 nm.
Figure B.2: (Color online) (a) Minimum energy gap ($E_g$) as a function of Ge core and Si cap thickness. (b) Ground state hole energy ($E_h$) and Confinement energy ($E_c$) as a function of Ge core and Si cap thickness. The confinement energy ($E_c$) is defined as $E_c = E_v(\text{Ge}) - E_h$, where $E_v(\text{Ge})$ is the bulk valence band edge of Ge. (c) Effective mass of hole inside the Ge core layer.

Figure B.3: (Color online) (a) Probability densities ($|\psi|^2$) of localized and first delocalized hole states in the Ge core layer of a dome shaped Ge/Si core shell NC with Ge core and Si cap thicknesses of 3 nm and 2.5 nm, respectively. The n in the delocalized probability density represents the index of the first delocalized hole state. (b) The barrier height ($\phi_b$) i.e. $E_0 - E_n$, where $E_0$ is the ground state hole energy and $E_n$ is the energy of the first delocalized hole states, as a function of Ge core and Si cap thickness. (c) Thermionic lifetime as a function of Ge core and Si cap thickness.
B.4 Conclusion

In conclusion, we have performed a comprehensive study on the effect of varying Si capping and Ge core layers on the carrier dynamics of the dome shaped Ge/Si core shell NCs using the atomistic tight-binding method including strain using the VFF model. Various carrier dynamic related parameters, such as confinement energies, bandgap, and effective masses, were also analyzed and these parameters match closely with the experimental measurements and follow intuition, showing that atomistic details of the devices are crucial to fully understand these devices. Our study also finds that the Ge core layer thickness dominates the carrier dynamics over the Si capping thickness, providing optimized design parameters for the devices.