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**Abstract**

Many computer users today value personalization but perceive it in conflict with their desire for privacy. They therefore tend not to disclose data that would be useful for personalization. We investigate how characteristics of the personalization provider influence users’ attitudes towards personalization and their resulting disclosure behavior. We propose an integrative model that links these characteristics via privacy attitudes to actual disclosure behavior. Using the Elaboration Likelihood Model, we discuss in what way the influence of the manipulated provider characteristics is different for users engaging in different levels of elaboration (represented by the user characteristics of privacy concerns and self-efficacy). We find particularly that (a) reputation management is effective when users predominantly use the peripheral route (i.e. a low level of elaboration), but much less so when they predominantly use the central route (i.e. a high level of elaboration); (b) client-side personalization has a positive impact when users use either route; and (c) personalization in the cloud does not work well in either route. Managers and designers can use our results to instill more favorable privacy attitudes and increase disclosure of both users with different levels of privacy concerns and privacy self-efficacy.
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**Introduction**

Since its inception in the mid-1990s, personalization has experienced tremendous growth in e-business. Consumers today expect personalized interaction and a personalized relationship with online retailers (Ernst&Young, 2012; Humfries, 2012). A personalized shopping experience to meet their needs and preferences has been the top priority in two recent global year-on-year consumer surveys (Schaefer, 2011). According to former Google CEO Eric Schmidt, 20-30% of Amazon purchases and 60% of Netflix views are currently a result of personalized recommendations (Schmidt, 2011).

A necessary prerequisite of personalization is that personalized systems collect a significant amount of personal data (Kobsa, 1990, 2007; Riedl, 2001; Toch, Wang, & Cranor, 2012). This is often in conflict with today’s Internet users’ high levels of privacy concerns and their strong proclivity towards privacy-preserving behavior (Cho, Rivera-Sánchez, & Lim, 2009; TRUSTe, 2014). To reconcile personalization with privacy, various privacy-enhancing tools and methods have been proposed (for surveys see Kobsa, 2007; Toch et al., 2012; Wang & Kobsa, 2008).

While from a technical and conceptual point of view privacy-enhancing technologies do protect personal data, a theoretical model is still lacking that links this technology via attitudes to behaviors and that is validated in a realistic setting. This paper investigates effect of different characteristics of a personalization provider on users’ perceptions, how dispositional differences moderate these effects, and how these perceptions in turn influence their behavioral reactions. Specifically, this paper makes the following contributions:

a) It investigates three techniques for the provider to *present* itself to the user (reputation management, client-side personalization, cloud-based personalization) to obtain favorable privacy-related attitudes.

b) It develops an *integrated* causal model that explains how these privacy-related attitudes influence information disclosure in the context of personalization.
c) Using the Elaboration Likelihood Model (ELM), it identifies how the relative success of the presentation techniques depends on two personal variables (namely privacy self-efficacy beliefs and general online privacy concerns).

d) It validates the research model in an experiment (n = 390), focusing on actual information disclosure behavior as its outcome.

From a managerial perspective, the results of our study allow us to answer the question: what can a personalization provider do to instill more favorable privacy-related attitudes, and thereby increase users’ disclosure? Should it try to improve its reputation, offer privacy-preserving client-side personalization, or should it rather portray personalization as being carried out in the cloud? Our study shows that the answer to this question depends on users’ general privacy concerns and privacy self-efficacy: reputation management seems to work best for users with low concerns and self-efficacy, while client-side personalization seems to work best for users with high concerns and self-efficacy.

**Related work**

This study builds on existing research on privacy, personalization, and the ELM. At the same time, it addresses a number of theoretical, methodological and practical gaps in prior privacy research. In the next section, we introduce related work and identify gaps that we subsequently cover in our study.

**Privacy and personalization**

Personalization necessitates that at least rudimentary data about each user must be available to the personalization system. In general, the quality of personalization improves with the amount of personal data available. It was recognized early on that users may however not agree with this data-collection (Kobsa, 1990; Riedl, 2001). Personalization is thus in conflict with users’ potential privacy concerns, and there are limits to what users are willing to disclose to a personalization provider; something Awad and Krishnan (2006) call the “personalization-privacy paradox”. This paradox has since been the topic of extensive research (Awad & Krishnan, 2006; Chellappa & Sin, 2005; FTC, 2010; Sheng, Nah, & Siau, 2008; Sutanto, Palme, Tan, & Phang, 2013). Particularly, researchers in Information Systems (IS) and Human-Computer Interaction (HCI) have investigated key antecedents of information disclosure in personalized systems. These are:

- the perceived value of personalization (Ho & Kwok, 2002; Brodie, Karat, & Karat, 2004; Chellappa & Sin, 2005; T. Li & Unger, 2012),
- users’ trust in (i.e. the reputation of) the personalization provider (Andrade, Kaltcheva, & Weitz, 2002; Briggs, Simpson, & Angeli, 2004; S. Y.X Komiak & Benbasat, 2006; Y. Li, 2014), and
- Antecedents of trust, such as control (Taylor, Davis, & Jillapalli, 2009; Sundar & Marathe, 2010), transparency (Awad & Krishnan, 2006; Kobsa & Teltrow, 2005).

Research in Information Technology, in contrast, focuses on ways to protect users’ privacy with technical means, such as

- preserving users’ anonymity while maintaining the same quality of personalization (Ishitani, Almeida, & Wagner, 2003; Kobsa & Schreck, 2003),
- changing some personal data randomly or in a user-controlled manner to allow plausible deniability (Berkovsky, Eytani, Kuflik, & Ricci, 2007; Chow, Jin, Knijnenburg, & Saldamli, 2013), and
• keeping all personal data on the users’ local device and performing all personalization on this device rather than sending personal data to a remote site where personalization is performed (“client-side personalization”, Cassel & Wolz, 2001; Juels, 2001; Mulligan & Schwartz, 2000; Newman & Enscœe, 2000).

Empirical studies on users’ privacy-related attitudes and behaviors with regard to these technical means for privacy protection are still largely missing. For example, from a technical point of view, by performing the personalization locally and not sending any personal data to the provider, client-side personalization enhances the privacy of the user (Solove, 2006). However, it is unclear whether users will indeed perceive client-side personalization to be privacy-friendly, i.e. whether users’ attitudes and disclosure behaviors are different towards a provider that uses client-side personalization versus a provider that uses traditional remote personalization practices.

Another very recent form of personalization is cloud-based personalization, or “cloud personalization” for short (Guo, Chen, Wu, & Wang, 2009; Hsueh et al., 2010; Jalali, Bouyer, Arasteh, & Moloudi, 2013; López-Nores, Blanco-Fernández, & Pazos-Arias, 2013). In contrast to client-side personalization, cloud personalization may increase rather than decrease privacy concerns. For example, many respondents in Ion, Sachdeva, Kumaraguru, & Čapkun (2011) indicate they do not entrust the cloud with sensitive data. Moreover, the notion of “personalization in the cloud” detaches personalization from a specific provider and from any associations users may have with that provider, (i.e. its reputation).

Our research aims to close the research gap between the technical implications of these personalization techniques and the way users perceive them. We treat these technical aspects as cues for the formation of privacy attitudes, and compare the effect of these cues against reputation-related cues traditionally found in IS and HCI research: Is client-side personalization more effective than reputation management? Will a less reputable provider benefit by highlighting that its personalization is carried out in the cloud? We are the first to answer these questions by comparing the influence of reputation management and personalization techniques on users’ privacy attitudes and information disclosure.

**Elaboration likelihood model for privacy decision making**

Before we can argue about the effect of different presentation techniques on users’ information disclosure decisions, we first need to theoretically unpack the means by which users reconcile the “personalization-privacy paradox”, and decide whether or not to disclose a certain piece of information. Two competing views on privacy decision making exist: the “privacy calculus view”, and the “heuristic shortcuts view”.

Many researchers argue that people employ a “privacy calculus” when making privacy-related decisions (Milne & Gordon, 1993; Culnan & Armstrong, 1999; Petronio, 2002; Culnan & Bies, 2003; Dinev & Hart, 2006; Hann, Hui, Lee, & Png, 2007; H. Li, Sarathy, & Xu, 2010; Xu, Teo, Tan, & Agarwal, 2009; Xu, Luo, Carroll, & Rosson, 2011; Wilson & Valacich, 2012; Min & Kim, 2014). Central to the idea of privacy calculus is that when people have to decide whether or not to perform a privacy-relevant action (such as disclosing certain personal data), they weigh the anticipated benefits of this action against its perceived privacy risks. The survey articles by Pavlou (2011), Smith et al. (2011) and Li (2012) demonstrate that the notion of “privacy calculus” has become a well-established concept in privacy research.
On the other hand though, many recent experiments have shown that people’s privacy decision-making often cannot be well explained by assuming they trade off perceived benefits and risks in an entirely rational manner. Rather, their disclosure intentions and/or actual disclosure of personal information is influenced by various heuristics, such as,

- information on others’ willingness to disclose this information (i.e. “social proof heuristic”, cf. Acquisti, John, & Loewenstein, 2012),
- the order of sensitivity in which items are being asked (i.e. “foot in the door” and “door in the face” technique, cf. Acquisti et al., 2012),
- the overall professionalism of the user interface design (i.e. “affect heuristic”, cf. John, Acquisti, & Loewenstein, 2011),
- the available options to choose from (i.e. “decision context non-invariance”, cf. B. P. Knijnenburg, Kobsa, & Jin, 2013b), and
- what the default is and how one asks (i.e. “default” and “framing” effects, cf. B. P. Knijnenburg & Kobsa, 2014; Lai & Hui, 2006).

Some privacy researchers therefore hypothesize that people predominantly use shortcuts for making privacy decisions (Acquisti, Adjerid, & Brandimarte, 2013; Acquisti & Grossklags, 2008; Adjerid, Acquisti, Brandimarte, & Loewenstein, 2013; Cho, Lee, & Chung, 2010; LaRose & Rifon, 2006; Lowry et al., 2012).

How can we reconcile the “rational” privacy calculus view on privacy decision making with the alternative heuristic view? The Elaboration Likelihood Model (ELM) is a “dual process theory” of attitude formation and decision making that integrates decision making processes with different degrees of elaboration (Petty & Cacioppo, 1986; Petty & Wegener, 1999). According to the ELM, people use two routes of processing to a varying extent: a central route (high elaboration) and a peripheral route (low elaboration). When predominantly taking the central route, people engage in a more effortful elaboration process (Zhang, 1996) and form their attitudes about a product based on a more careful assessment of the most relevant available information, such as: argument quality (Cacioppo, Petty, Kao, & Rodriguez, 1986a), messages that highlight the superiority of the product (Petty, Cacioppo, & Schumann, 1983), or distinctive features of the product (Lord, Lee, & Sauer, 1995). This central route is much in line with the privacy calculus. When predominantly taking the peripheral route, people instead perform a more heuristic evaluation, which often relies on superficial but easily accessible cues, such as their mood or general feelings, consensus heuristics (Slovic, Finucane, Peters, & MacGregor, 2004), the credibility and attractiveness of the message source (Petty & Cacioppo, 1986), or famous endorsers (Petty et al., 1983). Online, typical peripheral cues are website reputation (Shamdasani, Stanaland, & Tan, 2001), and design quality (Bansal, Zahedi, & Gefen, 2008), which is in line with the heuristic accounts of privacy decision making (Andrade et al., 2002; John et al., 2011; Y. Li, 2014).

How do we know under what circumstances participants use the central route, and under what circumstances the peripheral route? ELM research rarely endeavors to measure the amount of elaboration directly, but instead specifies two important variables that determine the extent to which someone uses the central or peripheral route: motivation and ability. Motivation for engaging in elaboration is in turn affected by personal/dispositional characteristics (e.g. need for cognition) or situational characteristics (e.g. personal relevance, involvement). Similarly, the ability to process presented information can be affected by personal characteristics (e.g. prior knowledge, expertise in subject matter) or situational factors (e.g. sufficient time, or lack of distraction) (Cacioppo, Petty, Kao, & Rodriguez, 1986b; Petty et al., 1983). In privacy research, the idea that elaboration depends on motivation and ability is corroborated by privacy scholars who have argued that people use shortcuts
and heuristics because they are incapable (Liu, Gummadi, Krishnamurthy, & Mislove, 2011; Madejski, Johnson, & Bellovin, 2012) or not motivated (Compañó & Lusoli, 2010) to perform an elaborate privacy calculus.

Several existing studies have applied the ELM to examine the formation of privacy-related attitudes and behavioral intentions (Angst & Agarwal, 2009; Lowry et al., 2012; Yang, Hung, Sung, & Farn, 2006; Zhou, 2012). Their findings suggest that the degree of elaboration indeed influences the relative impact of different types of privacy-related cues. For instance, people who have higher levels of privacy concern (i.e., higher motivation) and/or high privacy self-efficacy or low trait-anxiety (i.e. higher ability) are likely to engage in deep information processing. Consequently, their privacy-related attitudes or intentions are affected by central rather than peripheral cues. More specifically, Yang et al. (2006) examine the effect of objective information (a central cue) and third-party seals (a peripheral cue) on privacy assurance perceptions and, ultimately, trust. They find that the peripheral route is more prominent among people with low involvement or high trait-anxiety, while the central route is more prominent among people with high involvement and low trait-anxiety. When it comes to trust formation about mobile banking (Zhou, 2012) and websites (Bansal et al., 2008), central cues such as content-based arguments and information quality are more important for people with high levels of privacy concern and privacy self-efficacy, while superficial information such as structural assurances, design, company information and reputation are more important for people with low levels of privacy concern or privacy self-efficacy. In Angst and Agarwal’s (2009) study about users’ attitudes towards electronic health records, the strength of arguments are more likely to affect people with high privacy concerns and high involvement than those with low concerns and involvement.

The techniques to improve privacy-related attitudes that our study investigates range from ostensive yet superficial (e.g. reputation management) to technical (e.g. client-side personalization). Based on the extensive literature described above, we will use the ELM to study how users’ level of elaboration influences their evaluation of these techniques. In line with existing work, we argue that people with a high level of general privacy concerns (cf. motivation) and self-efficacy beliefs (cf. ability) are more likely to use the central route, while people with low levels of general privacy concerns and self-efficacy beliefs use the peripheral route. Consequently, we argue that users who predominantly use the peripheral route are likely to be convinced by ostensive yet superficial techniques, while users who predominantly use the central route are not likely convinced by superficial cues but rather by technical solutions.

**Shortcomings of existing privacy research**

There already exists a large body of IS research on privacy, and several studies have already looked into privacy of personalization (Awad & Krishnan, 2006; Chellappa & Sin, 2005; Sheng et al., 2008; Sutanto et al., 2013) or ELM in the context of privacy (Angst & Agarwal, 2009; Lowry et al., 2012; Yang et al., 2006; Zhou, 2012). We are arguably the first to combine these two topics in an empirical study. Moreover, our study setup allows us to address two additional shortcomings of existing privacy research, including privacy research using the ELM: the lack of integration and a certain lack of realism.

**Lack of integration**

As Smith et al. (2011) point out, most existing privacy studies cover only narrow subsections of the field of privacy, and there is a lack of integration. Our research is to our best knowledge one of the first works
(Knijnenburg and Kobsa (2013) are a notable exception) on personalization and privacy to develop a causal model that integrates:

- provider-controlled variables/features, such as its method of presentation to the user;
- personal traits, such as general privacy concerns and privacy self-efficacy beliefs;
- privacy-related attitudes, such as system-specific privacy concerns and perceived security;
- outcome expectations, such as self-anticipated satisfaction; and
- privacy-related behaviors, such as information disclosure.

Such a causal model will serve as a useful conceptual tool for specifying theoretical relationships among key determinants of user attitudes and behavior in the context of personalization.

*Lack of realism*

From a methodological perspective, our study is one of a few privacy studies that tests an integrative causal model specifying relationships between personal traits, attitudes and actual behavior in a realistic experiment. Previous research largely tested the role of privacy-related attitudes in generic surveys, or conducted experiments in hypothetical situations, focusing on behavioral intention rather than actual behavior. Numerous studies have demonstrated that people may have low intentions to disclose their personal information due to privacy concerns, but in reality often end up sharing their personal information anyway (Berendt, Günther, & Spiekermann, 2005; Spiekermann, Grossklags, & Berendt, 2001; Norberg, Horne, & Horne, 2007). To the extent that this so-called “privacy paradox” holds, associations between privacy concerns, attitudes, and behavioral intention may not be reflective of actual behavior (Smith et al., 2011). In fact, while it is well established that privacy concerns and attitudes influence intention, less evidence exists regarding the effect of privacy concerns and attitudes on actual behavior (Norberg et al., 2007). Though several studies have measured privacy-related attitudes and actual behaviors in realistic settings, they seldom integrate both into a comprehensive model/framework. Our study is a behavioral experiment in which 390 participants downloaded and installed a prototype of a smartphone-based personalization app and *actually* disclosed personal data to the system. Within this realistic (rather than hypothetical) user context, we tested the effects of personalization provider, personal traits, and privacy-related attitudes on actual disclosure behavior. This is arguably more valuable from a managerial perspective than studying the effects on behavioral intentions.

**Research Model and Hypothesis Development**

Our study investigates the perceptions participants have of the different characteristics of the personalization provider presented to them, and how these perceptions in turn influence their behavioral reactions. The results of our study allow us to answer the questions: (a) what can a personalization provider do to instill more favorable privacy-related attitudes, and to increase users’ disclosure?, and (b) under what conditions do different provider strategies have more or less desired effects on users’ attitudes and behaviors? We consider an unknown personalization provider as our baseline condition, and test the effects of three different arrangements that arguably influence disclosure. Specifically, we manipulate the characteristics of the personalization provider by telling participants that the recommendations they receive are provided by:

- American Personalization (baseline, a fictitious company with neutral reputation)
- Amazon (a well-known and highly reputable company, to test the effect of reputation)
• The cloud (a nameless entity, to test the effect of removing focus from a particular provider)  
• Client-side personalization (a technique that divulges no data to the provider, to test the effect of an actual privacy-preserving technology)

Drawing on the ELM and previous research on privacy and personalization, we developed a conceptual model (Figure 1) that specifies how this Provider manipulation (“Provider”) influences users’ attitudes and behaviors, and how these influences differ between users who predominantly use the central route and those who predominantly use the peripheral route.

Information disclosure was chosen as a main dependent variable, as it is the key behavioral outcome in the context of personalization and privacy (Hui, Teo, & Lee, 2007; B. P. Knijnenburg & Kobsa, 2013). As with most research on privacy and personalization (Chellappa & Sin, 2005; Kobsa & Teltzrow, 2005; Taylor et al., 2009), we predicted that disclosure is determined directly by two salient factors, namely System-specific Privacy Concerns (SPC) and anticipated benefits (operationalized here as Satisfaction [SAT]). Together with Perceived Privacy Protection (PPP), these variables mediate the effects of Provider on Disclosure.

Consistent with the ELM, we argue that Provider-related reputation management (i.e. the Amazon condition) would make ostensive yet superficial improvements over the baseline condition (i.e. American Personalization), susceptible to peripheral-route attitude formation only, while privacy-preserving technology (i.e. Client-side personalization) would additionally make an actual improvement, susceptible to both peripheral-route and central route processing. Regarding personalization in the Cloud, we are less optimistic: although referring to the personalization as happening in the cloud removes focus from the provider itself, studies have shown that users of cloud-based personalization do not entrust the cloud with sensitive data (Ion et al., 2011) and take protective actions when given this opportunity (Clark, Snyder, McCoy, & Kanich, 2015). In line with the ELM, we argue that “the cloud” is still an unfamiliar concept to most users (thereby reducing its peripheral-route effectiveness), and that deferring to the cloud still leaves the question of which entity actually manages the personal information unanswered (thereby reducing its central-route effectiveness).

Finally, based on existing privacy research that uses ELM, we argue that two privacy-related personal traits (i.e., general privacy concern [GPC] and privacy self-efficacy [PSE]) determine users’ elaboration likelihood. In line with this, we specified that GPC and PSE moderate the relative effect of different Provider characteristics on users’ privacy attitudes and the relative importance of different attitudes in influencing users’ disclosure behavior.

Figure 1 depicts these causal relationships between variables and hypotheses. We will discuss them in more detail below.
**Demographics disclosure (DEM) and context disclosure (CON)**

As our study concerns a realistic experiment, users’ actual information disclosure is the main dependent variable. Though current privacy literature commonly treats information disclosure as a one-dimensional behavior, recent studies have revealed that it is rather a multidimensional construct, in the sense that different types of information can be distinguished, which are disclosed to a different extent by different people (B. P. Knijnenburg, Kobsa, & Jin, 2013a). As such, our study considers two previously distinguished factors of information disclosure (B. P. Knijnenburg & Kobsa, 2013): demographics (DEM; self-reported personal information) and context (CON; system-tracked smartphone usage data). We postulate that the determinants of information disclosure behavior may influence each factor to a different extent, and we therefore formulate separate hypotheses for each factor. However, we predict that the two factors correlate with each other since they refer to the same higher-level construct, information disclosure. Hence, we postulate the following hypothesis:

**H1:** Demographics disclosure (DEM) and context disclosure (CON) are two separate but correlated factors.
**System-specific Privacy Concerns (SPC) and Satisfaction (SAT)**

Numerous privacy studies have revealed that *privacy concern* and *satisfaction with the system* are central determinants for information disclosure in personalization. People are likely to withhold information when they are concerned about their privacy, but are at the same time likely to disclose personal data and forgo privacy in return for anticipated benefits from personalization (Chellappa & Sin, 2005; Kobsa & Teltzrow, 2005; Taylor et al., 2009; Xu et al., 2011). As such, we identified these two factors (i.e., System-specific Privacy Concerns [SPC] and Satisfaction [SAT]) as the main determinants of information disclosure behavior, and hypothesize them to have a direct impact on disclosure behavior.

H2: System-specific Privacy Concerns (SPC) have a negative impact on demographics disclosure (DEM; H2a) and context disclosure (CON; H2b).

H3: Satisfaction (SAT) has a positive impact on demographics disclosure (DEM; H3a) and context disclosure (CON; H3b).

We also posit that SPC has a negative impact on SAT. Privacy concerns are salient elements affecting the user experience of personalization systems (Teltzrow & Kobsa, 2004). Specifically, people may have certain expectations about privacy, and they may use these expectations as key evaluation standards in determining their satisfaction with online services (Chen, Huang, & Muzzerall, 2012; Fox et al., 2000). Hence, people who feel that personal data collection is intrusive or uncomfortable (i.e. people with high SPC) are less likely to be satisfied with a personalized service (Lukaszewski, Stone, & Stone-Romero, 2008). Therefore, we advance the following hypothesis:

H4: System-specific Privacy Concerns (SPC) have a negative impact on Satisfaction (SAT).

**Perceived Privacy Protection (PPP) and Provider Characteristics**

We define Perceived Privacy Protection (PPP) as the degree to which people believe that the personalization provider protects their personal information. This construct is essential in measuring participants’ evaluation of the Provider-related conditions we introduce. The construct is related to perceived security (Chellappa, 2008; Shin, 2010), privacy protection belief (Han Li, Sarathy, & Xu, 2010), perceived (website) privacy protection (Metzger, 2004), and trust in an organization/provider (Bhattacherjee, 2002; Zimmer, Arsal, Al-Marzouq, & Grover, 2010), and it is inverse to perceived risk (Norberg et al., 2007). Given that privacy is considered a problem of uncertainty or risk (Acquisti & Grossklags, 2008), perceived protection is likely to play a key role in determining user attitudes and behavior. Conceptually, PPP and System-specific Privacy Concerns (SPC) should be interrelated to the extent that perceived protection of personal information influences how concerned an individual is about the information collection: the safer an individual believes the information is, the less s/he minds it being collected. Empirically, previous research on privacy has demonstrated the interrelatedness among those factors (Chen et al., 2012; Dinev & Hart, 2004, 2006). Hence, we predict the following:

H5: Perceived Privacy Protection (PPP) has a negative impact on System-specific Privacy Concerns (SPC).

In our study we tested the effect of different techniques that a budding personalization provider (operationalized as American Personalization) can use to instill more favorable privacy related attitudes
disclosure: increasing its reputation (i.e. becoming as reputable as Amazon), hiding its brand by referring to the personalization as happening in “the cloud”, or implementing a privacy-enhancing technology (i.e. client-side personalization). Users observe these techniques as Provider Characteristics, and we hypothesize that these characteristics influence users’ Perceived Privacy Protection (PPP):

H6: On average, the manipulated Provider characteristics significantly influence Perceived Privacy Protection (PPP).

As mentioned earlier, though, we argue that the effects of these different characteristics depend on the user’s level of elaboration. The following section defines the specific hypotheses regarding these effects.

The moderating role of General Privacy Concerns (GPC) and Privacy Self-Efficacy (PSE)

One of the primary aims of our study is to examine how the effects of our provider characteristics change under central- versus peripheral-route decision making. We operationalize the concepts of motivation and ability (which are known to determine users’ level of elaboration) by General Privacy Concerns (GPC) and Privacy Self-Efficacy (PSE), respectively, and test their moderating effect on the relationship between privacy-related cues and users’ attitudes.

Moderating the effect of Provider on Perceived Privacy Protection (PPP)

As Figure 1 shows, we predict that General Privacy Concerns (GPC) and Privacy Self Efficacy (PSE) moderate the relationship between Provider and Perceived Privacy Protection (PPP). GPC is defined as a privacy-related personal trait, shaped through an individual’s overall online experiences (Miyazaki & Fernandez, 2001). Previous studies on ELM in privacy have used GPC as a measure of one’s motivation to engage in issue-relevant thinking and cognitive elaboration when making privacy-related decisions (Bansal et al., 2008; Zhou, 2012). Privacy issues are of central importance to people with high levels of GPC, and those individuals will thus be more motivated to undertake closer scrutiny of the features of the personalization provider, making systematic use of issue-relevant cues and information. People with low levels of GPC, on the other hand, will be less motivated to scrutinize the features of the personalization provider, and are thus more likely to use ostensive yet superficial cues in their evaluation process. As such, we predict that GPC plays a moderating role in determining the relative impact of Provider on the formation of provider-related privacy attitudes. Specifically, people with high levels of GPC will perceive less protection, unless the provider relies on privacy-enhancing techniques such as client-side personalization:

H7: General Privacy Concerns (GPC) moderate the relationship between Provider and Perceived Privacy Protection (PPP). Specifically, PPP is likely to be lower for people with high levels of GPC, except for those who use client-side personalization (an actual privacy-enhancing technology).

In a similar vein, Privacy Self-Efficacy (PSE) is related to one’s ability to engage in cognitive elaboration of privacy-related cues and information (Bansal et al., 2008; Zhou, 2012). PSE refers to a person’s belief in her capabilities and cognitive resources required to cope with privacy-related problems (Larose & Rifon, 2007). The ELM suggests that people who are equipped with more knowledge and resources (e.g., high PSE) are more able to engage in extensive elaboration. In contrast, those with low ability (e.g., low PSE) will elaborate less and are more likely to rely on decisional shortcuts (Slovic et al., 2004)—cues that help
them decide without needing to engage in cognitively elaborate processes. As such, we predict that PSE plays a moderating role in determining the relative impact of Provider on the formation of provider-related privacy attitudes. Specifically, people with high levels of PSE will perceive less protection, unless the provider relies on privacy-enhancing techniques:

H8: Privacy Self-Efficacy (PSE) moderates the relationship between Provider and Perceived Privacy Protection (PPP). Specifically, PPP is likely to be lower for people with high levels of PSE, except for those who use client-side personalization.

To sum up, the effect of the different provider characteristics depends on the user’s elaboration likelihood. Specifically:

• Generally, people with higher motivation and ability will be more skeptical about the privacy protection offered by the provider. In the “American Personalization” condition (the baseline), users who use more central-route processing (i.e. who have a high level of General Privacy Concerns [GPC] and/or Privacy Self-Efficacy [PSE]) therefore have lower levels of Perceived Privacy Protection (PPP) than users who use more peripheral route processing.

• Reputation management may increase perceived protection in the peripheral route. Participants who predominantly use the peripheral route will therefore have higher levels of PPP in the Amazon condition than in the American Personalization condition. However, reputation management may only work in the peripheral route, so users in the Amazon condition who use more central route processing will have lower levels of PPP than those who use more peripheral route processing.

• Privacy-enhancing techniques, on the other hand, do result in a perception of adequate protection both in the central route and in peripheral route. Therefore, we predict that client-side personalization users who use central-route and peripheral-route processing will have a similar level of PPP. In other words, unlike the other conditions, PPP in the client-side condition will not be lower for users who use more central route processing; for users who use more central route processing, client-side personalization thus has an advantage over other methods.

• Finally, although referring to the personalization as happening in the cloud removes focus from the provider itself, “the cloud” is still an unfamiliar concept, and deferring to the cloud still leaves the question of which entity actually manages the personal information unanswered. Therefore, cloud-based personalization results in lower levels of PPP for both peripheral and central route users.

*Moderating the effect of System-specific Privacy Concerns (SPC) on Satisfaction (SAT)*

We also posit that General Privacy Concerns (GPC) and Privacy Self-Efficacy (PSE) moderate the relationship between System-specific Privacy Concerns (SPC) and Satisfaction (SAT). In general, privacy concerns are salient elements affecting the user experience of personalization systems (Teltzrow & Kobsa, 2004). Specifically, people may have certain expectations about privacy, and they may use these expectations as key evaluation standards in determining their satisfaction with online services (Chen et al., 2012; Fox et al., 2000).

Extending the ELM perspective, we posit that GPC and PSE will moderate the impact of SPC on SAT. In brief, privacy-related attitudes are more salient and have more impact on overall satisfaction for those who are motivated (GPC) and able (PSE) to reflect upon these attitudes. Hence, high GPC and PSE will lead to a stronger impact of SPC on SAT. Therefore, we advance the following hypotheses:
H9: General Privacy Concerns (GPC) moderate the relationship between System-specific Privacy Concerns (SPC) and Satisfaction (SAT). Specifically, the effect of SPC on SAT will be stronger for people with high levels of GPC.

H10: Privacy Self-Efficacy (PSE) moderates the relationship between SPC and SAT. Specifically, the effect of SPC on SAT will be stronger for people with high levels of PSE.

Online Experiment

Procedure

We test the developed hypotheses in an online experiment with a smartphone app that gives personal recommendations on a wide variety of topics. We summarize this experiment here, while Appendix 1 provides more details including screen shots.

The experiment started with an online survey at the survey website ‘instantly’, which introduced participants to an Android app named Check-it-Out (CiO) that purportedly tracks and analyzes their smartphone use as input for its recommendations. It then presents the personalization provider (consistent with the condition to which a participant was assigned; see below), as well as three examples of the personalized services of Check-it-Out.

To verify participants’ comprehension (which we deemed important for the validity of the experiment), the survey asks 15 questions about the personalized services that Check-it-Out provides, the whereabouts of participants’ collected personal data, and the location at which the personalization logic is performed. Participants then install the Check-it-Out app on their own smartphones, and answer the demographics and context data requests under the pretense that Check-it-Out would give better recommendations if it has additional information about them.

Once participants install the “Check-it-Out” app, the introduction screen explains once again what happens with the personal information they are about to submit (consistent with the assigned experimental condition; see below). The app subsequently asks participants for various kinds of demographic information, alternating with requests for permission to track various aspects of their smartphone usage context. Table 1 in the Results section lists these questions and the order in which they appear. Participants are free to decline the answer or permission for any request.

After answering all demographics and context data requests, participants return to the online survey and answer the survey items that are listed in Table 2 of the Results section.

Experimental conditions

In the experiment, we manipulate the personalization provider in a way that allows us to argue about the effectiveness of different strategies to instill more favorable privacy-related attitudes and increase users’ disclosure. We consider an unknown personalization provider as our baseline condition, and test the effects of three methods to increase disclosure. Each method has implications for the whereabouts of participants’ collected personal data, which are described as follows:
• American Personalization: “all data is sent to American Personalization”
• Amazon: “all data is sent to Amazon”
• The cloud: “all data is sent to the Cloud”
• Client-side personalization: “all data remains on your smartphone”

The introductory survey explains these implications to participants in detail, and verifies their understanding through comprehension questions. Moreover, the introductory screen of the CiO app explains to users what will happen with their personal data: In the client-side condition, the app informs participants that all entered data will remain on their phone, and participants are encouraged to turn off their network connection. In the three other conditions, participants are told that the data they enter will be sent to American Personalization / Amazon / the Cloud, respectively. If their network connection is disabled, participants are asked to turn it on; the app does not proceed otherwise.

Subjects

We recruited study participants through the crowdsourcing platform Mechanical Turk (MTurk) and a similar corporate service, and posted recruitment ads on Craigslist in eight metropolitan areas across the US. Since MTurk’s General Policies do not allow HITs that require workers to download software, we followed Kanich, Checkoway and Mowery (2011) and gave participants a choice between the full study including app download, or merely completing the survey part for a much lower reward. 63.5% of those who chose this latter option indicated that they did not own an Android phone. We found no significant differences in privacy concerns between those who chose to download the CiO app and this “control group” that did not, allaying fears that only the less privacy concerned would self-select to download the app.

The data of 390 subjects 3) was used in the statistical analysis. 9 subjects with a very short interaction time (less than 9:40 minutes) were removed from the analysis. Their average score on the 15-item comprehension test was 13.4 out of 15 (with only 8 subjects lower than 10), which we regarded as a very satisfactory level of comprehension of the selected personalization condition and its privacy implications.

Measurements

Behavioral measure: Information disclosure

We tracked participants’ interactions with the CiO app to measure their disclosure behavior. In line with Knijnenburg et al. (2013a), we treat demographics and context disclosure as two distinct behavioral factors. The 12 demographics items and 12 context items are taken from Knijnenburg and Kobsa (2013). Table 1 displays the results of the confirmatory factor analysis (CFA) for the 24 disclosures. Since the indicators are dichotomous, we used a weighted least squares estimator that treats the items as ordered-categorical, thereby not assuming multivariate normality.

Among the observed behaviors, not a single participant agreed to disclose their credit card purchases, so this item had to be removed from the analysis due to zero variance. Moreover, the initial scale-refinement process suggested 3 additional items (“phone data plan”, “household composition”, and “field of work”) should be removed due to low communality ($R^2$-values of 0.467, 0.451 and 0.419
respectively, with the next-lowest $R^2$ being .568). As shown in Table 1, the two factors had a low to moderate positive correlation, good convergent validity (AVE > .50, Cronbach’s alpha > .70) and good discriminant validity (square root of AVE larger than the factor correlation). This confirms H1, which states that Demographics and Context disclosure are two separate but positively correlated factors.

<table>
<thead>
<tr>
<th>Type of data</th>
<th>Seq. #</th>
<th>Item</th>
<th>Disclosure</th>
<th>Factor loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td>1</td>
<td>Phone data plan</td>
<td>94.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Household composition</td>
<td>87.4%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Field of work</td>
<td>91.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>Housing situation</td>
<td>85.9%</td>
<td>0.790</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Relationship status</td>
<td>93.6%</td>
<td>0.825</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>Children</td>
<td>90.0%</td>
<td>0.966</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>Household income</td>
<td>80.8%</td>
<td>0.872</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>Household savings</td>
<td>66.7%</td>
<td>0.848</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>Household debt</td>
<td>68.5%</td>
<td>0.790</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>Race</td>
<td>93.1%</td>
<td>0.822</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>Political preferences</td>
<td>82.8%</td>
<td>0.771</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>Workout routine</td>
<td>85.1%</td>
<td>0.798</td>
</tr>
<tr>
<td>Context</td>
<td>2</td>
<td>Recommendation browsing</td>
<td>79.5%</td>
<td>0.790</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Location</td>
<td>50.5%</td>
<td>0.805</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>App usage</td>
<td>72.8%</td>
<td>0.864</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>App usage location</td>
<td>56.2%</td>
<td>0.902</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>App usage time</td>
<td>70.5%</td>
<td>0.949</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Web browsing</td>
<td>56.9%</td>
<td>0.824</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>Calendar data</td>
<td>49.7%</td>
<td>0.753</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>E-mail messages</td>
<td>16.4%</td>
<td>0.771</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>Phone model</td>
<td>83.3%</td>
<td>0.819</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>Accelerometer data</td>
<td>58.2%</td>
<td>0.811</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>Microphone</td>
<td>17.9%</td>
<td>0.769</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>Credit card purchases</td>
<td>0.0%</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Items requested by Check-it-Out

Post-experimental questionnaire

In the post-experimental questionnaire, we measured 5 subjective factors using 29 statements for which users were asked to state their agreement or disagreement on a 7-point scale:

Self-anticipated satisfaction with Check-it-Out (SAT): participants’ anticipated outcomes of, or experience with the personalization system. Note that users do not actually get to use the system, hence the anticipated nature of this construct. SAT is similar to the “preference for benefits” constructs in (Hui, Tan, & Goh, 2006), “disclosure-privacy benefits” in (Xu et al., 2009) and “perceived benefits of info disclosure” in (Xu et al., 2011). The items are taken from Knijnenburg and Kobsa (2013), and were originally developed for the framework of user-centric evaluation of recommender systems by Knijnenburg et al. (2012).

System-specific privacy concerns (SPC): participants’ concerns with the amount and the sensitivity of the information that CiO collects. This factor is a system-specific analogy to the “collection” factor of the
Internet Users Information Privacy Concerns scale (Malhotra, Kim, & Agarwal, 2004). Its items are taken from the “perceived privacy threats” factor of Knijnenburg and Kobsa (2013).

**Perceived privacy protection (PPP):** users’ perception of protection (or, inversely, the fear of absence of that protection) by the provider against unintended use of the data (either by the provider or a third party). This factor is a provider-specific analogy to the “unauthorized secondary use” and “improper access” factors of the Concern For Information Privacy scale (Smith, Milberg, & Burke, 1996) and borrows from the benevolence sub-construct of trust (Mayer, Davis, & Schoorman, 1995). Its item definitions were informed by (Bhattacherjee, 2002; Chellappa, 2008; Pirim, James, Boswell, Reithel, & Barkhi, 2008; Shin, 2010).

**General online privacy concern (GPC):** users’ concern about the collection and misuse of personal data by online companies. GPC can be seen as a personal trait; a general feeling of concern that is not directed to any specific system or company. The items for this construct are taken from the “collection concerns” construct in (B. P. Knijnenburg & Kobsa, 2013), which is an expansion of the “collection” factor or the Internet Users’ Information Privacy Concerns scale (Malhotra et al., 2004), which is in turn adapted from the “collection” factor of the Concern For Information Privacy scale (Smith et al., 1996).

**Privacy self-efficacy (PSE):** users’ feeling of empowerment to engage in privacy protection behaviors, such as the use of privacy enhancing technologies. We used the “privacy self-efficacy” scale developed by Larose & Rifon (2007).

Table 2 displays the results of the confirmatory factor analysis (CFA) for the 29 items, and Table 3 shows the correlations between factors. The initial scale-refinement process suggested 11 items should be removed:

- 6 items had low communalities (SPC2, R² = .324; SPC3, R² = .318; GPC3, R² = .173; GPC5, R² = .212; PSE1, R² = .397; PSE5, R² = .437; the next-lowest R² = .547).
- 3 items were subsequently removed due high residual cross-loadings with other factors (PSE10 with SPC, χ² = 47.29; PSE8 with PPP, χ² = 30.76; and PSE2 with PPP, χ² = 41.28).
- 2 items were removed because of theoretical misfit with the defined construct (SAT6 measured usage intentions rather than satisfaction, SPC5 measured disclosure risk rather than concerns about data collection).

As shown, the factors had a good convergent and discriminant validity.

<table>
<thead>
<tr>
<th>Subjective construct</th>
<th>Items</th>
<th>Factor loading</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Self-anticipated satisfaction</strong> with Check-it-Out (SAT)</td>
<td>Check-it-Out is useful</td>
<td>0.898</td>
</tr>
<tr>
<td>Alpha: 0.92</td>
<td>Using Check-it-Out makes me happy</td>
<td>0.885</td>
</tr>
<tr>
<td>AVE: 0.751</td>
<td>Using Check-it-Out is annoying</td>
<td>−0.703</td>
</tr>
<tr>
<td></td>
<td>Overall, I am satisfied with Check-it-Out</td>
<td>0.925</td>
</tr>
<tr>
<td></td>
<td>I would recommend Check-it-Out to others</td>
<td>0.903</td>
</tr>
<tr>
<td></td>
<td>I would quickly abandon using this system</td>
<td></td>
</tr>
<tr>
<td><strong>System-specific privacy concern</strong> (SPC)</td>
<td>Check-it-Out has too much information about me</td>
<td>0.756</td>
</tr>
<tr>
<td>Alpha: 0.76</td>
<td>Check-it-Out does not know anything I would be uncomfortable sharing with it</td>
<td></td>
</tr>
<tr>
<td></td>
<td>I felt tricked into disclosing more information than I wanted</td>
<td></td>
</tr>
<tr>
<td></td>
<td>I find the questions intrusive that Check-it-Out asks me</td>
<td>0.847</td>
</tr>
</tbody>
</table>
To evaluate the difference in effects when users use the peripheral versus the central route, we classify participants into different groups based on their level of General Privacy Concerns (GPC) and Privacy Self-Efficacy (PSE). We employ a mixture factor analysis (MFA) with a varying number of classes to find the optimal classification of users according to their level of GPC and PSE. We find that a four-class solution is the best (i.e. a Lo-Mendel-Rubin adjusted LRT test shows that the five-class solution does not fit significantly better; \( p = .077 \)), resulting in the following classes:

1. Low concerns and efficacy \([\text{GPC}_{\text{low}}, \text{PSE}_{\text{low}}]\): 85 participants
2. Low concerns but high efficacy \([\text{GPC}_{\text{low}}, \text{PSE}_{\text{high}}]\): 132 participants
3. High concerns but low efficacy \([\text{GPC}_{\text{high}}, \text{PSE}_{\text{low}}]\): 116 participants
4. High concerns and efficacy \([\text{GPC}_{\text{high}}, \text{PSE}_{\text{high}}]\): 57 participants
We use these classes to dichotomize GPC and PSE (i.e. we assign GPC = low (0) to classes 1 and 2, GPC = high (1) to classes 3 and 4, PSE = low (0) to classes 1 and 3, and PSE = high (1) to classes 2 and 4).

Results

We tested our hypotheses using structural equation modeling (SEM). To overcome identification problems, we modeled demographics and context disclosure (DEM and CON) as a set of dichotomous repeated measures rather than a set of latent factors. Moreover, we dichotomized General Privacy Concerns (GPC) and Privacy Self-Efficacy (PSE) using the clustering results presented above.

We tested our hypotheses in four iterative steps, improving the model based on empirical evidence in each step. First, to estimate all main effects and check for misspecifications of these effects, we tested a model without moderating effects of GPC and PSE. Inspecting the coefficients and modification indices of this model, we made the following changes:\footnote{51}

- Remove the effect of System-specific Privacy Concerns on context disclosure (SPC → CON; H2b), not significant ($p = .126$)
- Remove the effect of Satisfaction on demographics disclosure (SAT → DEM; H3a), not significant ($p = .139$)
- Add a direct effect of provider on System-specific Privacy Concerns (Provider → SPC), large modification index ($p < .001$)
- Add a direct effect of Perceived Privacy Protection on Satisfaction (PPP → SAT), large modification index ($p < .001$)

We then introduced the moderating effects of General Privacy Concerns (GPC) and Privacy Self-Efficacy (PSE). Note that (per convention) this model also includes main effects of GPC and PSE on Perceived Privacy Protection (PPP) and Satisfaction (SAT). Inspecting the coefficients and modification indices of this model, we made the following final changes:

- Remove the moderating effect of Privacy Self-Efficacy on the effect of provider on Perceived Privacy Protection (PSE x Provider → PPP), not significant ($p = .255$)
- Add a main effect of General Privacy Concerns on System-specific Privacy Concerns (GPC → SPC), large modification index ($p < .001$)
- Add a main effect of General Privacy Concerns on context disclosure (GPC → CON), large modification index ($p = .001$)

The final model had an excellent fit ($\chi^2(749) = 715.89, p = .80; \text{RMSEA} = .000, 90\% \text{ CI: [.000, .006]; CFI = 1.00}$). The model and the estimates of its path coefficients are presented in Figure 2. We see how users in different elaboration modes evaluate the perceived privacy protection of the provider, which influences their system-specific privacy concern, their self-anticipated satisfaction, and eventually their disclosure.
The most interesting aspect of our model is the variation in the effects of Provider on Perceived Privacy Protection (PPP), and of System-specific Privacy Concerns (SPC) on Satisfaction (SAT) for the different elaboration modes. The overall effect of Provider on PPP is significant ($\chi^2(3) = 72.449, p < .001$) and the effect differs significantly ($p = .003$) for people with different levels of General Privacy Concerns (GPC). Assuming that people with low GPC are more inclined to use the peripheral route and people with high GPC the central route, we find that:

- For American personalization, users who predominantly use the central route feel less protected than users who predominantly use the peripheral route ($\beta_{\text{difference}} = -1.007, p < .001$).
- Client-side personalization is not seen as more protective than American Personalization in the peripheral route ($\beta = .067, p = .64$). However, in contrast to American Personalization, the privacy protection afforded by Client-side personalization is the same in both routes ($\beta_{\text{difference}} = -.053, p = .76$). Participants who predominantly use the peripheral route think that Amazon protects them more ($\beta = .649, p < .001$), while this effect is significantly lower when they predominantly use the central route ($\beta_{\text{difference}} = -.685, p < .001$).
- Participants who predominantly use the peripheral route think that personalization in the Cloud is marginally worse in terms of protection than at American Personalization ($\beta = -.394, p = .067$), and they think it is even worse when they predominantly use the central route ($\beta_{\text{difference}} = -.465, p = .022$).

The overall effect of System-specific Privacy Concerns (SPC) on Satisfaction (SAT) is significant ($\beta = -.511, p < .001$), but as Figure 2 shows, General Privacy Concerns (GPC) and Privacy Self-Efficacy (PSE) each moderate the effect. The moderation effects are additive, i.e. the two-way interactions of GPC x SPC →

---

**Figure 2: Final model and estimates of its path coefficients**

The following table illustrates the coefficients for each variable:

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>Statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPC_high</td>
<td>1.4%</td>
<td>0.4%</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>GPC_low</td>
<td>0.4%</td>
<td>0.2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSE_high</td>
<td>1.2%</td>
<td>0.8%</td>
<td></td>
<td>.64</td>
</tr>
<tr>
<td>PSE_low</td>
<td>0.6%</td>
<td>0.2%</td>
<td></td>
<td>.067</td>
</tr>
<tr>
<td>Am.Pers.</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Client-side</td>
<td>-10.007</td>
<td>(2.003)</td>
<td>**</td>
<td>.003</td>
</tr>
<tr>
<td>Amazon</td>
<td>.454 (.149)**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cloud</td>
<td>-11.002 (.141)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provider</td>
<td>18.144 (.304)**</td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>PPP</td>
<td>-1.007 (2.003)**</td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>SPC</td>
<td>-.183 (.044)**</td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>SAT</td>
<td>.130 (.029)**</td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>DEM</td>
<td>.478 (.053)**</td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>CON</td>
<td>-.322 (.097)**</td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>CON</td>
<td>-.181 (.082)</td>
<td>p = .028</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAT</td>
<td>-.502 (.139)**</td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>SAT</td>
<td>-.618 (.144)**</td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>SAT</td>
<td>-.445 (.053)**</td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>SAT</td>
<td>-.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAT</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
SAT and PSE x SPC → SAT were significant while the three-way interaction of GPC x PSE x SPC → SAT was not. The moderations result in the following effects:

• For participants with low GPC and PSE, there is only a small effect of SPC on SAT: \( \beta = -.181, p = .028 \).
• For participants with low GPC but high PSE, there is an effect: \( \beta = -.683, p < .001 \).
• For participants with high GPC but low PSE, there is also an effect: \( \beta = -.799, p < .001 \).
• The largest effect is for participants with high GPC and PSE (the effects are additive): \( \beta = -1.301, p < .001 \).

Given that people with high GPC and high PSE are more inclined to use the central route than people with low GPC and low PSE, we argue that central route processing leads to a stronger effect of SPC on SAT than peripheral route processing.

Figure 3: Total effects of provider on SPC, SAT, and disclosure (DEM and CON)

The effects presented in the model create an interesting interplay between direct and mediated effects, some moderated by General Privacy Concerns (GPC) and Privacy Self-Efficacy (PSE), and some not. This leads to the total effects of Provider on System-specific Privacy Concerns (SPC), Satisfaction (SAT), and disclosure (DEM and CON) displayed in Figure 3. These graphs show that while low-GPC users in the Amazon condition report the highest Perceived privacy Protection (PPP; which in turn reduces their SPC), the Amazon condition also has a direct positive effect on SPC, largely negating the benefit it receives from perceived protection (see Figure 3, top left). As a result, only the users with low GPC and
PSE perceive a higher SAT in the Amazon condition; users with either high GPC or high PSE (or both) perceive more satisfaction in the Client-side condition (see Figure 3, top right). Ultimately, this leads to a very small increase in demographics (DEM) and context (CON) disclosure in the Client-side condition (a 2.7% and 8.5% increase, respectively).

Discussion

This study investigates techniques to instill more favorable attitudes towards personalization and increase disclosure by manipulating characteristics of the personalization provider. Using the ELM, we also specify conditions under which the manipulated provider characteristics have more or less impact on users’ beliefs and attitudes. Finally, we propose an integrative research model that specifies the relationships between these manipulations, privacy attitudes, and actual disclosure behavior.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Effect</th>
<th>Confirmed</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>DEM ↔ CON</td>
<td>Yes</td>
</tr>
<tr>
<td>H2a</td>
<td>SPC → DEM</td>
<td>Yes</td>
</tr>
<tr>
<td>H2b</td>
<td>SPC → CON</td>
<td>No</td>
</tr>
<tr>
<td>H3a</td>
<td>SAT → DEM</td>
<td>No</td>
</tr>
<tr>
<td>H3b</td>
<td>SAT → CON</td>
<td>Yes</td>
</tr>
<tr>
<td>H4</td>
<td>SPC → SAT</td>
<td>Yes</td>
</tr>
<tr>
<td>H5</td>
<td>PPP → SPC</td>
<td>Yes</td>
</tr>
<tr>
<td>H6</td>
<td>Provider → PPP</td>
<td>Yes</td>
</tr>
<tr>
<td>H7</td>
<td>GPC x Provider → SPC</td>
<td>Yes</td>
</tr>
<tr>
<td>H8</td>
<td>PSE x Provider → SPC</td>
<td>No</td>
</tr>
<tr>
<td>H9</td>
<td>GPC x SPC → SAT</td>
<td>Yes</td>
</tr>
<tr>
<td>H10</td>
<td>PSE x SPC → SAT</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 4: Summary of hypothesis testing

Table 4 summarizes the results of our hypothesis testing. Overall, the findings provide support for most hypotheses: people distinguish between demographics (DEM) and context (CON) disclosure (H1); disclosure is affected primarily by System-specific Privacy Concern (SPC) (H2a) and self-anticipated satisfaction (SAT) (H3b); and significant relationships exist between SPC and SAT (H4), Perceived Privacy Protection (PPP) and SPC (H5), and provider characteristics and PPP (H6).

More importantly, the findings highlight the alternative processes or mechanisms through which people evaluate privacy protection (PPP) and outcomes (SAT) when using a personalization system. Specifically, in line with H7 and the ELM, the effect of Provider on PPP indeed differed for participants with low versus high levels of General Privacy Concerns (GPC). Participants with high GPC perceived less protection except when they happened to use the client-side personalization version of Check-it-Out. This confirms that participants who predominantly used the peripheral route as well as those who predominantly used the central route perceived this technique as adequate privacy protection. On the other hand, reputation management (i.e. becoming as reputable as Amazon) was perceived as adequate protection only by those participants who predominantly used the peripheral route. Referring to the personalization as happening in “the cloud” resulted in a lower perceived protection in either route.

Similarly, consistent with H9 and H10, the degree to which System-specific Privacy Concerns (SPC) influence Satisfaction (SAT) depends on individual differences in users’ motivation and ability to attend
to privacy-related factors. Specifically, SPC has a stronger impact on the satisfaction of participants who predominantly used the central route (i.e. high General Privacy Concerns [GPC] and/or Privacy Self-Efficacy [PSE]), compared to participants who predominantly used the peripheral route (i.e. low GPC and/or PSE).

Our confirmation of H9 is in line with Joinson et al. (2010), who find that trust mediates the effects of privacy concerns, and that trust can even compensate for high levels of privacy concerns. We consider SPC to be a sub-component of trust, and we can therefore confirm that trust mediates the effect of privacy concerns on satisfaction and disclosure (GPC → SPC → DEM and GPC → SPC → SAT → CON). Moreover, for participants with high concerns (GPC	extsubscript{high}), trust (SPC) has a relatively stronger effect on Satisfaction, which implies that higher levels of trust can indeed compensate the effects of high levels of privacy. This is clearly visible in the graphs for Satisfaction in Figure 3: The effect of privacy concerns (i.e. the difference between GPC	extsubscript{low} and GPC	extsubscript{high}) is weakest for the condition that receives the most trust (i.e. the lowest SPC), namely Client-side personalization.

Though the findings support most hypotheses in this study, we failed to find support for three hypotheses. The non-significant relationships between System-specific Privacy Concerns (SPC) and Context disclosure (CON; H2b) and Satisfaction (SAT) and Demographics disclosure (DEM; H3a) can be explained by the multidimensional nature of information disclosure behaviors as described above. Further, it is worthwhile to note that the moderating effect of Privacy Self-Efficacy (PSE) on the relationship between Provider and Perceived Privacy Protection (PPP; H8) was not significant. A possible reason for this is that provider characteristics are beyond the users’ control; therefore, users’ self-efficacy is arguably neither a limiting nor a motivating factor in elaborating on the implications of these provider characteristics. In this specific case it thus makes sense that users’ use of the peripheral versus the central processing route is primarily governed by motivation, rather than ability.

**Limitations and future work**

This study has some limitations that point out directions for future research. First, although this study aimed to develop an integrative theoretical model, we nevertheless needed to focus on a relatively small number of central constructs in order to make the model as parsimonious and comprehensible as possible. We therefore disregarded some potentially significant factors, such as trust whose role has been documented in prior privacy and personalization research (Briggs et al., 2004; Chellappa & Sin, 2005; Sherrie Y. X. Komiak & Benbasat, 2006). We decided to exclude the construct of trust in favor of some of the *sub-constructs* of trust that are represented by other variables in our model: our notion of perceived protection (PPP) is related to the sub-construct of “benevolence” and privacy concern (SPC) is related to “integrity.” However, we suggest that our research model should be further validated and extended by exploring the role of other important factors, such as trust and prior experience.

Second, although we designed the experiment in such a way that participants disclosed their personal information to an *actual* Android app, the app itself did not give any real personalized recommendations in return. Beyond some generic introductory examples, users were thus left in the dark regarding the quality of the recommendations that would result from their disclosed information. This experimental design mimics real life usage of personalized apps, where permissions have to be given before the system can be used. Users have to rely on their self-anticipated rather than post-usage attitudes when making disclosure decisions.
A personalized system could however also operate “conversationally” and already give users recommendations based on the first few pieces of disclosed information, further improving the personalization with additional disclosures. Such a system, which we currently develop, would allow for a more direct measurement of the privacy-personalization paradox since users could trade off the privacy sensitivity of each item with the actually observed (rather than anticipated) benefits in terms of personalization quality improvements. Moreover, such system could collect actual context data, and a study with this system could run for an extended time period in order to see if users change the context data collection settings over time.

Finally, as we made a first foray into user perceptions of client-side and cloud-based personalization, these experimental conditions do not probe into the different mechanisms that could be used to implement and support these types of personalization. For example, for client-side personalization one could further investigate the following questions: How does a system “prove” that data are not being transmitted (without telling users to just switch off their Internet connection)? How are client-side data stored securely on the device? How can these data be transferred to a new device? Similarly, for cloud-based personalization one could investigate the following questions: Where does the data reside? Who has access to the data? Who is responsible for the security of the data? In the current paper we investigated users’ initial perceptions only; future work could further unpack the implications of specific implementations of client-side and cloud-based personalization.

Managerial implications

Managers and personalization providers will benefit from our integrative theoretical approach focusing on actual behavior. For instance, if observed user behaviors do not meet their expectations (e.g., low levels of information disclosure), the integrative causal model can allow them to identify those user attitudes that they will need to improve to bring about the desired behavior. To do this, they can use – but are not limited to – the techniques presented in this paper: reputation management, “cloud branding”, or client-side personalization. Importantly, they can use our findings from the ELM to argue which market segment is most likely to be susceptible to these techniques: people with low or rather high privacy concerns and privacy self-efficacy. Our findings show that people place varying degrees of importance on different types of provider characteristics when forming judgments on privacy protection and (ultimately) information disclosure. When catering to an audience with a wide range of privacy preferences, a mixed strategy of reputation management and privacy-preserving personalization techniques therefore seems to be the best solution. However, since privacy has its strongest impact on satisfaction for users who predominantly use the central route, techniques that cater to the central route (e.g. privacy-preserving personalization techniques such as client-side personalization) will result in the highest overall satisfaction.

The results also show that the effect of provider characteristics on disclosure behavior was small (see Figure 3), and mediated by other intervening factors such as System-specific Privacy Concerns (SPC), Perceived Privacy Protection (PPP), and Satisfaction (SAT). The findings suggest that merely deploying a privacy-enhancing feature may not result in substantial changes in user behavior. In order to elicit desired user behavior, developers and managers of privacy-enhanced personalization should also make it clear to users that an IT design like client-side personalization has tangible benefits in terms of
protecting personal information in a more effective, secure, or easier way. In Kobsa, Knijnenburg, & Livshits (2014), we use additional data to elaborate on this idea for the special case of client-side personalization.

It is important to note that participants generally perceived Amazon to be more privacy-protecting, but that they also had higher system-specific privacy concerns regarding Amazon, which, overall, more than offset this positive effect. Participants also generally perceived the cloud to be less privacy-protecting. The latter means that the strategy of hiding the brand by deferring to the cloud does not work. Arguably, participants perceived even less reason to trust “the cloud” than American Personalization; those who predominantly used the peripheral route may have found “the cloud” even less familiar-sounding, and those who predominantly used the central route may have had even more concerns about the actual privacy protection offered by the cloud.

**Contributions to research and theory development**

Our work contributes to personalization versus privacy research, by integrating and thus reconciling the “privacy calculus view”, and the “heuristic shortcuts view” using the Elaboration Likelihood Model. Most research on personalization versus privacy assumed that users’ attitudes and behavior are either determined primarily by instrumental beliefs constructed through deliberative cognitive processes (Awad & Krishnan, 2006; Chellappa & Sin, 2005; Kobsa & Teltzrow, 2005; T. Li & Unger, 2012; Sutanto et al., 2013; Xu et al., 2011), or by heuristic shortcuts (Acquisti et al., 2013; Acquisti & Grossklags, 2008; Adjerid et al., 2013; Cho et al., 2010; LaRose & Rifon, 2006; Lowry et al., 2012). These assumptions result in wildly differing recommendations for improving privacy-related attitudes and behavior; i.e. from increasing transparency and control (which only works when users are deliberate in their decision process) to using privacy “nudges” to subtly influence users’ privacy decisions (which primarily works when users use heuristic shortcuts). Our findings suggest that techniques to instill more favorable privacy-related attitudes towards personalization should be sensitive to the fact that users come to judgments and decisions through multiple routes ranging from cognitively elaborative processes to decisional shortcuts: When elaboration likelihood is low, peripheral cues such as reputation management take on more importance, leading to higher levels of Perceived Privacy Protection (PPP). When elaboration is high, however, such convenient yet superficial privacy cues have virtually no effect on PPP. Similarly, when elaboration likelihood is low, System-specific Privacy Concerns (SPC) play a much smaller role in determining users’ anticipated Satisfaction with a system (SAT) than when elaboration likelihood is high. The findings thus show that people place varying degrees of importance on different types of cues when forming judgments on privacy protection and (ultimately) information disclosure. Research should specify boundary conditions under which different factors or techniques play a more or less significant role, and the present study revealed at least two important individual-difference factors governing these processes, namely General Privacy Concerns (GPC) and Privacy Self-Efficacy (PSE).

The findings also make an important contribution to privacy research by highlighting the multidimensional nature of information disclosure behavior. Knijnenburg et al. (2013) find that treating these behaviors as multidimensional can attain more powerful models of information disclosure behaviors. Confirming these findings, the present study shows that System-specific Privacy Concerns (SPC) has a direct effect on Demographic information disclosure (DEM) but not on Context information disclosure (CON), while Satisfaction (SAT) has an effect on CON but not on DEM. This suggests that users mainly consider unintended and unauthorized use of their personal information when deciding whether
to disclose their demographics. Yet when deciding whether to grant an app access to their context information, users rather consider how well the app can satisfy their needs. This makes intuitive sense: context information is often more ambiguous than demographics information, and hence systems will need to take an additional interpretative step in order to use context information as input for personalization. Users will therefore disclose their context information only if they are confident that the system is competent enough to correctly perform this interpretation and provide accurate personalized results.

More generally, the integrative research model tested in our study provides a useful conceptual framework to reveal complex relationships among personal traits, attitudes, and behaviors related to privacy and personalization. The model also allows us to make predictions about how changes in one factor (e.g., the provision of a privacy-enhancing feature) lead to changes in outcomes such as users’ attitudes and behavior. Several studies have tested privacy-enhancing interventions, only to find disappointing results (Brandimarte, Acquisti, & Loewenstein, 2010; B. P. Knijnenburg, Kobsa, & Saldamli, 2012; Patil & Kobsa, 2009). Our results suggest that taking mediating and moderating constructs into account (e.g., GPC, PSE, SPC, SAT) may either increase the statistical robustness of the effects of privacy-enhancing interventions on disclosure behavior, or provide a detailed explanation why such an effect does not exist. Since there is little research that examines those factors and aspects simultaneously, our findings contribute to the development of a theoretical foundation from which issues of privacy can be further explored.
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Footnotes
1) The privacy paradox should not be confused with the personalization-privacy paradox discussed above.
2) In the interview study on cloud services by Uusitalo, Karppinen, Juhola, & Savola (2010) found that "Brand, Reputation, Image, History and Name were seen as the most important aspects [for judging the cloud service], raised by half of the interviewees.” We withhold this information in our provider-less cloud condition to study the effects on the privacy decision-making process.
3) 251 participants originated from MTurk, 105 from Craigslist, and 34 from the corporate recruitment platform. As part of the standard procedures for statistical evaluation, we tested whether our results were invariant with regard to different recruitment sources, and found this to be the case: there were no statistically significant differences in the outcomes between recruitment sources (i.e. Source → GPC, PSE, SPC, PPP, SAT, DEM, CON were all non-significant), and no difference in effects of the conditions on relevant outcomes for the different recruitment sources (Source x Provider → SPC, PPP, SAT, DEM, CON were all non-significant). This invariance with regard to recruitment source increases the robustness of our results.
4) We specifically opted to measure anticipated satisfaction, because users of a personalized app typically have to rely on their self-anticipated (and not post-usage) satisfaction when making disclosure decisions. Anticipated satisfaction is thus a more realistic predictor of users’ disclosure behavior than post-usage satisfaction.

5) In general, models can be trimmed or built based on theoretical and/or empirical standards (Kline, 2004).

6) Using a mixed strategy of reputation management and privacy-preserving personalization techniques also ensures that perceived privacy and actual privacy improvements occur simultaneously.
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Appendix: Details of the experimental procedures

Figure 4 shows how the survey introduced CiO to those participants who were in the American Personalization condition.

The three subsequent examples of purported personalized services of Check-it-Out are the following:

1. CiO points out an upcoming U2 concert, since the user played their music and chatted with friends about them.
2. CiO points out a Sears promotion for appliances, since the user searched for dishwashers on the Web.
3. CiO recommends a friend of a friend who is interested in Salsa dancing, since the user searched for a Salsa class online and bought a book on that topic.

Figure 5 shows the CiO app that asks demographic and context questions. Participants can answer a demographic request by selecting an answer from a drop down list and pressing the OK button, and give permission to a context request by simply pressing the OK button. They are also free to decline the answer or permission for any request by selecting the “Prefer not to answer” option or by pressing the “Rather not” button, respectively.

Figure 4: Introductory screen in the American Personalization condition

Figure 5: Screenshot of the Check-it-Out Android app