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This article is a written version of the Presidential Address I gave at the annual meeting of the National Council on Measurement in Education (NCME) in April 2017. It is a call to NCME members (and others who read this, of course) to rebalance their focus so that classroom assessments are seen as being at least as important as large-scale assessments for education (in fact, in my view, they are more important). The article reviews research literature about the effects of classroom assessment to establish its importance for education. Then, the roles of large-scale assessment are reviewed, and, in particular, it is noted how these can have negative results when the large-scale assessments are not well aligned with sound curriculum and instructional and assessment practices grounded in theories of learning. In the next two sections (a) the idea of a learning progression is described as a way to facilitate the coherence between classroom and large-scale assessment and (b) the idea of a “roadmap” is described, being the assessment components of the learning progression. This is followed by a description of an example of such a roadmap, developed for the Assessing Data Modeling and Statistical Reasoning project using the BEAR Assessment System (BAS). Finally, a concluding discussion reviews the ways that the coherence between large-scale and classroom assessments can be achieved using the BAS, and hence make measurement more important for education.
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In this article, I give a written version of the speech I gave as the Presidential Address at the 2017 annual meeting of the National Council on Measurement in Education (NCME). The main theme of the talk is that we need to reconsider the place of classroom assessment in our thinking about educational measurement. It is well established that classroom assessment can have a strong impact on the educational success of students, whereas the effects of large-scale assessment are harder to establish. Hence, the title— I see classroom assessment as the very best way to make measurement truly important for education.

In the sections that follow, I will begin by giving some research background to the statement above about the importance of classroom assessment. This is followed by sections describing the roles of summative assessment, how to relate both classroom and summative assessment to the curriculum, and the role of learning progression and their associated assessment roadmaps in classroom assessment. I will use a specific example of classroom and summative assessment, the Assessing Data Modeling assessment system developed following the BEAR Assessment System (BAS), to illustrate the argument, and I finish by describing how I see the BAS as embodying as the important links between classroom and summative assessment.

The text below derives in part from my four president’s messages included in the NCME Newsletter during my tenure (April 2016–April 2017). In addition to being the focus of my Presidential Address, this topic of classroom assessment was also a focus of the NCME 2017 Special Conference Classroom Assessment and Large-Scale Psychometrics: The Twain Shall Meet, held on September 12–14, 2017 at the University of Kansas in Lawrence, Kansas.

The Importance of Classroom Assessment

As professionals involved in measurement in education, we mainly focus on the development and use of various forms of tests and assessments. Much of the funding that is used to develop such tests comes, ultimately, from the decisions of policy makers in education, principally leaders of state and federal bodies charged with administering education, but also administrators at other levels of education, not to mention the many boards, committees, and organizations that also seek to influence education. This leads inevitably to the major focus of our work being from a top-down perspective, at the behest, and for the purposes of, such policy makers and administrators. This is entirely appropriate, as these are the persons and bodies that are crucial large-scale decision makers in our educational endeavors.

However, there is an alternate way to perceive the educational enterprise—from the bottom up. From this perspective, educational measurement’s core activity is to help in the
educational progress of each student as they learn. And the agents immediately involved in that are the student and the teacher. From this perspective, the most salient moments in student learning are being orchestrated by a teacher–student pair, and that is where one might expect that the most important decisions about student learning will be made, and where the greatest impact takes place.

Before pursuing this further, it is important to define some terms. Although I have used classroom assessment above, in fact in the literature people sometimes refer to it as formative assessment. The definition of formative assessment adopted here is as follows:

An assessment activity is formative if it can help learning by providing information to be used as feedback, by teachers, and by their students, in assessing themselves and each other, to modify the teaching and learning activities in which they are engaged. (Black, Wilson, & Yao, 2011)

It is important to note that it is not the material itself of the assessment that is crucial, but instead it is the use to which it is put. A similar definition can then be made for summative assessment:

An assessment activity is summative insofar as it is being used to provide a summary of what a student knows, understands or can do, and not to help by providing feedback to modify the teaching and learning activities in which the student is engaged.

This summary could be used for decisions within the classroom, such as evaluation of a class’s progress in a curriculum, individual grading, attainment of a set of standards, or for large-scale purposes beyond the classroom, such as graduation, admission to the next level of schooling, or for use in program evaluations. Again, note that it is the use of the assessment that is the distinguishing feature here—in fact, a specific assessment instrument could be used in both ways under different circumstances. And this is true for the location of the assessment too—assessment that occurs in the classroom, for local classroom purposes, which I refer to as classroom assessment, may have both formative and summative purposes. But almost all formative assessment will occur within the classroom.

The observation above about the salience of classroom assessment in education is not just an idle observation, but has been well established by a number of very broad classical research synthesizes (e.g., Crooks, 1988; Natriello, 1987). An important synthesis was the seminal work by Black and Wiliam (1998), which detailed multiple types of formative assessment that have been found effective and multiple modes of feedback that affect student learning. They reported effect sizes (specifically Cohen’s d) for formative assessment between .4 and .7 (Table 1). The establishment of similar results continues to this day. A recent and rigorous review by Hattie (2009) concluded that feedback was associated with an effect size of .73, while providing formative evaluation yielded .93. This range of effect sizes persists when looking into specific topic areas. For example, working in the area of writing assessment, Graham, Hebert, and Harris (2015) found that, overall, formative assessments gave an average standardized effect size of .63, with results for specific forms of feedback including an effect size of .87 for adult feedback (including teacher feedback), .58 for peer feedback, .62 for self-assessment, and .38 for computer feedback. Moreover, these values are among the highest effect sizes yet found in the education sphere (Hattie, 2009).

Clearly, then, the topic of classroom assessment is indeed crucial for the entire educational enterprise, and should be seen as the most likely pathway for educational measurement to make a positive and central contribution to education (Wilson, 1992; Wilson & Sloane, 2000).

### The Roles of Large-Scale Assessment

Few members of the educational measurement community, and few members of NCME in particular, will need to have the importance of large-scale assessment pointed out to them, so I will not devote space to that here. Instead, I will start with a discussion of the multiple aspects of how large-scale assessments are deployed in the broad educational domain. In my view, these aspects split into two functions: the “information” uses of large-scale assessments and the “signification” uses.

The **information** uses of large-scale assessment are the ones that are the main focus of research, development, and application in educational measurement in general, and I would say for the majority of those who develop and evaluate measurements. By information uses I mean the many ways that the actual results (i.e., the information) from the measurements are used in the educational system. For example, suppose that the instrument is a State test, designed to assess students in a specific domain, such as writing. Then, the direct information uses of this test would be to provide estimates of student location on a variable of student performance in the domain of writing. The results may be used in a variety of ways: they might be aggregated across multiple levels and groupings of students, and they may also be combined with the results of other tests in various ways. Within the classroom, individual results might be used summatively by a teacher for classroom use, or for sharing with parents. They might also be used summatively in aggregation and/or combination to make educational decisions by appropriate professionals, such as teachers, parents, administrators beyond the classroom (including those at the building level, up to the State level), and educational policy makers of many kinds.

The **signification** uses of large-scale assessments are seldom referred to in research papers in educational measurement, though they are commonly understood in educational policy circles (see, e.g., National Research Council, 2001), and, in my view actually carry greater weight in the education system. These signification uses include the signaling to teachers and others of what Standards they should be teaching (i.e., because those are the Standards represented by the

<table>
<thead>
<tr>
<th>Source</th>
<th>Subject Matter</th>
<th>Effect Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black and Wiliam (1998)</td>
<td>General</td>
<td>4–.7</td>
</tr>
<tr>
<td>Graham, Hebert, and Harris (2015)</td>
<td>Writing assessment</td>
<td>.63</td>
</tr>
<tr>
<td>Adult (teacher) feedback</td>
<td></td>
<td>.87</td>
</tr>
<tr>
<td>Peer feedback</td>
<td></td>
<td>.58</td>
</tr>
<tr>
<td>Self-assessment</td>
<td></td>
<td>.62</td>
</tr>
<tr>
<td>Computer feedback</td>
<td></td>
<td>.38</td>
</tr>
<tr>
<td>Hattie (2009)</td>
<td>Feedback</td>
<td>.73</td>
</tr>
<tr>
<td>Providing formative evaluation</td>
<td></td>
<td>.90</td>
</tr>
</tbody>
</table>
items in the summative tests), and of the relative weighting of those Standards (i.e., through the relative numbers of items [or scores] representing different Standards). A second use is to give teachers concrete examples of what the Standards mean through their embodiment in specific items. (A similar distinction was made in Wilson [2004], but the term “signification” is new.)

These two sets of usages are, in my view, legitimately the aim of many policy makers in calling for large-scale tests. It must be recognized that they are also somewhat limited—for instance, that the summative information provided about individual students is relatively coarse, so coarse in fact that most teachers would already know as much about their students within a month or less of starting classes.

However, these positive usages need to be seen as being balanced by complementary negative effects. In the case of information uses, for instance, there may be attempts to gain from them diagnostic information for use by teachers. This is fraught with risk, however, as there is strong temptation to try and use subscores from summative assessments at too fine a grain size compared to the actual information content of the items (or, put it the other way, without due recognition of the uncertainty of the results from using the subscores). For comments on this, see Haberman (2008, p. 14), where the problems with the subscores of specific widely used tests are described (and for later work, see Haberman & Sinharay, 2010). Equally, the (quite appropriate) qualification of summative results using such technical concepts as standard error and reliability may give policy makers undue confidence that the results of the summative assessments are “the right stuff”—this is sometimes referred to as the “white-coat” bias (i.e., because technical experts wear white coats in their labs).

And why would it not be “the right stuff” you might ask? Well, this is where the other side of signification comes through. One negative signification effect is that the summative assessments may narrow the range of the curriculum that teachers aim for by leaving out Standards that are hard to test, and hence not be included on the test—a related negative effect is through imbalances between the predominance of items relating to specific Standards and the weight of those Standards in the overall set of Standards. A second negative signification effect is that summative assessments may narrow the ways that teachers think about what a Standard means (i.e., the items may represent only the easily testable parts of specific Standards). For in-depth reviews of these issues with large-scale testing, see, for example, Herman (2008), or, more recently, Koretz (2010), and for some approaches that can help, see National Research Council (2003).

These negative effects of summative tests are compounded in a school managerial setting where the success or otherwise of teachers and/or schools is predicated principally on external summative test results, and which can have a dire effect on teacher and school morale. My colleague, Paul Black, from King's College, London has devised a visual means of expressing this. He first notes the commonly used “CIA—Triangle” to symbolize the relationship between Curriculum, Instruction, and Assessment, as in Figure 1. The idea here is that the purposes of education are given in the curriculum, the way it is delivered is via the instruction, and the way it is evaluated is through the assessments. Of course, one could always look in more detail—for example, it might also be the case that information could flow from assessment directly to instruction (but probably always with the background that the purpose was established in the curriculum).

And he then contrasts it with the situation in Figure 2, which he labels as the “vicious triangle” (Black et al., 2010) where the teachers’ instructional practices are “squeezed” between the legitimate aims of the curriculum, and the focusing and narrowing effects of external (often large-scale) tests subject to the negative effects outlined above.

These negative effects of the signification uses of large-scale assessments can be hard to discern from the narrow technical point of view. Nevertheless, as I mention above, at least in my own view, the signification uses tend to be the most important in bringing about changes in the educational system (both positive and negative), and hence need to be attended to very carefully by people involved in educational measurement, as professionals, scholars, and as players in the policy realm.

**Relating Classroom and Summative Assessment to the Curriculum: Learning Progressions**

Black’s “vicious triangle” illustrates the way that teachers’ plans for their students learning can be squeezed between the demands of the curriculum and the large-scale assessments that are used for evaluative purposes. This can have multiple harmful effects, including the replacement of teaching the curriculum with “teaching the test” and related reductions in student engagement and teacher morale. The central issue is that the assessments (both classroom and large-scale) need to be working coherently with the curriculum. When that
Coherence breaks down, or, as is sometimes the case, was never there in the first place, the sorts of negative outcomes mentioned in the previous section can be expected to occur (Wilson, 2004). Black and his colleagues have posited that what is needed are theories of learning that tie together these three elements into a coherent process (Black et al., 2011). Figure 3 illustrates this idea, emphasizing both the presence of additional forms of feedback, as well as the need for principles of coherence in the shape of theories of learning.

Thus, we must develop ways of understanding and expressing the structure of both curriculum and assessments together so that (i) the curriculum can be used to define the goals of the assessment (i.e., constructs to be assessed) and (ii) the results of the assessments can be interpreted directly in terms of those curriculum constructs. In my view, this is best achieved through the construction of learning progressions (also known as learning trajectories) that articulate student development through the curriculum in terms of the main content areas and the reasoning and other disciplinary practices involved. One description of the concept of a learning progression is as follows:

Learning progressions are descriptions of the successively more sophisticated ways of thinking about an important domain of knowledge and practice that can follow one another as children learn about and investigate a topic over a broad span of time. They are crucially dependent on instructional practices if they are to occur. (Corcoran, Mosher, & Rogat, 2009, p. 37)

A learning progression should also be seen as a set of learning events for students to take part in an epistemic culture—an organization of social and cognitive structures as well as curriculum and assessment materials that support disciplinary modes of knowing (Knorr Cetina, 1999; Lehrer, 2009). Students must learn ways of thinking that are consistent with the standard practices of the discipline—however, at certain points toward that goal, their understanding and performances may not always be like the standard forms.

To make this development happen, progressions must not be designed from a top-down view of disciplinary progress (as would most often be seen in a typical text-book) but must instead take the shape of active experiences and events where the student interacts with the tenets of the discipline. This interaction between the student and discipline is orchestrated by the design of curriculum, instructional, and assessment materials, which constitute a theory about how to incorporate the elements of a learning ecology. This includes, for example, the types of issues, problems, and questions that are used to provoke student responses.

Learning progressions are intended as guides for teaching, and hence teachers will need to be familiar with classes of student performances that would indicate certain states in the learning progression. To do this well, it will likely require the development of new forms of assessment—these will not necessarily focus on the “right answer,” but rather will need to be designed to generate performances that can reveal students’ ways of thinking. To assist teachers, more will be needed than just items—learning progressions will need to incorporate descriptions of states of student learning, instructional strategies to support this type of student learning, well designed schemes of assessment that relate the states to student performances, and deep professional development that helps teachers to learn and master the new pedagogy of fostering student progress along the learning trajectory.

**Learning Progressions in the Classroom**

Class discussion is a central component of classroom work, as well as classroom assessment. Success for a teacher in orchestrating this depends initially on the power of the opening questions or activities to provoke rich discussion but, then, second on the capacity of the teacher to listen, to interpret the responses, and to steer the discussion in the direction of the goals of the lesson, by summarizing, or by highlighting contradictions, or by asking additional questions. To do this skillfully and productively, one essential ingredient for a teacher is to have in mind an underlying scheme of progress, or a roadmap, in the topic; such a scheme will guide the ways in which students’ contributions are summarized and highlighted in the teacher’s interventions and the orientation the teacher may provide by further suggestions, summaries, questions, and other activities.

This also applies to the formative role of feedback to individuals in supporting learning. Feedback, which can be verbal or written, should guide the learner, and require from the learner, to pursue further work to improve on the work already accomplished. And here, again, a clear road map is required for the teacher: (a) to formulate a task or test so that the responses can provide evidence of learning progress, (b) to formulate helpful comments, tailored to the individual needs of each student, and (c) to give clear guidance on how to improve. This road map needs to give a view of the learning aims and the steps along the route(s) that the student needs to take to get closer to that aim in light of his or her current position. Furthermore (for students of sufficient maturity), full student involvement requires that the students also have a grasp of the point they have reached along that route. The feedback must also give the student a clear aim for improvement, and if each student can locate this aim in a criterion-referenced framework, this can provide both orientation and motivation for improvement.

At the end of any learning episode, there should be review, to check before moving on, perhaps using an end-of-topic test or other forms of assessment. Here, there can be a dual purpose. One purpose is reflective; to both develop the learner’s overview of the progress made and to check for gaps or misconceptions—overall, to serve as a progress review en route rather than as a terminal assessment. The other purpose is prospective, to look forward to building up a record of achievement, which might be a preparation for, and/or a contribution to, summative assessment.
Thus, a well thought-out and evidence-based learning progression can (i) provide the essential basis for the setting of a teacher’s strategic aims, and for the planning of instruction, (ii) serve as a guide for the on-the-fly decisions that have to be taken while in the midst of teaching and assessing, and (iii) provide the criteria on which formative and summative assessment should be based. Thus, the “vicious triangle,” described above, can be replaced by a better approach, where the curriculum is fashioned in terms of a model, grounded in evidence, of the paths through which learning typically proceeds as it aims for the desired targets, that is to say, the curriculum reflects and provides a strong model of progression in learning. This “road map” may then inform both pedagogy and the assessments (both formative and summative), in that an articulated set of tools can be tailored to stages in progression along the road, so that such tools will help to identify the region along the road where failure gives way to success.

To achieve this, the first issue to be addressed is to reform the interaction between curriculum and assessment, a reform that should be strongly driven by theories of student learning, but also strongly influenced by the observation and interpretation of student growth as represented in the analysis of student responses to classroom assessments. The second issue is to develop and use these learning progressions, which need to be formulated through professional judgment and the development of sound instructional practices, and confirmed by data gathered through assessments and the interpretation of student responses. For a detailed example of these steps, see Black et al. (2011).

**Learning Progressions and Roadmaps**

In this article, I will concentrate on the assessment aspects of this complex educational strategy. To read more about the general setting, see the example described in Lehrer, Kim, Ayers, and Wilson (2014). In Figure 4, I illustrate this complex idea of a learning progression, in a wholly inadequate way, mainly emphasizing only a few aspects of it—that it typically has a complex structure (represented by the “clouds”), that it grows in that complexity (represented by the growth in the size within the sequence of clouds), and that it is primarily an idea in the minds of the educators (represented by the small person in the bottom left-hand corner, who is thinking all of this, an educational professional).

This representation can then be used as a background for the idea of “mapping” the progression in terms of, say, a set of assessment constructs, to constitute a “road map” that can help teachers find their way around the learning progression, and, most critically, help them track their students’ progress through it. A simple version of this is shown in Figure 5. I think of this representation as being somewhat similar to lines of longitude and latitude on a globe, giving a guide to where a student is located and helping to plan the next steps. The crucial educational tactics that lead to student learning, in terms of curriculum, instructional practices, and assessments, are like the geography of the earth underlying the lines, but the cross-hatch lines are helpful in finding one’s location and finding one’s way. In Figure 5, the vertical bars represent the psychometric constructs designed to act like lines of longitude, mapping out the main constructs in the learning progression, and the horizontal lines in those bars are like lines of latitude, indicating important mile-posts in the roadmap of student learning (although, unlike lines of latitude, these may differ from construct to construct). In the roadmap, for each construct, there are levels that delineate different degrees of sophistication of the thinking about the construct. Note that Figure 5 is a quite simple example of a roadmap—a much more complex example is given in Figure 6. For some examples of such roadmaps, see Brown, Nagashima, Fu, Timms, and Wilson (2010—on the topic of scientific reasoning); Lehrer et al. (2014—statistics and modeling); Osborne, Henderson, MacPherson, and Yao (2016—scientific argumentation); and Wilson, Scalise, and Gochyyev (2015—ICT literacy). A very simple unidimensional example involving buoyancy can be found in Kennedy and Wilson (2007).

Armed with such a map of student development, both the curriculum developer and the assessment developer can build a coordinated system of instruction and assessment, and the resulting coherence between the two can lead to greater
usefulness of the assessments to instruction, and, thus, to a greater possibility of students achieving success (Wilson & Sloane, 2000). In terms of developing such a roadmap, we have found that, although curriculum ideas must be posited first, of course, it is essential that the assessment perspective be brought into consideration as early as possible, and that it is also important to include actual data from (perhaps initial versions of) assessments into the curriculum development process.

The way I create such roadmaps, they are composed as a (potentially quite complex) set of very much more simple unidimensional constructs. As an example of an empirically grounded representation of this small component of a roadmap, a unidimensional construct, see Figure 7. This “Wright map” illustrates a construct called “Consumer in Social Networks” (see Wilson et al. [2015] for more detail, where it is just one of four such constructs). The construct is shown vertically, with more sophisticated thinking toward the top. The “on-the-side” histogram of “x’s represents student locations; the numbers on the right represent score levels for items (e.g., “44.2” locates the threshold between category 1 and 2 for the three-level item 44); and the right-hand labels show the three levels: emerging consumer, conscious consumer, and discriminating consumer. This map can then be used to design assessments for both classroom assessment purposes (e.g., diagnosing individual student levels of performance, and with the augmentation of student fit statistics, to check for students with interestingly different response patterns) and summative purposes (e.g., interpreting average gains by students in different classes), and also to relate the results from these two levels together.

One concern that can be raised is that by adopting such structures for curricula, we would be constraining the choices of schools and teachers regarding their curriculum content planning. There are two points to note about this: one is that this is true in the same sense that adopting “Standards” is constraining, but indeed that is a choice most educators are comfortable with (and one might add that this constraint is somewhat stronger, due to the inherent ordering of the constructs, although such ordering is very common in Standards documents). The second is that adopting a particular structure still leaves much room for adopting and adapting a variety of instructional practices and specific educational contexts and strategies, again, just as with the adoption of “Standards.” Thus, I see learning progressions as laying somewhat between curricula and standards. They could be seen as an organization of standards, which makes them more constrained than standards. But they do not necessarily make explicit decisions about instructional practices (which I see as inherent in good curricula), but certainly do constrain some instructional design issues (due to their ordering and structure).
An Example: A Roadmap for the ADMSR Project

The Assessing Data Modeling and Statistical Reasoning (ADMSR) project was a deep collaboration between measurement and learning specialists to develop a curricular and embedded assessment system in the area of statistical reasoning for students in the middle school. It has its source in the Data Modeling curriculum (Lehrer et al., 2007; Lehrer et al., 2014).

Different aspects of statistical reasoning are integrated to form the Data Modeling approach to learning, which is illustrated in Figure 8. As the Figure shows, Data Modeling starts with a question about a judiciously chosen real-world phenomenon. The first step of the process is the description of important measurable attributes that are likely to inform the inquiry. Effort is then made to define and measure these attributes. The data are generated by measuring these attributes. These data must then be represented and structured in ways to facilitate the purposes of the inquiry. The statistics are employed to measure qualities of the data distributions, and probabilistic models are used to simulate inference about these statistics (Lehrer et al., 2014). An example of a teacher guide is available at the project website.2

The assessments for measuring students' ability in the Data Modeling domains were designed and implemented following the approach in the BAS (Wilson, 2005, 2009; Wilson & Sloane, 2000). This approach to assessment is based on four principles: (1) a developmental perspective, (2) a match between instruction and assessment, (3) management by teachers to allow appropriate feedback, feed forward, and follow-up, and (4) the generation of high-quality evidence. These four principles are embedded in the BAS's “four building blocks” (Wilson, 2005):

- Construct maps
- Items design
- Outcome space
- Measurement model

In the following sections, I discuss how these building blocks have played out in the ADMSR project.

The Construct Map

The first building block, the construct map, is a description of a construct focusing on one major educational characteristic, and represented is an ordering of qualitatively different signposts of performance. A construct map is used to represent one of the constructs in a cognitive theory of learning consistent with a developmental perspective, and is based on a judicious mixture of research and sound professional practice. Figure 9 shows an example of one of the construct maps from the ADMSR project, the Conceptions of Statistics (CoS) construct map (see below for more detail). The construct map is built on the idea that the construct being measured will be educationally useful if it is thought of as a continuum.
### Conceptions of Statistics

<table>
<thead>
<tr>
<th>CoS4</th>
<th>Investigate and anticipate qualities of a sampling distribution.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoS4D</td>
<td>Predict and justify changes in a sampling distribution based on changes in properties of a sample.</td>
</tr>
<tr>
<td>CoS4C</td>
<td>Predict that, while the value of a statistic varies from sample to sample, its behavior in repeated sampling will be regular and predictable.</td>
</tr>
<tr>
<td>CoS4B</td>
<td>Recognize that the sample to sample variation in a statistic is due to chance.</td>
</tr>
<tr>
<td>CoS4A</td>
<td>Predict that a statistic’s value will change from sample to sample.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CoS3</th>
<th>Consider statistics as measures of qualities of a sample distribution.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoS3F</td>
<td>Choose/Evaluate statistic by considering qualities of one or more samples.</td>
</tr>
<tr>
<td>CoS3E</td>
<td>Predict the effect on a statistic of a change in the process generating the sample.</td>
</tr>
<tr>
<td>CoS3D</td>
<td>Predict how a statistic is affected by changes in its components or otherwise demonstrate knowledge of relations among components.</td>
</tr>
<tr>
<td>CoS3C</td>
<td>Generalize the use of a statistic beyond its original context of application or invention.</td>
</tr>
<tr>
<td>CoS3B</td>
<td>Invent a sharable (replicable) measurement process to quantify a quality of the sample.</td>
</tr>
<tr>
<td>CoS3A</td>
<td>Invent an idiosyncratic measurement process to quantify a quality of the sample based on tacit knowledge that others may not share.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CoS2</th>
<th>Calculate statistics.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoS2B</td>
<td>Calculate statistics indicating variability.</td>
</tr>
<tr>
<td>CoS2A</td>
<td>Calculate statistics indicating central tendency.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CoS1</th>
<th>Describe qualities of distribution informally.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoS1A</td>
<td>Use visual qualities of the data to summarize the distribution.</td>
</tr>
</tbody>
</table>


of ability marked out by “progress points” with less sophisticated aspects of the construct at the bottom of the construct map going up toward more sophisticated points at the top end of the map. These “progress points” are also often labeled as “levels.” Between each of the progress points, there are subcategories (which may or may not be ordered depending on the content). The CoS construct map displayed here will be shown in greater detail in the following. A more detailed account of the CoS construct is given in the appendix.

The participants in the ADMSR project conceived of the scientific practices of data gathering and statistical analysis as a part of modeling, and this leads the project in the direction of particular dimensions and states of learner knowledge (Lehrer et al., 2014). These dimensions and states were debated and revised through a series of design studies—these were conducted initially by the researchers and later by groups of teachers, who were not part of the original design effort, working in collaboration with the researchers. The design studies were based within school sites where we could examine relations between the instruction, assessment, and learning. To accumulate evidence about student learning, the project created assessments that could be used for both formative and summative purposes. Thus, assessment, instruction, and learning became progressively interleaved as we developed materials that made connections among professional development, learning, and assessment.

Following the procedures described in the previous paragraph, the ADMSR project created a framework of seven constructs that describe what they see as the important dimensions of statistical learning. The seven constructs (which are sometimes called “progress variables”) were developed using a set of design experiments that explored typical patterns of educational growth as students began to devise and revise models of data in the Data Modeling curriculum. The first construct, Theory of Measurement (ToM), taps the sophistication with which students understand the mathematics of measurement and develop skills in measuring. This construct represents the basic area of expertise within which
the rest of the constructs act. The second construct, *Data Display* (DaD), describes levels of sophistication with which students read and construct graphical representations of the data—this progresses from an early focus on cases to reasoning based on the properties of the set of data as a whole. *Meta-Representational Competence* (MRC), which is closely related, encapsulates critical modes of understanding as students learn to deploy representations for illustrating important aspects of the data and to reason about trade-offs among different representations. Another construct, CoS, is composed of a set of landmarks that students progress through from initially recognizing that statistics measure certain characteristics of the data distribution, (e.g., center and spread), to developing CoS as general tendencies, but also as subject to sample-to-sample variation (see below for more detail about CoS). *Chance* (Cha) illustrates how students' understanding about chance and elementary probability progresses as they come to appreciate that they can simulate distributions of outcomes. The *Models of Variability* (MoV) construct relates to the levels of reasoning students display when they are using probability to create a distribution of measurements. The seventh construct, *Informal Inference* (In), illustrates how students' inferences based on single or multiple samples increase in sophistication as they go through the *Data Modeling* curriculum.

The conceptions of statistics construct. In order to better illustrate the level of detail available in the construct maps, the CoS construct is described in detail in this paragraph. As its name indicates, the CoS construct encapsulates typical student progress in understanding the concepts of statistics. It is based on the idea that statistics are summary measures of data that are designed to help examine research questions about distributions. It is crucial that students come to think of statistics as ways to summarize characteristics of sample distributions. It is important that they not see statistics as merely as an obligatory algorithmic step in data analysis. To see this, look back to Figure 9, where the levels of the CoS construct map are shown. At level CoS1, students tend to express the characteristics of distribution in an informal way by using the “optics” of data such as identifying clumpings, pointing out gaps, and/or mentioning the “range” of the data. At the CoS2 level, students can calculate statistics, but typically do not reason about the statistic as a measure of a characteristic of a distribution. For example, a student might correctly calculate a mean but not think to relate that calculated value as a measure of the center of the distribution. The CoS2 level has two sublevels that distinguish between statistics that are related to central tendency (CoS2(a)) and those that are related to variability (CoS2(b)). At the CoS3 level, students can think about statistics as measures of characteristics of a distribution, such as center and spread. And thus, they can consider the effects of data-driven changes on the distribution, such as the influence of extreme values, and hence on a statistic (CoS3(d)). The first step at this level (CoS3(a)) begins with devising or adapting different ways to summarize characteristics of a distribution and next involves recognizing that certain statistics may be better in given specific contexts (i.e., particularly the process that is believed to have generated the distribution) (CoS3(b)). At the CoS4 level, students initially will be noting and expecting sample-to-sample variability in a statistic (CoS4(a)). Next, they learn to ascribe this variability to chance (CoS4(b)). As students further explore sampling variability, they come to see patterns of variability that can be described by a *sampling distribution*. Eventually, students get to the point where they notice that, although changes in the location of the mean are expected from sample to sample, the variability of the sample means is lower than the variability of the values within each sample (CoS4(c)). This is crowned when students can predict the effect of changes in a sample on the sampling distribution (CoS4(d)).

The Items Design

The *items design* is the second building block of the BAS. With this building block, items are designed to provoke specific responses that provide evidence about a respondent’s performance with respect to the levels of the construct map. The essential purpose of a set of items in the BAS is to be able to produce responses at all level of the construct map. The items can range over different types, whatever is best in the context. In the ADMSR project, the items included some multiple-choice items, but mostly consisted of short constructed response items. An example of the *Kayla’s Project* item is shown in Figure 10. This item assesses a small aspect of student understanding on the CoS construct. We are able to evaluate their understanding of the statistical average, the mean, and especially how it is calculated from the data values.

Working with teachers to create classroom assessments. As we worked with teachers in the ADMSR project, we found we needed to transform the materials and sometimes the concepts that had been used to structure the development of the assessments. One such change involved making new versions of the construct maps to better illustrate how to use them to understand student talk and activity in classrooms, beyond the interviews and item responses we had used initially. When teachers got hold of the items, they wanted to use them to foster growth along the signpost points described in the construct maps. Hence, working with teachers we revised the depictions of the construct maps accordingly. Multimedia versions of the maps were developed. One such was a set of classroom-based, video examples of learning performances related to the levels of each construct. Some early examples came from the design studies classrooms, but eventually the teachers themselves gathered vignettes from their own classes. A second was videos of *formative assessment conversations* that showed how teachers could use items to enable conceptual change. Annotations to these videos pointed out how student conversations and verbal responses, as well as student activities, pointed to particular levels of one or more constructs. These videos and the associated materials enabled teachers to view student learning performances more dynamically, as the formative assessment conversation unfolded.

The ADMSR assessment system changed as teachers engaged in two forms of assessment practice. First, teachers gave quizzes in their classrooms, based on subsets of the ADMSR item bank that the project developed. When they attended the assessment moderation meetings that were a regular part of the project, they brought along samples of their students’ work that they had coded with the scoring guides developed by the project. At these meetings, the teachers became deeply engaged in discussing their own and other teacher codings of this work. This was essential for their full engagement in understanding the construct maps and the scoring guides.
Moreover, their coding sometimes resulted in modification to the scoring guides (though not generally to the construct maps).

Second, teachers also developed ways to use the items themselves as the basis for instructional materials. One way they did this was to use sample items as objects of discussion in the formative assessment conversations mentioned above. In this activity, the teachers would ask the students to solve the items individually, and then have them share their answers with the class. This would result in students seeing examples of responses at a subset of the levels of the construct map. Teachers would ask the students to decide which answer they thought was best, and have some give explanations of which were better and why. This would lead to the students themselves engaging with the progression of increasingly sophisticated levels of response that the class had generated. In adapting the project to this, we came up with construct-oriented guides for starting and structuring classroom conversations, including (a) choosing particular student responses for classroom sharing by noting their link to specific levels of the construct map, (b) contrasting different levels of reasoning by setting up (constructive) comparisons among student responses, and (c) for students whose responses were not chosen in the above, encouraging their involvement by having them choose which response was similar to their own, or alternatively having them say how hearing other responses had helped them think more broadly about their own position.

Our analysis of the classroom interactions in the project has led us to identify four forms of classroom assessment conversations. In the first one, teachers utilize the assessment items themselves as opportunities for estimating the correctness of student performances (not necessarily closely attuned to the levels of the construct map—more like a dichotomous right/wrong). These types of classroom conversations featured an “IRE” (Initiate-Respond-Evaluate) plan of classroom discourse (Mehan, 1979). The second type of formative assessment conversation was aimed at using items to generate possibilities for student participation. The classroom conversations tended toward a show-and-tell format, with students taking turns to add their pieces. We found it difficult to identify patterns for the selection and ordering of student presentations. Later follow-up with teachers generally tended to support the idea that the selection and ordering were not related to the content. A third type of assessment conversation was based on planful encouragement of level-aligned student responses to explore the local diversity of forms of reasoning that are only summarized in the construct maps and scoring guides. Typically, this was formatted as an ordered set of conversation/demonstrations, with time at the end set aside for classroom questions and follow-up (and this is what is described in the previous paragraph). The final type of assessment conversations was based on the third approach, but went beyond that by including teacher comparisons between the different levels of reasoning. Having a typology of assessment conversations meant that we could also map teacher advancement in assessment practices.

The Outcome Space

As soon as the items have been given to the students, the resulting responses can be interpreted using the third building block, the outcome space. The outcome space describes in detail how a student’s responses to items are to be coded to different points on the construct map. Each item in the ADMSR assessment provides information about a student’s level on one or more of the seven constructs. Scoring exemplars were developed which code these responses to a level on each construct. A sample of such exemplars for the Kayla’s project item is shown in Figure 11.

As can be seen, level 3 is the highest level of CoS informed by this item. At that (abstract) level, the student can deploy flexible strategies for solving this problem. Specifically for this item, the student must first understand that if the mean of the four scores is 17, then the scores must add to 68, and hence, they can then find the unknown score by subtracting the sum of the given values from 68. In contrast, a student at level 2 can understand how to calculate the mean and use the formula as they usually would when provided a data set. For this item, students might use a “guess and check” strategy to attempt
to solve the problem. Students who gave responses judged to have relevant terms in them, but that did not provide evidence of performing at a specific level on the CoS construct, were scored a “NL(ii),” while those who gave completely irrelevant responses were scored a “NL(i).” The “NL” responses are recorded in this way to capture responses to the item that have “no link” to the CoS levels. Those students who were administered the item but failed to provide a response were scored as “missing.”

The Measurement Model

The measurement model is the final building block of the BAS. It is a principled way to use the data from the students’ responses to the items, as represented in the outcome space, to place the students and the items along the construct map. Different measurement models can be applied to a given instrument for different reasons. In this case, the project initially applied a unidimensional measurement model (the partial credit model, Masters (1982)) to each of the constructs to help evaluate whether the theory of development encapsulated by the levels of the construct maps is consistent with the empirical results.

The empirical data and results from initial data analyses were used to edit and/or remove inconsistent CoS items, as well as the items that had a very low numbers of responses at a given level (Schwartz, Ayers, & Wilson, 2017). Then, cut-points were set for the CoS construct and a new Wright Map with these levels is displayed in Figure 6.

The Wright Map in Figure 6 includes horizontal lines that represent the cut-points between the construct levels and shaded boxes that indicate items that behave within the cut-points for a given level. The mean thresholds for the items at different levels are mainly increasing as would be expected. The one area where overlap appears to be an issue is at the lowest threshold estimates for CoS level 2. These overlaps could indicate two possibilities: (1) the adjacent levels are not clearly distinct from one another, or (2) the overlapping items have certain features that modify their difficulty beyond the effects of the CoS levels. As the overlap in this case is limited to only a few items, Battery 2 on level 1 and BallMed and BallMode on level 2, a next step would be to examine these items carefully (probably including some cognitive labs as part of the investigation) before making any conclusions about reconsidering the levels of the construct map. The results presented here for the CoS construct support the existence of the developmentally ordered levels set forth by the construct map, although further examination must be undertaken for some overlapping items. The uniformity of the threshold estimates across items provides us with confidence in the setting of cut-points and classification of students.

When each dimension had been carefully calibrated separately, a multidimensional item response model was used to estimate student locations across a seven-dimensional vector.

---

**FIGURE 11.** Scoring exemplars for the Kayla’s project item.
of ability estimates (Adams, Wilson, & Wang, 1997). One form of a roadmap can be seen as being composed of a collection of construct maps like those shown in Figure 5 (Draney, 2009; Wilson, 2009), and hence, the seven constructs described above constitute a roadmap for the curriculum Data Modeling. However, beyond this, the ADMSR project hypothesized that a student not only advances vertically up a single construct map, but will also move transversally between different construct maps (i.e., for a student at certain levels of a construct, it will be required not only that they have mastered the previous level of that construct, but that they have also mastered a level of another construct). These hypothesized connections between the constructs are shown in Figure 12. The arrows represent specific “requirement” connections between levels of different constructs—that is, success on the level at the “point” of the arrow will not be likely unless the student is successful on the level at the base of the arrow.

For example, the MoV construct indicates a progression of understanding that culminates in modeling phenomena with chance devices. As the arrows at different MoV levels in Figure 6 illustrate, this construct relies on an orchestration of the components of the other data modeling constructs. In addition, the area noted as “Bootstrapping” between the upper levels of the DaD and MRC constructs indicates that the levels of the two constructs do not have a one-way causal connection, but rather a mutual dependence. To model, and test, hypotheses such as these requires a special form of a multidimensional measurement model, specifically a structured constructs model (Wilson, 2012). This is beyond the scope of this article, so I will direct the reader to Shin, Wilson, and Choi (2017) for more information.

**Discussion: Relating Classroom and Summative Assessments Via the BEAR Assessment System**

Following the sections above, we can see important ways that the BAS can help improve both summative and classroom assessments. First, the inclusion of a developmental approach
in the shaping of a construct map and/or learning progressions provides an essential interpretative framing for many, if not most, uses of assessment. This makes available the resource of the logic of development for use in many assessment contexts, ranging from its use as a guide to moment-to-moment classroom teaching practices, to daily evaluation of student responses and student products, to the planning of educational activities over weeks and months. Beyond that, the existence of such resources provides a sound foundation for individual teacher reflection, as well as sharing between teachers, such as sharing materials and debating methods of making educational progress.

Second, by achieving a match between teaching and assessments via the items design (i.e., when the range and style of classroom activities is reflected in the range and style of assessments), these items can help teachers design and develop new teaching activities, and can themselves be used by teachers as part of and/or prompts for teaching activities.

Third, the existence of an outcome space/scoring guide can act as a positive aspect of teacher management of both assessment and instruction in the following ways:
(a) the terms and logic of the scoring guide can establish a common language for valuing specific examples of student work/responses;
(b) example student responses included in the scoring guide can give teachers a quick, concrete illustration of what they can expect of students at a particular level; and
(c) descriptions of the logic of scoring into levels can help teachers appreciate the sometimes subtle differences between construct map levels.

Fourth, the use of results from a measurement model can help in the following ways:
(a) when the results are visualized as Wright maps, these can be a useful metaphor for talking about student progress with students, their parents, and other teachers;
(b) the results can be used to identify, record, and track student progress and to illustrate the skills that students have mastered and those that the students are currently working on; and
(c) by placing students’ performance on the continuum defined by the map, teachers and others can interpret student progress with respect to the Standards that are inherent in the constructs.

Moreover, one can see that, in an important sense, classroom assessment can, and should, be seen as the foundation for all assessments, including large-scale assessments. The BAS provides a common grounding, expressed in the construct maps, that can enable synergy between the formative and the summative, as explicated in the previous sections. In particular, classroom assessments developed using the BAS approach help large-scale assessment in the following ways: (i) the construct maps make the link to the Standards explicit and promote a developmental view of the large-scale results (i.e., improve the content validity of the large-scale assessments); (ii) when the range and style of the items from the large-scale assessments match those of the classroom assessments, the large-scale assessments are a better match to the instruction (i.e., hence they improve the instructional validity of the large-scale assessments); (iii) using the outcome space(s) for large-scale assessments means that the same interpretational frames are used for both instructional activities and large-scale assessments; and (iv) mapping student large-scale results onto the same (or similar) Wright maps as are used for the classroom assessments allows students and teachers to track their progress throughout the year.

In conclusion, we can see that there are multiple ways that soundly developed classroom assessments can be the foundation for better instruction and also for better large-scale assessments, and hence for better education for our students. And this would have the side effect of making measurement more important for education.

Appendix

Conceptions of Statistics (CoS)

This construct describes the development of concepts of statistics. It reflects the perspective that statistics are summary measures of data that are developed to answer research questions. It is important that students come to see the functions of statistics as ways to characterize qualities of the sample distributions (i.e., central tendency and spread) and not merely as an obligatory procedural step in working with data.

At level CoS1, students describe qualities of distribution informally by using visual qualities of data such as identifying clumps, noticing holes, or discussing the “spread” of data.

At level CoS2, students calculate statistics, but may fail to reason about the statistic as a measure of a quality of a distribution. For example, a student may calculate the mean but neglect to relate the mean to the center of the distribution or not consider the effects of outliers on the mean.

At level CoS3, students conceive of statistics as measures of qualities of a distribution, such as its center and spread. Hence, they can reason about the effects of changes in distribution, such as the presence or absence of extreme values, on the resulting value of a statistic. The initial step of this level starts with inventing or appropriating different ways to summarize qualities of distribution and then includes recognition that different statistics may be appropriate given particular contexts (i.e., the process generating the distribution) and forms of distribution.

At level CoS4, students begin by noting and expecting sample-to-sample variability in a statistic and attribute this variability to chance. As students investigate sampling variability, they come to understand regularities in variability that can be described by a sampling distribution. For example, students may realize that although changes in the location of the mean are expected from sample to sample, the variability of the samples’ means is lower than the variability of the measurements constituting each sample. This culminates in predicting the effects of changes in properties of a sample on the sampling distribution.
<table>
<thead>
<tr>
<th>Level</th>
<th>Performances</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CoS4</strong></td>
<td><strong>D</strong></td>
<td>Predict and justify changes in a sampling distribution based on changes in properties of a sample.</td>
</tr>
<tr>
<td></td>
<td><strong>C</strong></td>
<td>Predict that, while the value of a statistic varies from sample-to-sample, its behavior in repeated sampling will be regular and predictable.</td>
</tr>
<tr>
<td></td>
<td><strong>B</strong></td>
<td>Recognize that the sample-to-sample variation in a statistic is due to chance.</td>
</tr>
<tr>
<td></td>
<td><strong>A</strong></td>
<td>Predict that a statistic’s value will change from sample to sample.</td>
</tr>
<tr>
<td><strong>CoS3</strong></td>
<td><strong>F</strong></td>
<td>Choose/Evaluate statistic by considering qualities of one or more samples.</td>
</tr>
<tr>
<td></td>
<td><strong>E</strong></td>
<td>Predict the effect on a statistic of a change in the process generating the sample.</td>
</tr>
</tbody>
</table>
### CoS3 (continued)

<table>
<thead>
<tr>
<th>CoS3</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>Generalize the use of a statistic beyond its original context of application or invention.</td>
<td>“Nick’s measure of spread works because when the data get more spread out, it increases.” Students use average deviation from the median to explore the spread of the data across multiple samples.</td>
</tr>
<tr>
<td>D</td>
<td>Predict how a statistic is affected by changes in its components or otherwise demonstrate knowledge of relations among components.</td>
<td>“If we increase the highest value, the mean will change, but the median will not.” “If I know the mean and all but one of the data values, I can find the missing value.”</td>
</tr>
<tr>
<td>B</td>
<td>Invent a sharable (replicable) measurement process to quantify a quality of the sample.</td>
<td>“In order to find the best guess, I count from the lowest to the highest and from the highest to the lowest at the same time. If I have an odd total number of data, the point where the two counting methods meet will be my best guess. If I have an even total number, the average of the two last numbers of my two counting methods will be the best guess.”</td>
</tr>
<tr>
<td>A</td>
<td>Invent an idiosyncratic measurement process to quantify a quality of the sample based on tacit knowledge that others may not share.</td>
<td>“In order to find the best guess, I first looked at which number has more than others and I got 152 and 158 both repeated twice. I picked 158 because it looks more reasonable to me.”</td>
</tr>
</tbody>
</table>

### CoS2

**Calculate statistics.**

<table>
<thead>
<tr>
<th>CoS2</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>Calculate statistics indicating variability.</td>
<td>“We found the range by subtracting the minimum value from the maximum value.”</td>
</tr>
<tr>
<td>A</td>
<td>Calculate statistics indicating central tendency.</td>
<td>Students calculate mean, median, and mode when they are given a set of data and put these as labels in their displays. However, they may not understand that each is a measure of central tendency.</td>
</tr>
</tbody>
</table>

### CoS1

**Describe qualities of distribution informally.**

<table>
<thead>
<tr>
<th>CoS1</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Use visual qualities of the data to summarize the distribution.</td>
<td>“There is a big clump here.” “The measurements are really spread out.” “The majority is in the middle.” “The real value might be where most of measurements are.”</td>
</tr>
</tbody>
</table>
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