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#### Abstract

This paper is concerned with the exact Bahadur efficiencies of spacings statistics. For a general class of statistics based on a fixed number of spacings, the explicit forms of the exact slopes are derived, and it is shown that the sum of the logarithms of spacings is optimal in this class. Some results are extended to the case where the number of spacings increase with the sample size to infinity.
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## 1. Introduction

Tests based on the observed frequencies as well as those based on spacings provide two basic approaches for the goodness of fit problem. The efficiencies of these tests have been studied in the literature. For example, Sethuraman and Rao (1970), Del Pino (1979), Kuo and Rao (1981), and Jammalamadaka et al. (1986) studied the Pitman efficiencies for various spacings tests, while Jammalamadaka and Tiwari (1987) considered the Pitman efficiencies of some spacings tests relative to a chi-square test. Hoeffding (1965) showed the likelihood ratio test based on multinomial frequencies to be optimal, in the Bahadur sense, for a fixed number of cells. Quine and Robinson (1985) studied both Pitman and Bahadur efficiencies for the case when the number of cells increases to infinity. This paper is concerned with the exact Bahadur efficiencies of spacings tests for the two corresponding cases.

Let $X_{1}, \ldots, X_{n}$ be an ordered sample from a continuous distribution function (d.f.) $F$. The goodness of fit problem is to test the null hypothesis $H_{0}: F=F_{0}$, where $F_{0}$ is specified, against the alternative $H_{1}: F \neq F_{0}$. By applying the probability integral transformation $x \rightarrow F_{0}(x)$ on all the data, without loss of generality, $F_{0}$ can be assumed to be uniform on $[0,1]$ and $F$ to be supported in [0, 1]. Define spacings by

$$
\left.D_{i}^{(n)}=X_{[n i \lambda]}-X_{[n \lambda i-1}\right], \quad i=1, \ldots, k,
$$

where $0=\lambda_{0}<\lambda_{1}<\cdots<\lambda_{k-1}<\lambda_{k}=1$ and [ $\left.\cdot \cdot\right]$ denotes the integer part. Write $D^{(n)}=\left(D_{1}^{(n)}, \ldots, D_{k-1}^{(n)}\right)$. We will consider spacings tests that reject $H_{0}$ for large values of $J_{n}\left(D^{(n)}\right)$ where $J_{n}(\cdot)$ is a non-negative function defined on the ( $k-1$ )-dimensional simplex

$$
S_{k-1}=\left\{z=\left(z_{1}, \ldots, z_{k-1}\right): 0<z_{i}<1, i=1, \ldots, k-1 ; \sum_{i=1}^{k-1} z_{i}<1\right\} .
$$

Two tests of particular interest are

$$
\begin{aligned}
& I_{k}=I_{k}\left(v^{0}, D^{(n)}\right)=\sum_{i=1}^{k} v_{i}^{0} \log \left(v_{i}^{0} / D_{i}^{(n)}\right) \quad \text { and } \\
& Q_{k}^{2}=Q_{k}^{2}\left(D^{(n)}, v^{0}\right)=\sum_{i=1}^{k}\left(D_{i}^{(n)}-v_{i}^{0}\right)^{2} / v_{i}^{0},
\end{aligned}
$$

where $v_{i}^{0}=\lambda_{i}-\lambda_{i-1}, v^{0}=\left(v_{1}^{0}, \ldots, \nu_{k-1}^{0}\right)$ and $D_{k}^{(n)}=1-\sum_{i=1}^{k-1} D_{i}^{(n)}$. The Bahadur efficiency of one test relative to another is defined by the ratio of their "exact slopes" (cf. Section 3).

The organization and results of this paper are as follows: in Section 2, a large deviation result for Dirichlet distributions is derived, which is crucial in finding the Bahadur efficiencies of spacings tests. Section 3 deals with the case of fixed $k$, and
(i) gives the exact slopes of $J_{n}\left(D^{(n)}\right)$ and their explicit forms for $I_{k}$ and $Q_{k}^{2}$;
(ii) shows that $I_{k}$ has the highest Bahadur efficiency in a general family and that the Bahadur efficiency of $I_{k}$ relative to $Q_{k}^{2}$ is strictly greater than one for most alternatives.

In Section 4, we consider the case when $k$ is allowed to increase with $n$, to infinity. The exact slopes of $I_{k}$ and $Q_{k}^{2}$ are obtained again and it is shown that the Bahadur efficiency of $I_{k}$ relative to $Q_{k}^{2}$ is infinity in this case.

## 2. A large deviation theorem for Dirichlet distributions

For $z \in S_{k-1}$, we always write $z_{k}=1-z_{1}-\cdots-z_{k-1}$.
For $v \in S_{k-1}, \boldsymbol{D}(n v)$ will denote the Dirichlet distribution with density on $S_{k-1}$ given by

$$
p_{n}(z \mid v)=\frac{\Gamma(n)}{\Gamma\left(n v_{1}\right) \cdots \Gamma\left(n v_{k}\right)} \prod_{i=1}^{k} z_{i}^{n v_{i}-1}
$$

and the corresponding probability measure will be denoted by $P_{n}(A \mid \nu)$ for
any measurable subset $A$ of $S_{k-1}$. Define

$$
I_{k}(v, z)=\sum_{i=1}^{k} v_{i} \log \frac{v_{i}}{z_{i}} \quad \text { for } \quad v, z \in S_{k-1}
$$

and

$$
I_{k}(v, A)=\inf _{z \in A} I_{k}(v, z) \quad \text { for } \quad A \subset S_{k-1} .
$$

Let $J_{n}(z)$ and $J(z)$ be non-negative functions defined on $S_{k-1}$ and $\beta=$ $\sup \left\{J(z): z \in S_{k-1}\right\}(\beta \leq \infty)$. Define for $t \in(0, \beta)$

$$
A_{n}(t)=\left\{z: J_{n}(z) \geq t\right\}, \quad A(t)=\{z: J(z) \geq t\} .
$$

The main result of this section is
Theorem 2.1. Assume
(A1) $J_{n}(z) \rightarrow J(z)$ uniformly in $S_{k-1}$,
(A2) $J(z)$ is continuous and has no local maximum values in $S_{k-1}$, and
(A3) $v^{(n)} \rightarrow v\left(\right.$ i.e., $\left.v_{i}^{(n)} \rightarrow v_{i}, i=1, \ldots, k\right)$ as $n \rightarrow \infty$.
Then for any $t \in(0, \beta)$

$$
\lim _{n \rightarrow \infty}-\frac{1}{n} \log P_{n}\left\{A_{n}(t) \mid v^{(n)}\right\}=I_{k}(v, A(t)) .
$$

The proof follows from Lemmas 2.1 and 2.2. First note that by Stirling's formula, we have

$$
\begin{equation*}
\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}<\Gamma(n+1)<2 \sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \quad \text { for } \quad n \geq 1 \tag{2.1}
\end{equation*}
$$

Lemma 2.1. Let $A_{n} \subset S_{k-1}$ and $v^{(n)}, v \in S_{k-1}$ such that $v^{(n)} \rightarrow v$. If $I_{k}\left(v, A_{n}\right) \rightarrow d$ as $n \rightarrow \infty$ and if $\forall \varepsilon>0, \exists$ a non-empty open set $A_{\varepsilon}$ in $S_{k-1}$ and an integer $N$ such that $I_{k}\left(v, A_{\varepsilon}\right)<d+\varepsilon$ and $A_{\varepsilon} \subset A_{n} \forall n>N$, then

$$
\lim _{n \rightarrow \infty}-\frac{1}{n} \log P_{n}\left(A_{n} \mid v^{(n)}\right)=d .
$$

Proof. Let $\max _{1 \leq i \leq k} v_{i}<a<1$. Then $\exists N=N(v, a)$ such that $\forall n>N$, $n>\max _{1 \leq i \leq k}\left(1 / v_{i}^{(n)}\right)$ and $n^{-1}+a v_{i}<\nu_{i}^{(n)}<a^{-1} v_{i}, i=1, \ldots, k$. By (2.1) and the equality $\Gamma(x+1)=x \Gamma(x)$, we can obtain $\forall n>N$,

$$
\begin{align*}
p_{n}\left(z \mid v^{(n)}\right) & \leq 2\left(\frac{n}{2 \pi}\right)^{(k-1) / 2} \prod_{i=1}^{k}\left(v_{i}^{(n)}\right)^{1 / 2-n v_{i}^{(n)}} z_{i}^{n v_{i}^{(n)}-1} \\
& \leq 2(n)^{(k-1) / 2} \prod_{i=1}^{k}\left(a v_{i}\right)^{-n v / a} z_{i}^{a n v_{i}}  \tag{2.2}\\
& \leq 2(n)^{(k-1) / 2} e^{-a n I_{k}(v, z)} a^{-n / a} \prod_{i=1}^{k} v_{i}^{n v_{i}(a-1 / a)},
\end{align*}
$$

where the second inequality holds because $a v_{i}<\nu_{i}^{(n)}<1$ and $n v_{i}^{(n)}<n v_{i} / a$, which imply $\left(v_{i}^{(n)}\right)^{1 / 2-n v_{i}^{(n)}}<\left(\nu_{i}^{(n)}\right)^{-n v^{(n)}}<\left(a v_{i}\right)^{-n v_{i}^{(n)}}<\left(a v_{i}\right)^{-n v / a}$. So

$$
\begin{aligned}
& P_{n}\left(A_{n} \mid \nu^{(n)}\right)=\int_{A_{n}} p_{n}\left(z \mid v^{(n)}\right) d z \\
& \quad \leq 2(n)^{(k-1 / / 2} e^{-a n l_{k}\left(v_{1}, A_{n}\right)} a^{-n / a} \prod_{i=1}^{k} v_{i}^{n v(a-1 / a)}, \\
& \frac{\lim _{n \rightarrow \infty}}{}-\frac{1}{n} \log P_{n}\left(A_{n} \mid \nu^{(n)}\right) \geq a d+\frac{1}{a} \log a-\left(a-\frac{1}{a}\right) \sum_{i=1}^{k} v_{i} \log v_{i} .
\end{aligned}
$$

Letting $a \rightarrow 1$ - gives

$$
\begin{equation*}
\lim _{n \rightarrow \infty}-\frac{1}{n} \log P_{n}\left(A_{n} \mid v^{(n)}\right) \geq d . \tag{2.3}
\end{equation*}
$$

On the other hand, again by (2.1) we obtain

$$
p_{n}\left(z \mid v^{(n)}\right) \geq \frac{1}{2}\left(\frac{n}{2 \pi}\right)^{(k-1) / 2} e^{-n h_{k}\left(v^{(n)}(z)\right.} \prod_{i=1}^{k}\left(v_{i}^{(n)}\right)^{1 / 2} .
$$

Thus, $\exists N_{1}=N_{1}(v)$ such that $\forall n>N_{1}$,

$$
\begin{equation*}
p_{n}\left(z \mid v^{(n)}\right) \geq e^{-n n_{k}\left(v^{m}, z\right)} \forall z \in S_{k-1} . \tag{2.4}
\end{equation*}
$$

Let $\varepsilon>0, A_{\varepsilon}$ and $N_{2}$ be as in the conditions of the lemma and $d(\varepsilon)=$ $I_{k}\left(v, A_{\varepsilon}\right)$. Then, $\exists z \in A_{\varepsilon}$ such that $d(\varepsilon)<I_{k}(v, z)<d(\varepsilon)+\varepsilon$. Thus $B_{c}=A_{\varepsilon} \cap$ $\left\{z: d(\varepsilon)<I_{k}(v, z)<d(\varepsilon)+\varepsilon\right\}$ is a non-empty open subset of $S_{k-1}$ so that $\int_{B_{\varepsilon}} d z>0$. Since $\bar{B}_{\varepsilon} \subset S_{k-1}, I_{k}\left(v^{(n)}, z\right) \rightarrow I_{k}(v, z)$ uniformly in $z \in \bar{B}_{\varepsilon}$. Thus, $\exists N_{3}=N_{3}(v, \varepsilon)$ such that $\forall n>N_{3}, I_{k}\left(v^{(n)}, z\right)<I_{k}(v, z)+\varepsilon \forall z \in B_{\varepsilon}$ and so $\forall n>\max \left(N_{1}, N_{2}, N_{3}\right)$, by (2.4) and note that $B_{\varepsilon} \subset A_{\varepsilon} \subset A_{n}$

$$
\begin{aligned}
P_{n}\left(A_{n} \mid v^{(n)}\right) & \geq \int_{B_{\varepsilon}} e^{-n k_{k}\left(v^{(n)}, z\right)} d z \geq \int_{B_{\varepsilon}} e^{-n\left(k_{k}(v, z)+\varepsilon\right)} d z \\
& \geq e^{-n(d(\varepsilon)+2 \varepsilon)} \int_{B_{i}} d z
\end{aligned}
$$

Hence $\varlimsup_{n \rightarrow \infty}-(1 / n) \log P_{n}\left(A_{n} \mid v^{(n)}\right) \leq d(\varepsilon)+2 \varepsilon<d+3 \varepsilon \forall \varepsilon>0$, which together with (2.3), proves the lemma.

LEMMA 2.2. If $J(\cdot)$ is continuous and has no local maximum values in $S_{k-1}$, then for each $v \in S_{k-1}, I_{k}(v, A(t))$ is continuous in $t \in(0, \beta)$.

Proof. Fix $t \in(0, \beta)$. By Lemma 4.3 of Hoeffding (1965), $\exists z^{0} \in \overline{A(t)}$ such that $I_{k}\left(\nu, z^{0}\right)=I_{k}(v, A(t))$. Note that $z^{0} \in S_{k-1}$ because $I_{k}\left(\nu, z^{0}\right)<\infty$ and $I_{k}(v, \cdot)$ is continuous. By the conditions on $J(z)$, for $\varepsilon>0, \exists z^{\prime} \in S_{k-1}$ such that $\left|I_{k}\left(\nu, z^{\prime}\right)-I_{k}\left(v, z^{0}\right)\right|<\varepsilon$ and $\delta=J\left(z^{\prime}\right)-J\left(z^{0}\right)>0$. If $t \leq s<\min (t+\delta, \beta)$, then $J\left(z^{\prime}\right)=J\left(z^{0}\right)+\delta \geq t+\delta>s$, so that $z^{\prime} \in A(s)$ and $I_{k}(v, A(t)) \leq I_{k}(v, A(s))$ $\leq I_{k}\left(v, z^{\prime}\right)<I_{k}\left(v, z^{0}\right)+\varepsilon=I_{k}(v, A(t))+\varepsilon$. This shows the right continuity of $I_{k}(v, A(t))$ in $t$. For the left continuity, let $s_{n} \mid t$. Again by Lemma 4.3 of Hoeffding (1965), for each $n, \exists z^{n} \in \overline{A\left(s_{n}\right)}$ such that $I_{k}\left(v, z^{n}\right)=I_{k}\left(v, A\left(s_{n}\right)\right)$. Because $\left\{z^{n}\right\}$ is bounded, there is a convergent subsequence $\left\{z^{n^{\prime}}\right\}$ of $\left\{z^{n}\right\}$. Let $z^{\infty}$ be the limit of $\left\{z^{n^{\prime}}\right\}$. Then $z^{\infty} \in S_{k-1}$ since $I_{k}\left(v, z^{n}\right)$ is bounded by $I_{k}(v, A(t))$. Thus, $J\left(z^{\infty}\right)=\lim _{n^{\prime} \rightarrow \infty} J\left(z^{n^{\prime}}\right) \geq \lim _{n^{\prime} \rightarrow \infty} s_{n^{\prime}}=t$. It follows that $z^{\infty} \in A(t)$ and

$$
\begin{equation*}
I_{k}\left(v, A\left(s_{n^{\prime}}\right)\right)=I_{k}\left(v, z^{n^{\prime}}\right) \rightarrow I_{k}\left(v, z^{\infty}\right) \geq I_{k}(v, A(t)) \tag{2.5}
\end{equation*}
$$

Finally, since $s_{n} \dagger t$ implies that $I_{k}\left(v, A\left(s_{n}\right)\right)$ is increasing in $n$ and $I_{k}\left(v, A\left(s_{n}\right)\right)$ $\leq I_{k}(v, A(t)) \forall n,(2.5)$ shows that $I_{k}\left(v, A\left(s_{n}\right)\right) \rightarrow I_{k}(v, A(t))$ as $n \rightarrow \infty$, which gives the left continuity and completes the proof. $\square$

Proof of Theorem 2.1. Let $t \in(0, \beta)$ and $\varepsilon>0$. By Lemma 2.2, $\exists \delta>0$ such that $t+\delta<\beta$ and

$$
\begin{equation*}
I_{k}(v, A(t))-\varepsilon<I_{k}(v, A(t-\delta)) \leq I_{k}(v, A(t+\delta))<I_{k}(v, A(t))+\varepsilon \tag{2.6}
\end{equation*}
$$

Since $J_{n} \rightarrow J$ uniformly in $S_{k-1}, \exists N$ such that $\forall n>N, A(t+\delta) \subset A_{n}(t) \subset$ $A(t-\delta)$, hence $I_{k}(v, A(t-\delta)) \leq I_{k}\left(v, A_{n}(t)\right) \leq I_{k}(v, A(t+\delta)$ ). This and (2.6) show that

$$
\begin{equation*}
I_{k}\left(v, A_{n}(t)\right) \rightarrow I_{k}(v, A(t)) \tag{2.7}
\end{equation*}
$$

Moreover, take $A_{\varepsilon}=\{z: J(z)>t+\delta\}$. Then $A_{\varepsilon}$ is open and non-empty, and

$$
\begin{equation*}
I_{k}\left(v, A_{\varepsilon}\right)=I_{k}(v, A(t+\delta))<I_{k}(v, A(t))+\varepsilon \tag{2.8}
\end{equation*}
$$

Finally, the theorem follows from (2.7), (2.8) and Lemma 2.1.

## 3. Bahadur efficiencies of spacings tests with fixed $k$

In this section, we consider the case when $k$ and $\lambda_{i}$ 's are fixed and assume $n>\max _{i \leq i \leq k}\left(\lambda_{i}-\lambda_{i-1}\right)^{-1}$ so that $D_{i}^{(n)}>0$ with probability one (see Section 1 for notations). It is well-known that under $H_{0}, D^{(n)}$ has a Dirichlet distribution with parameters $\left[n \lambda_{i}\right]-\left[n \lambda_{i-1}\right], i=1, \ldots, k$. If we write $\nu_{i}^{(n)}=\left(\left[n \lambda_{i}\right]-\left[n \lambda_{i-1}\right]\right) / n, v^{(n)}=\left(v_{1}^{(n)}, \ldots, v_{k-1}^{(n)}\right)$, then $D^{(n)} \sim \boldsymbol{D}\left(n v^{(n)}\right)$ and $v^{(n)} \rightarrow$ $v^{0}=\left(v_{1}^{0}, \ldots, v_{k-1}^{0}\right)$ where $v_{i}^{0}=\lambda_{i}-\lambda_{i-1}$.

Since $D^{(n)} \rightarrow v^{0}$ (a.s.) under $H_{0}$, it is reasonable to reject $H_{0}$ when $D^{(n)}$ is too far from $v^{0}$. Thus we consider a family $\boldsymbol{F}$ of spacings tests which reject $H_{0}$ for large values of $J_{n}\left(D^{(n)}\right)$, where $J_{n}(\cdot)$ is defined on $S_{k-1}$ with properties:
(i) $J_{n}(z) \geq 0 \forall z \in S_{k-1}$ and $J_{n}(z)=0$ iff $z=v^{0}$;
(ii) $J_{n}(z) \rightarrow J(z)$ uniformly in $S_{k-1}$ for some $J$ satisfying (A2) of Theorem 2.1.
In particular, we are interested in

$$
J_{n}(z)=I_{k}\left(v^{0}, z\right) \quad \text { and } \quad J_{n}(z)=Q_{k}^{2}\left(z, v^{0}\right) \forall n
$$

where

$$
Q_{k}^{2}(z, v)=\sum_{i=1}^{k}\left(z_{i}-v_{i}\right)^{2} / v_{i} \quad \text { for } \quad z, \quad v \in S_{k-1}
$$

The test $Q_{k}^{2}\left(D^{(n)}, v^{0}\right)$ can be thought of as a spacings version of the classical chi-square test, and in fact, both $n Q_{k}^{2}\left(D^{(n)}, v^{0}\right)$ and $2 n I_{k}\left(v^{0}, D^{(n)}\right)$ have a limiting distribution of $\chi_{k-1}^{2}$. (But we will not give the proofs here.) The assumption that $J$ has no local maximum values in $S_{k-1}$ is not unusual because, as a measure of the distance between $z$ and $v^{0}, J(z)$ should increase when $z$ moves farther away from $v^{0}$. It is easy to check that $I_{k}\left(v^{0}, z\right)$ and $Q_{k}^{2}\left(z, v^{0}\right)$ both have this property.

The exact slope of a test statistic $T_{n}$ is defined as follows: let $H_{0}$ be rejected for large values of $T_{n}$. If $-2 n^{-1} \log \left[1-G_{0}\left(T_{n}\right)\right] \xrightarrow{P} s_{r}$ under $H_{1}$, where $G_{0}(t)=P_{0}\left(T_{n} \leq t\right)$ and $P_{0}$ is the null probability measure, then $s_{T}$ is the exact slope of $T_{n}$. The Bahadur efficiency of a test $T_{n}$ relative to another $T_{n}^{\prime}$ is defined by $B E\left(T_{n}, T_{n}^{\prime}\right)=s_{T} / s_{T^{\prime}}$ provided $s_{T}$ and $s_{T^{\prime}}$ are not both zeros. The following is a basic theorem for exact slopes:

THEOREM 3.1. (Bahadur (1960)) If $T_{n} \xrightarrow{P} b$ under $H_{1}$ and

$$
\lim _{n \rightarrow \infty}-\frac{2}{n} \log P_{0}\left\{T_{n} \geq t\right\}=c(t), \quad t \in I
$$

for some open interval I containing $b$ and for some $c(t)$ which is continuous on $I$, then $s_{T}=c(b)$.

Now we are ready to give the exact slopes for tests in the family $\boldsymbol{F}$.
THEOREM 3.2. Let the alternative be $H_{1}: F=F_{1}$ and $v^{1}=\left(v_{1}^{1}, \ldots, v_{k-1}^{1}\right)$ with $v_{i}^{1}=F_{1}^{-1}\left(\lambda_{i}\right)-F_{1}^{-1}\left(\lambda_{i-1}\right)$. If $v^{1} \in S_{k-1}, v^{1} \neq v^{0}$ and $J\left(v^{1}\right) \neq \sup J(z)$, then the exact slope of $J_{n}\left(D^{(n)}\right)$ for $J_{n} \in \boldsymbol{F}$

$$
\begin{equation*}
s_{J}=2 I_{k}\left(v^{0}, A\left(J\left(v^{1}\right)\right)\right)>0, \quad(A(t)=\{z: J(z) \geq t\}) \tag{3.1}
\end{equation*}
$$

Proof. First note that under $H_{1}, D^{(n)} \rightarrow v^{1}$ a.s., hence

$$
\begin{equation*}
J_{n}\left(D^{(n)}\right) \rightarrow J\left(v^{1}\right) \tag{3.2}
\end{equation*}
$$

(a.s.) under $H_{1}$. Because $D^{(n)} \sim \boldsymbol{D}\left(n v^{(n)}\right)$ and $v^{(n)} \rightarrow v^{0}$ by Theorem 2.1

$$
\begin{equation*}
\lim _{n \rightarrow \infty}-\frac{2}{n} \log P_{0}\left\{J_{n}\left(D^{(n)}\right) \geq t\right\}=2 I_{k}\left(v^{0}, A(t)\right) \tag{3.3}
\end{equation*}
$$

for $t \in(0, \beta)$ where $\beta=\sup J(z)$. Moreover, by the conditions we have $J\left(v^{1}\right) \in(0, \beta)$ and by Lemma $2.2 I_{k}\left(v^{0}, A(t)\right)$ is continuous in $t \in(0, \beta)$. Thus (3.1) follows from (3.2), (3.3) and Theorem 3.1.

Theorem 3.3. Let $v^{1}$ be as in Theorem 3.2 and $s_{I}$ denote the exact slope of $I_{k}\left(v^{0}, D^{(n)}\right)$, then $s_{I} \geq s_{J}$ for all $J_{n} \in \boldsymbol{F}$.

Proof. By Theorem 3.2, we have $s_{J}=2 I_{k}\left(v^{0}, A\left(J\left(v^{1}\right)\right)\right),(A(t)=$ $\{J \geq t\}$ ), and in particular, $s_{I}=2 I_{k}\left(v^{0}, v^{1}\right)$ since $I_{k}\left(v^{0},\left\{I_{k}\left(v^{0}, z\right) \geq t\right\}\right)=t$. Notice that $t \leq J\left(v^{1}\right)$ implies $v^{1} \in A(t)$ and $I_{k}\left(v^{0}, v^{1}\right) \geq I_{k}\left(v^{0}, A(t)\right)$. Hence $I_{k}\left(v^{0}, v^{1}\right) \geq I_{k}\left(v^{0}, A\left(J\left(v^{1}\right)\right)\right)$. That is, $s_{I} \geq s_{J}$.

Remark. Since $s_{I}>0$, Theorem 3.3 shows that the Bahadur efficiency of $I_{k}\left(v^{0}, D^{(n)}\right)$ relative to any $J_{n} \in F$ is $B E(I, J)=s_{I} / s_{J} \geq 1$. Hence $I_{k}\left(v^{0}, D^{(n)}\right)$ is the optimal test in the family $\boldsymbol{F}$ (in the Bahadur sense). The following theorem shows that the likelihood ratio test is optimal, in the Bahadur sense, for spacings tests, as for multinomial frequencies.

ThEOREM 3.4. For every $z \in S_{k-1}$,

$$
\lim _{n \rightarrow \infty}-\frac{1}{n}\left[\log p_{n}\left(z \mid v^{0}\right)-\log \left\{\sup _{v} p_{n}(z \mid v)\right\}\right]=I_{k}\left(v^{0}, z\right)
$$

Proof. Stirling's formula (2.1) and the equality $\Gamma(x+2)=$ $x(x+1) \Gamma(x)$ imply

$$
\begin{equation*}
p_{n}(z \mid v) \leq C n^{2 k} e^{-n k(v, z)} \prod_{i=1}^{k} z_{i}^{-1} \forall n \quad \text { and } \quad v \in S_{k-1}, \tag{3.4}
\end{equation*}
$$

where $C>0$ is a constant, and similar to (2.4) we can obtain that $\exists N$ such that $\forall n>N$,

$$
\begin{equation*}
p_{n}\left(z \mid v^{0}\right) \geq e^{-n k\left(v^{0}, z\right)} \quad \text { and } \quad p_{n}(z \mid z) \geq e^{-n k(z, z)}=1 . \tag{3.5}
\end{equation*}
$$

(3.4) and (3.5) show that $\forall n>N$,

$$
\frac{p_{n}\left(z \mid v^{0}\right)}{\sup _{v} p_{n}(z \mid v)} \leq \frac{p_{n}\left(z \mid v^{0}\right)}{p_{n}(z \mid z)} \leq C n^{2 k} e^{-n k\left(v^{0}, z\right)} \prod_{i=1}^{k} z_{i}^{-1},
$$

and

$$
\frac{p_{n}\left(z \mid v^{0}\right)}{\sup _{v} p_{n}(z \mid v)} \geq e^{-n k\left(v^{0} z\right)}\left(C n^{2 k}\right)^{-1} \prod_{i=1}^{k} z_{i} .
$$

Hence

$$
\lim _{n \rightarrow \infty}-\frac{1}{n} \log \frac{p_{n}\left(z \mid v^{0}\right)}{\sup _{v} p_{n}(z \mid v)}=I_{k}\left(v^{0}, z\right) .
$$

Theorem 3.5. Let $v^{1}$ be as in Theorem 3.2. The exact slope of $Q_{k}^{2}\left(D^{(n)}, v^{0}\right)$ is given by

$$
s_{Q}=\left(1-v_{\text {min }}^{0}\right) \log \frac{1}{a}+v_{\text {min }}^{0} \log \frac{1}{b},
$$

where $v_{\text {min }}^{0}=\min _{1 \leq i \leq k} v_{i}^{0}$ and

$$
a=1-\left[\frac{v_{\min }^{0}}{1-\nu_{\min }^{0}} Q_{k}^{2}\left(\nu^{1}, \nu^{0}\right)\right]^{1 / 2}, \quad b=1+\left[\frac{1-v_{\min }^{0}}{-v_{\min }^{0}} Q_{k}^{2}\left(\nu^{1}, \nu^{0}\right)\right]^{1 / 2} .
$$

The proof of Theorem 3.5 is similar to that of Theorem 8.1 of Hoeffding (1965). The details are omitted here. For the same reason, the following theorem is also stated without proof.

Theorem 3.6. Let $\operatorname{BE}\left(I, Q^{2}\right)$ denote the Bahadur efficiency of
$I_{k}\left(v^{0}, D^{(n)}\right)$ relative to $Q_{k}^{2}\left(D^{(n)}, v^{0}\right)$. Then $B E\left(I, Q^{2}\right)>1$ unless

$$
v_{i}^{1} / v_{i}^{0}= \begin{cases}b & \text { if } v_{i}^{0}=v_{\min }^{0}  \tag{3.6}\\ a & \text { otherwise }\end{cases}
$$

where $a, b$ are as in Theorem 3.5.
Remark. For $F_{1} \neq F_{0}$, (3.6) generally does not hold and we may choose $\lambda_{i}$ 's to let (3.6) fail (for example, let $v_{i}^{1} / v_{i}^{0}$ take more than two different values). Hence Theorem 3.5 states that $I_{k}\left(v^{0}, D^{(n)}\right)$ is basically more efficient than $Q_{k}^{2}\left(v^{0}, D^{(n)}\right)$ (in the Bahadur sense).

## 4. The Bahadur efficiencies of spacings tests when $k \rightarrow \infty$

In this section, we allow $k$ to increase with $n$ to infinity, but take the partition $\lambda_{i}$ 's in a particular way as

$$
\lambda_{i}=i / k \quad i=0,1, \ldots, k
$$

so that $\lambda_{i}-\lambda_{i-1}=1 / k$ for $i=1, \ldots, k$. Moreover, we assume, without loss of generality, that $m=n / k$ takes integer values so that

$$
v_{i}^{(n)}=\left(\left[n \lambda_{i}\right]-\left[n \lambda_{i-1}\right]\right) / n=\lambda_{i}-\lambda_{i-1}=1 / k, \quad i=1, \ldots, k .
$$

We are interested in the Bahadur efficiencies of the tests $I_{k}\left(v^{(n)}, D^{(n)}\right)$ and $Q_{k}^{2}\left(D^{(n)}, v^{(n)}\right)$. Let $H_{1}: F=F_{1}$ satisfy the following assumptions:

ASSUMPTIONS 4.1.
(i) $G_{1}=F_{1}^{-1}$ and $g_{1}=G_{1}^{\prime}$ exist on $[0,1]$;
(ii) $g_{1}$ is continuous on $[0,1]$;
(iii) $0<g_{1}(y)<\infty \forall y \in[0,1]$.

Let $k$ vary with $n$, in such a way as

$$
\begin{equation*}
k=k(n)=c n^{q}(1+o(1)), \quad c>0, \quad 0<q<1 \tag{4.1}
\end{equation*}
$$

THEOREM 4.1. If $H_{1}$ satisfies Assumptions 4.1 and $k=k(n)$ is as given in (4.1), then the exact slopes of $I_{k}\left(\nu^{(n)}, D^{(n)}\right)$ and $Q_{k}^{2}\left(D^{(n)}, \nu^{(n)}\right)$ are $s_{I}=\int_{0}^{1}-2 \log g_{1}(y) d y$ and $s_{Q}=0$, respectively. Hence, $B E\left(I, Q^{2}\right)=\infty$.

We will prove two lemmas first.
Lemma 4.1. Under the conditions of Theorem 4.1,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}-\frac{1}{n} P_{0}\left\{I_{k}\left(v^{(n)}, D^{(n)}\right) \geq t\right\}=t . \tag{4.2}
\end{equation*}
$$

Proof. Let $p_{n}(z \mid v)$ and $P_{n}(A \mid v)$ be as in Section 2. By (2.2),

$$
\begin{aligned}
p_{n}\left(z \mid v^{(n)}\right) & \leq 2\left(\frac{n}{2 \pi}\right)^{(k-1) / 2} \prod_{i=1}^{k}\left(\frac{1}{k}\right)^{1 / 2-n / k} z_{i}^{\eta / k-1} \\
& \leq 2 n^{k} k^{k} e^{-(n-k) k\left(v^{m}, z\right)} .
\end{aligned}
$$

Hence for $A_{n}=\left\{z: I_{k}\left(v^{(n)}, z\right) \geq t\right\}$, since $I_{k}\left(v^{(n)}, A_{n}\right)=t$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} & -\frac{1}{n} \log P_{n}\left(A_{n} \mid v^{(n)}\right) \\
& \geq \frac{\lim _{n \rightarrow \infty}}{}\left[\left(1-\frac{k}{n}\right) I_{k}\left(v^{(n)}, A_{n}\right)-\frac{k}{n} \log (n k)-\frac{1}{n} \log 2\right]=t . \tag{4.3}
\end{align*}
$$

On the other hand, Jensen's inequality gives $I_{k}\left(v^{(n)}, z\right) \geq I_{2}\left(1 / k, z_{1}\right)$, where $z_{1}$ is the first coordinate of $z$. It is not hard to see that $I_{2}\left(1 / k, z_{1}\right)$ is increasing in $z_{1} \in(1 / k, 1)$ and $\exists x_{k} \in(1 / k, 1)$ such that $I_{2}\left(1 / k, x_{k}\right)=t$. Thus by (2.1),

$$
\begin{aligned}
P_{0}\left\{I_{k}\left(v^{(n)}, D^{(n)}\right) \geq t\right\} & \geq P_{0}\left\{I_{2}\left(v^{(n)}, D_{1}^{(n)}\right) \geq t\right\}=P_{0}\left\{D_{1}^{(n)} \geq x_{k}\right\} \\
& =\frac{\Gamma(n)}{\Gamma(m) \Gamma(n-m)} \int_{x_{k}}^{1} z_{1}^{m-1}\left(1-z_{1}\right)^{n-m-1} d z_{1} \\
& \geq \frac{1}{4 \sqrt{2 \pi}} \frac{1}{n}\left[m\left(1-\frac{1}{k}\right)\right]^{1 / 2} e^{-n t} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\varlimsup_{n \rightarrow \infty}-\frac{1}{n} \log P_{0}\left(I_{k}\left(v^{(n)}, D^{(n)}\right) \geq t\right) \leq t \tag{4.4}
\end{equation*}
$$

Since $D^{(n)} \sim \boldsymbol{D}\left(n \nu^{(n)}\right)$ under $H_{0}$, (4.3) and (4.4) prove the lemma.

## Lemma 4.2. Suppose

(i) $H_{1}$ satisfies Assumptions 4.1 with corresponding $G_{1}$ and $g_{1}$;
(ii) $h$ is a continuous function in $(0, \infty)$;
(iii) $n / m^{j} \rightarrow 0$ for some $j \geq 2$.

Then under $H_{1}$,

$$
\frac{1}{k} \sum_{i=1}^{k} h\left(k D_{i}^{(n)}\right) \xrightarrow{P} \int_{0}^{1} h\left(g_{1}(y)\right) d y .
$$

Proof. Let $U_{1}<U_{2}<\cdots<U_{n-1}$ be an ordered sample from a uniform distribution on $[0,1]$ and $T_{i}^{(n)}=U_{i m}-U_{i m-m}$. Then by the Mean Value Theorem, $k D_{i}^{(n)} \sim g_{1}\left(\tilde{U}_{i m}\right) k T_{i}^{(n)}$ where $U_{i m-m}<\widetilde{U}_{i m}<U_{i m}$. It can be shown that under the conditions of the lemma

$$
\max _{1 \leq i \leq k}\left|k T_{i}^{(n)}-1\right| \xrightarrow{P} 0 \quad \text { and } \quad \max _{1 \leq i \leq k}\left|\tilde{U}_{i m}-\frac{i}{k}\right| \xrightarrow{P} 0
$$

which imply

$$
\begin{aligned}
\max _{1 \leq i \leq k}\left|k D_{i}^{(n)}-g_{1}\left(\frac{i}{k}\right)\right| & \sim \max _{1 \leq i \leq k}\left|g_{1}\left(\tilde{U}_{i m}\right) k T_{i}^{(n)}-g_{1}\left(\frac{i}{k}\right)\right| \\
\leq & \max _{1 \leq i \leq k}\left|g_{1}\left(\tilde{U}_{i m}\right)-g_{1}\left(\frac{i}{k}\right)\right|\left(k T_{i}^{(n)}\right) \\
& +\max _{1 \leq i \leq k}\left|g_{1}\left(\frac{i}{k}\right)\right|\left|k T_{i}^{(n)}-1\right| \xrightarrow{P} 0 .
\end{aligned}
$$

It follows that under $H_{1}$,

$$
\begin{equation*}
\left|\frac{1}{k} \sum_{i=1}^{k} h\left(k D_{i}^{(n)}\right)-\frac{1}{k} \sum_{i=1}^{k} h\left(g_{1}\left(\frac{i}{k}\right)\right)\right| \xrightarrow{P} 0 . \tag{4.5}
\end{equation*}
$$

But since $(1 / k) \sum_{i=1}^{k} h\left(g_{1}(i / k)\right) \rightarrow \int_{0}^{1} h\left(g_{1}(y)\right) d y$, (4.5) proves Lemma 4.2.
Proof of Theorem 4.1. Take $h(x)=-\log x$. Then Lemma 4.2 yields that under $H_{1}$,

$$
I_{k}\left(v^{(n)}, D^{(n)}\right)=\frac{1}{k} \sum_{i=1}^{k}-\log \left(k D_{i}^{(n)}\right) \xrightarrow{P} \int_{0}^{1}-\log g_{1}(y) d y>0
$$

and from Lemma 4.1 we get $s_{I}=\int_{0}^{1}-2 \log g_{1}(y) d y$. On the other hand,

$$
\begin{aligned}
P_{0}\left\{Q_{k}^{2}\left(D^{(n)}, v^{(n)}\right) \geq t\right\} & =P_{0}\left\{\sum_{i=1}^{k}\left(k D_{i}^{(n)}-1\right)^{2} \geq k t\right\} \\
& \geq P_{0}\left\{D_{1}^{(n)} \geq\left(\frac{1+t}{k}\right)^{1 / 2}\right\} \\
& =\frac{\Gamma(n)}{\Gamma(m) \Gamma(n-m)} \int_{\sqrt{(t+1) / k}}^{1} x^{m-1}(1-x)^{n-m-1} d x
\end{aligned}
$$

$$
\geq\left(\frac{1+t}{k}\right)^{m / 2} \frac{1}{n}\left[1-\left(\frac{1+t}{k}\right)^{1 / 2}\right]^{n} .
$$

Thus $\forall t \geq 0$,

$$
0 \leq-\frac{1}{n} \log P_{0}\left\{Q_{k}^{2}\left(D^{(n)}, v^{(n)}\right) \geq t\right\}
$$

$$
\begin{equation*}
\leq \frac{1}{2 k} \log \frac{k}{1+t}+\frac{1}{n} \log n-\log \left[1-\left(\frac{1+t}{k}\right)^{1 / 2}\right] \rightarrow 0 \tag{4.6}
\end{equation*}
$$

as $n \rightarrow \infty$ and $k \rightarrow \infty$. Moreover, by Lemma 4.2 we see that under $H_{1}$,

$$
Q_{k}^{2}\left(D^{(n)}, v^{(n)}\right)=\frac{1}{k} \sum_{i=1}^{k}\left(k D_{i}^{(n)}-1\right)^{2} \xrightarrow{P} \int_{0}^{1}\left[g_{1}(y)-1\right]^{2} d y>0 .
$$

Hence (4.6) and Theorem 3.1 show that $s_{Q}=0$.

## 5. Conclusion

The exact Bahadur efficiency of the test statistic based on spacings $I_{k}=\sum_{i=1}^{k} v_{i}^{0} \log \left(v_{i}^{0} / D_{i}^{(n)}\right)$ relative to its competitor $Q_{k}^{2}=\sum_{i=1}^{k}\left(D_{i}^{(n)}-v_{i}^{0}\right)^{2} / v_{i}^{0}$ is shown to be greater than 1 for finite $k$ (cf. Theorem 3.5) and equals infinity if $k$ is allowed to increase with $n$ (cf. Theorem 4.1). This contrasts with the results that for fixed $m$, the test $Q_{k}^{2}$, sometimes called the Greenwood statistic, has the highest asymptotic relative efficiency in the Pitman sense. See, for instance, Rao and Kuo (1984).
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