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Abstract

In this paper, we address the problems of deformable object matching (alignment) and segmentation with cluttered background. We propose a novel hierarchical log-linear model (HLLM) which represents both shape and appearance features at multiple levels of a hierarchy. This model enables us to combine appearance cues at multiple scales directly into the hierarchy and to model shape deformations at short-range, medium range, and long-range. We introduce the structure-perceptron algorithm to estimate the parameters of the HLLM in a discriminative way. The learning is able to estimate the appearance and shape parameters simultaneously in a global manner. Moreover, the structure-perceptron learning has a feature selection aspect (similar to AdaBoost) which enables us to specify a class of appearance/shape features and allow the algorithm to decide which features should be used and how to weight their importance. This method was applied to the tasks of deformable object localization, segmentation, matching (alignment), and parsing. We demonstrate that the algorithm achieves the state of the art performance by evaluation on public dataset (horse and multi-view face).

1. Introduction

Deformable object matching (alignment) and segmentation are two fundamental tasks in computer vision. They have many applications including object recognition, pose estimation and tracking. These tasks are difficult due to four major reasons – shape deformation, appearance variation, cluttered backgrounds, and occlusion.

Traditional approaches to matching problems, such as deformable templates [11, 1, 14] usually focus only on representing shape deformations without attempting to learn an appearance model. This causes difficulties in situations where there is cluttered background and complex appearance cues are required. Recent works on object segmentation [18, 23, 20] do include complex appearance cues, but these methods do not have internal representations of the object and so they are not suitable for matching (alignment) or for parsing. We will review the literature in section 2.

In this paper, our goal is to learn a hierarchical log-linear object model (HLLM) that can be applied to both segmentation and matching (alignment). This HLLM is able to represent shape and appearance cues at different levels in the hierarchy. This multi-level modeling of appearance differs from most other hierarchical approaches [4, 17, 15, 30] where appearance is only modeled at the bottom level.

We learn the parameters of the HLLM by using the structure-perceptron algorithm. Structure-perceptron enables us to learn all the parameters globally in a consistent manner (i.e. at all levels of the hierarchy simultaneously). Moreover, it enables us to specify a large class of shape/appearance features and allow the algorithm to decide which features should be used and how to weight their importance (similar to AdaBoost). Structure-perceptron learning [7] is a discriminative approach which is computationally simpler than standard methods such as maximum likelihood estimation (as used, for example for learning Conditional Random Fields [19]). Moreover, there are advantages to discriminative learning because this strategy focuses attention on estimating the parameters values of the model most relevant to decision making (e.g. about segmentation or matching).

We demonstrate the success of the HLLM by applying it to segmentation and matching/alignment tasks on large datasets with groundtruth. We use the horse dataset (from Weizmann) and the face alignment dataset. In both cases,
we obtain state of the art results. This is perhaps particularly interesting because on the face dataset we are comparing to results obtained by methods such as Active Appearance Models [10] which are specialized for faces.

2. Background

2.1. Deformable Shape Matching

There has been a range of attempts to model deformable objects in order to detect, align, register, and recognize them. Coughlan et al. [12] provided a flat Markov Random Field to represent the boundary of an object, and showed that dynamic programming (DP) could be used to detect the object. This type of work was extended by Felzenszwalb [14] and by Coughlan using a pruned version of Belief Propagation (BP) [11]. Shape context [1] is a model that has longer-range interaction between features. It is effective when there is a clean background with no clutter, but it is not best suited for cluttered backgrounds. Some algorithms are capable of detecting the boundary contour (e.g. [6, 27]). But these algorithms need initialization in position, orientation, and scale if they are applied to images with cluttered background.

Recent work has introduced hierarchical models to represent the structure of objects more accurately (and enable shape regularities at multiple scales). Shape-trees were presented [15] to model shape deformations at multiple levels. Chen et al. [5] propose an AND/OR graph representation (similar to [4, 17]), which is a multi-level mixture Markov Random Field, and provide a novel bottom-up and top-down based inference algorithm. But both of these models concentrate on modeling the shape deformation at different scales and use simple appearance models defined at leaf nodes only.

The main limitation of all above models is that there was no learning algorithm. The image features were manually designed (and hence comparatively simple), the geometry models were hand-specified, and the relative weights of appearance and shape had to be manually tuned. In this paper we define a hierarchy model which is a simplified version of Chen et al.’s [5] AND/OR graph. We extend this model to include appearance cues at all scales. We apply the structure-perceptron algorithm to select the most useful shape and appearance features from a vocabulary and simultaneously assign weights to them.

2.2. Object Segmentation

There have recently been a number of advances in object segmentation. In contrast to object matching, the task of object segmentation aims at segmenting the object from background, but not recovering the poses (position, orientation, etc.) of individual parts.

Borenstein and Ullman [3] provide a public horse dataset and study the problem of deformable object segmentation on this dataset. Torr and his colleagues [18] develop Object-Cut which locates the object via a pictorial model learnt from motion cues and use the min-cut algorithm to segment out the object of interest. Ren et al. [23] address the segmentation problem by combining low-, mid- and high-level cues in Conditional Random Field (CRF). Similarly, Levin and Weiss [20] utilize CRF to segment object but assuming that the position of the object is roughly given. In contrast to supervised learning, Locus [28] explores a unsupervised learning approach to learn a probabilistic object model. Recently, Cour and Shi [13] achieve the best performance on this standard dataset. It is important to note that none of these methods report performance on matching/alignment.

3. Hierarchical Log-Linear Model

3.1. The model

We represent the appearance and shape of the object by a hierarchical graph defined by parent-child relationships. The top node of the hierarchy represents the position of the center of the object. The leaf nodes represent points at the boundary of the object. The intermediate nodes represent different subparts of the object. The hierarchy is automatically constructed by a hierarchical clustering algorithm, i.e., Segmentation Weighted Aggregation (SWA) [25]. This is illustrated in figure (1). We use \( \nu \) to index nodes of the hierarchy. The set of child nodes of \( \nu \) is denoted by \( T_\nu \). Thus, \( T_\nu \) encode all vertical edges of a hierarchy. \( (\mu, \rho, \tau) \), which refer to every triple child nodes of \( \nu \), define the horizontal dependencies (horizontal edges) of a hierarchy. \( \{\nu, T_\nu, (\mu, \rho, \tau)\} \) fully determine the topology of the hierarchy.

A configuration of the hierarchy is an assignment of state variables \( y = \{y_\nu\} \) with \( y_\nu = (P_{x, y_\nu}, F_{y_\nu}, \theta_\nu, s_\nu) \) at each node \( \nu \), where \( (P_x, P_y) \), \( \theta \) and \( s \) denote part position, orientation, and scale respectively. The state \( y \) of a node is an abstraction (center position, size and orientation) of the state variables of its children. A novel feature of this hierarchical representation is that the node variables \( y \) are of the same dimension at all levels of the hierarchy although they denote different subparts, thus have different semantic meanings.

The conditional distribution over all the states is given by a log-linear model:

\[
P(y|x; \alpha) = \frac{1}{Z(x; \alpha)} \exp\{\Phi(x, y) \cdot \alpha\},
\]

(1)

where \( x \) denotes the input image, \( y \) is the parse tree, \( \alpha \) are the parameters to be estimated, \( Z(x; \alpha) \) is the partition function, \( \Phi(x, y) \) are potential functions and \( \Phi(x, y) \cdot \alpha \) is
the inner product $\sum_{i \in \text{Edge}} \alpha_i \Phi_i(x, y)$ where the summation is calculated on potential functions defined over edges of the hierarchy.

In this paper, we propose a hierarchical log-linear model (HLLM) which uses potentials $\Phi(x, y)$, see equation (1), defined on the hierarchical graph. The structure-perceptron learning will not compute the partition function $Z(x; \alpha)$. Therefore we do not have a formal probabilistic interpretation. As we will show, this log-linear model is well suited to structure-perceptron learning.

The potential function $\Phi(x, y)$ of HLLM are defined over a hierarchical structure. More specifically, $\Phi(x, y)$ takes three forms: (i) the data terms $\Phi^D(x, y)$, (ii) the horizontal terms for spatial relations $\Phi^H(y)$, and (iii) the vertical terms $\Phi^V(y)$. These terms are defined as follows.

The data terms $\Phi^D(x, y)$ are defined over all levels of the hierarchy (see figure 1) and represents image features (of patches and regions). For leaf nodes, $\Phi^D(x, y)$ involves local image features like the grey intensity, gradient, Canny edge, the response of Difference of Offset Gaussian (DOOG) with different scales ($13 \times 13$ and $22 \times 22$) and orientations ($0, \frac{1}{6}\pi, \frac{1}{3}\pi, ..., \pi$), and so on (the bottom row of figure 1). For non-leaf nodes (the second row of the right panel of figure 1), $\Phi^D(x, y)$ represents regional features (e.g., the mean, variance, histogram of image features) whose ranges are determined by $y$. This differs from most other conditional models – e.g. Textonboost [26], Ren et al. [23] and Levin and Weiss [20]’s CRF models – since these contain no hidden variables defined at high levels. For example, $y$ refer to the position of image lattice and their feature size is fixed locally. However, in our case, we are able to access different sizes of features by exploring different $y$’s. This feature design is more flexible and accurate to deal with the geometrical deformations.

The horizontal terms and vertical terms encode the geometrical prior described in the hierarchy. The horizontal terms of the hierarchical shape prior (feature) impose the horizontal connections at a range of scales (see the top and third rows in figure 1). It is defined over all triples $\mu, \rho, \tau$ formed by the child nodes of each parent. Its form is given by $\Phi^h(y) = g(\mu, \rho, \tau)$, where $g(\ldots)$ is a logarithm of Gaussian distribution defined on the invariant shape vector $l(\mu, \rho, \tau)$ constructed from $(\mu, \rho, \tau)$ [29]. This shape vector depends only on variables of the triple, such as the internal angles, which are invariant to the translation, rotation, and scaling of the triple. This ensures that the potential is also invariant to these transformations. The parameters of the Gaussian are estimated from training data. Note that the shape features are defined over different levels to allow both short-range and long-range interactions.

The vertical terms $\Phi^V(y)$ are used to hold the structure together by relating the state of the parent nodes to the state of their children. The state of the parent node is determined precisely by the states of the child nodes. This is defined by $\Phi^v(y) = h(y, \{y_{\nu} s.t. \mu \in T_{\nu}\})$, where $T_{\nu}$ is the set of child nodes of node $\nu$, $h(\ldots) = 0$ if the average orientations and positions of the child nodes are equal to the orientation and position of the parent node. If they are not consistent, then $h(\ldots) = \kappa$, where $\kappa$ is a small negative number.

In summary, the hierarchical representation decomposes both the appearance and shape modeling into multiple levels. At low levels of the hierarchy (the third and fourth rows of figure 1), the short-range shape constraints between small parts are modeled together with the small-scale appearance cues. At higher levels (the top and second rows of figure 1), the long-range shape regularities between larger parts are imposed and large scale appearance cues are used.

Figure 1. The hierarchy is constructed by Segmentation Weighted Aggregation (an hierarchical clustering algorithm). Black dots indicate the positions of the leaf nodes in the hierarchy. Color dots indicate the subparts. The appearance and shape deformation are modeled at multiple levels in the hierarchy.
combining two proposals.
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More recently, Collins [7] developed the structure-perceptron algorithm which applies to situations where the output is a structure (e.g. a sequence or tree of states). He proved theoretical results for convergence properties, for both separable and non-separable cases, and for generalization. In addition Collins and his collaborators demonstrated the structure-perceptron for many successful applications in natural language processing, including tagging [8] (an example of a sequence/chain output), and parsing [9] (an example of tree output).

Structure-perceptron learning can be applied to learning log-linear models. The learning proceeds in a discriminative way. By contrast to maximum likelihood learning, which requires calculating the expectation of features, structure-perceptron learning only needs to calculate the most probable configurations (parses) of the model. Therefore, structure-perceptron learning is more flexible and computationally simpler (i.e. the max calculation is usually easier than the sum calculation).

To the best of our knowledge, structure-perceptron has never been exploited in computer vision (unlike the perceptron which has been applied to binary classification and multi-class classification tasks). Moreover, we are applying structure-perceptron to more complicated models (i.e. HLLMs) than those treated by Collins [8] (e.g. Hidden Markov Models for tagging).

4. Structure-Perceptron Learning

4.1. Background on Perceptron and Structure-Perceptron Learning

Perceptron learning was traditionally applied to classification tasks [16]. The theoretical properties of convergence and generalization of perceptron learning have been clearly justified by Freund and Shapire et al. [16] for binary classi-

Figure 2. The inference algorithm. \( \oplus \) denotes the operation of combining two proposals.

3.2. The Parsing Algorithm

We modify the inference algorithm described in [5] to obtain the best parse tree \( y^* \) by computing \( y^* = \arg \max \Phi(x, y) \cdot \alpha \). This algorithm runs (empirically) in polynomial time in terms of the number of levels of the hierarchy, which is needed to make structure-perceptron learning practical.

The inference algorithm [5] was designed for AND/OR graphs but it can be directly adapted to perform inference for hierarchical models (by treating a hierarchical graphs as a special case of an AND/OR graph which only has AND nodes). The algorithm has a bottom-up and top-down strategy but we only take the bottom-up procedure. The bottom-up stage makes proposals for the configuration of the hierarchy. This proceeds by combining proposals for sub-configurations to build proposals for larger configuration. To prevent a combinatorial explosion we prune out weak proposals which have low fitness score (\( \Phi(x, y) \cdot \alpha \) evaluated for the configuration) and use clustering which selects a small set of max-proposals to represent each cluster.

We give the pseudo-code for the algorithm in figure 2. The input to a level \( l \) is a set of max-proposals \( \{ MP_{l-1}^{d} \} \) for each node \( \nu \) at level \( l = 1 \) (each max-proposal, or proposal, is a configuration \( \{ Z_{l-1}^{d} \} \) of the subtree with root node \( \nu \)).

The max-proposals generate proposals \( \{ P_{\nu,b}^{l} \} \) for nodes at level \( l \) by composition. We prune out this set of proposals by rejecting those with low fitness scores (i.e. \( \Phi(x, y) \cdot \alpha \) evaluated for the configuration) and by clustering using local maximum to group the proposals into a set of clusters \( \{ CL_{\nu,a}^{l} \} \), each represented by a max-proposal \( \{ MP_{\nu,a}^{l} \} \) (the local maximum is taken with respect to spatial position, scale, and orientation). The output \( \{ MP_{\nu,a}^{l} \} \) is used as input to the next level \( l + 1 \). See [5] for full details.
pseudo-code is given in figure 4. The averaged parameters weight to features which are more distinct between the AdaBoost. The training algorithm sequentially gives more consideration as a procedure of feature selection (similar to perceptron learning method is finding dated by an additive term. The most difficult step of the algorithm I (without averaging). We will empirically compare the total number of iterations. It is straightforward to store makes structure-perceptron learning practical for HLLMs.

### 4.3. Averaging Parameters

There is a simple refinement to Algorithm I, called "the averaged parameters" method (Algorithm II), whose pseudo-code is given in figure 4. The averaged parameters are defined to be \( \gamma = \sum_{t=1}^{T} \sum_{i=1}^{N} \alpha^{t,i} / NT \), where \( NT \) is the total number of iterations. It is straightforward to store these averaged parameters and output them. The theoretical analysis in [7] shows that Algorithm II (with averaging) gives better performance and convergence rate than Algorithm I (without averaging). We will empirically compare these two algorithms.

**Algorithm II:**

For \( t = 1..T, i = 1..N \)

1. Parse: \( y^* = \arg \max_y \Phi(x^i, y) \cdot \alpha \)
2. Store: \( \alpha^{t,i} = \alpha \)
3. Update: \( \alpha = \alpha + \Phi(x^i, y^i) - \Phi(x^i, y^*) \)

**Output:** Parameters \( \gamma = \sum_{t,i} \alpha^{t,i} / NT \)

Figure 4. Algorithm II: a modification of algorithm I.

### 4.4. Feature Selection

We emphasize that structure-perceptron learning can be considered as a procedure of feature selection (similar to AdaBoost). The training algorithm sequentially gives more weight to features which are more distinct between the groundtruth and the parse returned by the model. This feature selection property allows us to specify a large dictionary of possible features and enable the algorithm to select those features which are most effective. This allows us to learn HLLMs for different objects without needing to specially design features for each object. Moreover, the same mechanism allows us to automatically select from features defined at multiple levels according to the unobserved (or hidden) hierarchical configuration \( y \). Thus our approach is more flexible than existing conditional models (e.g., CRF [23, 20, 26]) which use multi-level features but with fixed relative positions (i.e. not adaptive). In section 5.3, we empirically study what features the structure-perceptron algorithm judges to be most important for a specific object like a horse. Section 5.4 also illustrates the advantage of feature selection by applying the same learning algorithm to the different task of face alignment without additional feature design.

## 5. Experimental Results

### 5.1. Dataset and Evaluation Criteria

We use a standard public dataset, the Weizmann Horse Dataset [3], to perform experimental evaluations for HLLMs. This dataset is designed to evaluate segmentation, so the groundtruth only gives the regions of the object and the background. To supplement this groundtruth, we required students to manually parse the images by locating the positions of leaf nodes of the hierarchy in the images. These parse trees are used as ground truth to evaluate the ability of the HLLM to parse the horses (i.e. to identify different parts of the horse). There are a total of 328 images which are divided into three subsets – 50 for training, 50 for validation, and 228 for testing. The parameters learnt from the training set, and with the best performance on validation set, are selected.

To show the generality of our approach, and its ability to deal with different objects without hand-tuning the appearance features, we apply it to the task of face alignment. The dataset [22] contains ground truth of standard 65 key points which lie along the boundaries of face components with semantic meaning, i.e., eyes, nose, mouth and cheek. We use part of this dataset for training (200 images) and part for testing (80 images).

For a given image \( x \), the parsing results are obtained by estimating the configuration \( y \) of the HLLM. To evaluate the performance of parsing (for horses) and matching/alignment (for faces) we use the average position error measured in terms of faces. This quantifies the average distance between the positions of leaf nodes of the ground truth and those estimated in the parse tree.

The HLLM does not directly output a full segmentation of the object. Instead the set of leaf nodes gives a sparse
Table 1. Performance of Detection and Parsing

<table>
<thead>
<tr>
<th>Training</th>
<th>Validation</th>
<th>Detection</th>
<th>Parsing</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>50</td>
<td>99.1%</td>
<td>16.04</td>
<td>23.1s</td>
</tr>
</tbody>
</table>

Table 2. Comparisons of Segmentation Performance on Weizmann Horse Dataset

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Our approach</td>
<td>228</td>
<td>94.7%</td>
<td>93.6%/85.3%</td>
</tr>
<tr>
<td>Ren [23]</td>
<td>172</td>
<td>91.0%</td>
<td>86.2%/75.0%</td>
</tr>
<tr>
<td>Borenstein [2]</td>
<td>328</td>
<td>93.0%</td>
<td></td>
</tr>
<tr>
<td>LOCUS [28]</td>
<td>200</td>
<td>93.1%</td>
<td></td>
</tr>
<tr>
<td>Cour [13]</td>
<td>328</td>
<td>94.2%</td>
<td></td>
</tr>
<tr>
<td>Levin [20]</td>
<td>N/A</td>
<td>95.0%</td>
<td></td>
</tr>
<tr>
<td>OBJ CUT [18]</td>
<td>5</td>
<td>96.0%</td>
<td></td>
</tr>
</tbody>
</table>

In our approach, we estimate for the segmentation. To enable HLLM to give full segmentation we modify it by a strategy inspired by grab-cut [24] and obj-cut [18]. We use a rough estimate of the boundary by sequentially connecting the leaf nodes of the HLLM, to initialize a grab-cut algorithm (recall that standard grab-cut [24] requires human initialization, while obj-cut needs motion cues). We use segmentation accuracy to quantify the proportion of the correct pixel labels (object or non-object). In addition, we also report precision/recall, see [23], which has the advantage that it does not depend on the relative size of the object and the boundary. (For example, you can get 80% segmentation accuracy on the weizmann horse dataset by simply labelling every pixel as background). We note that segmentation accuracy is commonly used in the computer vision community, while precision/recall is more standard in machine learning.

We rate detection to be successful if the area of intersection of the labeled object region (obtained by graph-cut initialized by the HLLM) and the true object region is greater than half the area of the union of these regions.

5.2. Experiment I: Deformable Object Detection, Segmentation and Parsing

The best parse tree is obtained by performing inference algorithm over HLLM learnt by structure-perceptron learning. Figure 5 shows several parsing and segmentation results. The states of the leaf nodes of parse tree indicate the positions of the points along the boundary which are represented as colored dots. The points of same color in different images correspond to the same semantic part. One can see our model’s ability to deal with shape variations, background noise, textured patterns, and changes in viewing angles. The performance of detection and parsing on this dataset is given in Table 1. The localization rate is around 99%. Our model performs well on the parsing task since the average position error is only 16 pixels (to give context, the radius of the color circle in figure 5 is 5 pixels). Note no other papers report parsing performance on this dataset since most (if not all) methods do not estimate the positions of different parts of the horse (or even represent them). The time of inference for image with typical size 320 x 240 is 23 seconds.

In table 2, we compare the segmentation performance of our approach with other successful methods. Note that the object cut method [18] was reported on only 5 images. Levin and Weiss [20] make the strong assumption that the position of the object is given (other methods do not make this assumption) and do not report how many images they tested on. Overall, Cour and Shi’s method [13] was the best one evaluated on large dataset. But their result is obtained by manually selecting the best among top 10 results (other methods output a single result). By contrast, our approach outputs a single parse only but yields a higher pixel accuracy of 94.7%. Hence we conclude that our approach outperforms those alternatives which have been evaluated on this dataset. As described above, we prefer the precision/recall criteria [23] because the segmentation accuracy is not very distinguishable (i.e. the baseline starts at 80% accuracy, obtained by simply classifying every image pixel as being background). Our algorithm outperforms the only other method evaluated in this way (i.e. Ren et al.’s [23]). For comparison, we translate Ren et al.’s performance (86.2%/75.0%) into segmentation accuracy of 91% (note that it is impossible to translate segmentation accuracy back into precision/recall).

5.3. Diagnosis

In this section, we will conduct diagnosis experiments to study the behavior of structure-perceptron learning.

Convergence Analysis. Figure 6 shows the average position error on training set for both Algorithm II (averaged) and Algorithm I (non-averaged). It shows that the averaged algorithm converges much more stably than non-averaged algorithm.

Generalization Analysis. Figure 7 shows average position error on training, validation and testing set over a num-
ber of training iterations. Observe that the behavior on the validation set and the testing set are quite similar. This confirms that the selection of parameters decided by the validation set is reasonable.

**Feature Selection.** We show the features learnt from structure-perceptron learning in figure (8) (features are shown at the bottom level only for reasons of space). The top 5 features, ranked according to their weights, are listed. The top left, top right and bottom left panels show the top 5 features for all leaf nodes, the node at the back of horse and the node at the neck respectively. Recall that structure-perceptron learning performs feature selection by adjusting the weights of the features.

5.4. Experiment II: Multi-view Face Alignment

The task of multi-view face alignment has been much more thoroughly studied than horse parsing. Our HLLM approach, using identical settings for horse parsing, *achieves an average distance error of 6.0 pixels, comparable with the best result 5.7 pixels, obtained by [21].* Their approach is based mainly on the Active Appearance Models [10] which were motivated specifically to model faces and which assume that the shape deformations are mostly rigid. By contrast, our HLLMs are suitable for both rigid and deformable objects and required no special training to apply to this problem. Figure 9 shows the typical parse results for face alignment.
6. Conclusion

We developed a hierarchical log-linear model (HLLM) for representing objects which can be learnt by adapting the structure-perceptron algorithm used in machine learning. Advantages of our approach include the ability to select shape and appearance features at a variety of scales in an automatic manner.

We demonstrated the effectiveness and versatility of our approach by applying it to very different problems, evaluating it on large datasets, and giving comparisons to the state of the art. Firstly, we showed that the HLLM outperformed other approaches when evaluated for segmentation on the weizmann horse dataset. It also gave good results for parsing horses (where we supplied the groundtruth), though there are no other parsing results reported for this dataset. Secondly, we applied HLLMs to the completely different task of multi-view face alignment (without any parameter tuning or selection of features) and obtained results very close to the state of the art.
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