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Abstract

Real Time Flow Estimation in Channel Networks using Lagrangian Data

by

Qingfang Wu

Doctor of Philosophy in Engineering-Civil and Environmental Engineering

University of California at Berkeley

Professor Alexandre Bayen, Chair

The Sacramento-San Joaquin River Delta in California becomes inadequate in fresh water resources, while the water demand in California keeps increasing. Large-scale numerical flow models, for example Delta Simulation Model II (DSM2) and River, Estuary, And Land Model (REALM), used as crucial water resources management tools, are capable of providing critical information about tidal forcing and salinity transport in the bays and channels of the Delta. Reliable flow estimation and prediction of these models, however, largely depend on an accurate representation of open boundary conditions and initial conditions, which are usually calibrated against historical data sets acquired from Eulerian measurements near the boundaries.

In large watershed, unfortunately, these measurements have demonstrated many intrinsic limitations, for example small spatial coverage and sparse temporal sampling. Also, existing Eulerian sensors have many recorded failures, such as broken gauges, sensor drifts, process leaks, improper measuring devices, and many other random sources. More importantly, if the hydraulic system is radically altered, as in the case of extensive levee failures, the historical data sets can be of limited usage.

In this dissertation, a sensing-modeling system featuring rapidly deployed Lagrangian drifters is developed. The system is capable of predicting regional flows and transport in the Delta in a real-time mode, without dependence on historical data.

Lagrangian data is obtained when floating drifters move along with the flow and report their locations. The data provides instant information about the flow, including flow advections and eddy dispersions, and is further assimilated into underlying shallow water equation (SWE) models to characterize the flow state.
Different approaches to facilitate the flow estimation have been investigated in this dissertation. First, a variational assimilation method (Quadratic Programming) is applied to a 1D SWE model (Linearized Saint-Venant equations). The assimilation method poses the problem of estimating the flow state in a channel network as a quadratic programming by minimizing a quadratic cost function – the norm of the difference between the drifter observations and the model velocity predictions – and expressing the constraints in terms of linearized equalities and inequalities. The problem is then efficiently solved using a fast and robust algorithm. The approach is easy to implement and low in computation costs.

Later, a sequential assimilation method (Ensemble Kalman Filtering) is implemented to a 2D SWE model (depth-integrated Navier-Stokes equations). The assimilation method involves a series of state analysis and updates, where the observed Lagrangian data is incorporated into the state one step at a time to incrementally correct the model prediction. The implementation of this method demands powerful computation ability, and is achieved on high-performance computing clusters at NERSC.

To assess the performance of the proposed data assimilation methods, we investigated a distributed network of channels, subject to quasi-periodic tidal forcing, in the Sacramento-San Joaquin River Delta. Field operational experiments were carried out with a fleet of over 70 floating drifters, deployed within approximately 0.55 km$^2$ of the river network. During the experiments, more than 325,000 GPS readings were taken from the floating drifters and collected, in real time, onto a central server. It is the first experiment of this kind conducted at such scale, where high-density Lagrangian data have been collected in a real river environment and successfully assimilated over a full tidal cycle.

It is demonstrated that both of the proposed assimilation methods (i.e., QP in 1D SWE model and EnKF in 2D SWE model) can handle the Lagrangian data with sufficient accuracy. In many practical cases, the 1D flow estimation is adequate for water resource management to retrieve critical flow characteristics in a prompt and efficient manner. In the case of complex channel geometry, however, the 2D flow estimation is vital to describe the hydraulic system.
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Chapter 1

Introduction

1.1 Background and Motivation

The Sacramento-San Joaquin Delta (the Delta) is the critical part of the California water resource system and provides water supply to approximately two-thirds of the state population. The delta is a complex network of over 1150 km of tidally-influenced channels and sloughs that are tidally driven by the San Francisco Bay. The San Joaquin River, with a length of 530 km, is the second-longest river in the Delta area. Fresh water enters the delta from the north, and interacts with high salinity water from the San Francisco Bay through the San Joaquin River. The transport and interaction of fresh and sea water establish the quality of water supply for municipal consumption, which is mainly extracted from the South Delta (Figure 1.1).

The flow and transport in the Delta are not fully understood yet, due to the tidal-driven flows, the complex geometry, and the high dispersion [107]. It is broadly accepted that the highly dispersive environment in the Delta is created by the different phasing of tidal flows in intersecting channels and dominated by tidal trapping [87]. In this transport and dispersive system, the interaction of tidal motions within the channels and watersheds of the Delta results in salt movement into the Delta. To quantify the extent of water quality and salt intrusion, critical facts and parameters, such as the freshwater flow, the effective dispersion coefficient for salt, and in-Delta operations, need to be well-defined and meant to capture the effects of tidal dispersion processes.

As the hub of the California water delivery system, the Delta requires an efficient management and response system for water distribution and unanticipated events, such as levee breaks, sudden change in fresh water, etc. Without full knowledge of what is happening in the hydraulic system, policy makers are forced to make conservative operational decisions to preserve water quality and secure water supply. This overly conservative approach may lead to substantial inefficiencies in
water distribution and unnecessary economic loss.

1.2 Overview of Flow Estimation

An efficient flow management demands accurate and prompt flow measurements and estimation at representative locations in the channel network, along with an effective and robust flow model capable of providing fast and reliable predictions.

1.2.1 Flow Measurement Techniques

Conventional flow measurement techniques are classified as either remote or in-situ sensing with regard to the subject flow they are measuring.
Remote sensing refers to techniques in which a sensing device is not in direct contact with the flow, and the measurements are usually taken from distance. One example of remote sensing techniques is satellite imagery, using microwave radars or synthetic aperture radars [18], [135], [91], [21]. Other widely-applied techniques include coherent microwave systems and ultra high frequency (UHF) radar from helicopters, riverbanks, bridges, or cableways [122], [152], [83].

In contrast, in-situ sensing refers to techniques where a sensing device is in direct contact with the flow. It can be further categorized into Eulerian or Lagrangian techniques (the terminologies are borrowed from hydrodynamics, which are defined with respect to different reference frames). Eulerian techniques utilize sensors that are fixed to an external reference frame (e.g., the river bank) and take measurements when the flow passes by. Lagrangian techniques feature sensors that drift freely along with the flow and conduct measurements as they move through it.

The primary data collected by a Lagrangian sensor is its position over time, although some Lagrangian sensors are capable of characterizing other flow properties, e.g., temperature, salinity, dissolved constituents, etc. A well-designed Lagrangian sensor should behave like an “ideal particle” in the flow, enabling a direct quantification of the flow velocity from the time series of its position. In hydrodynamics, such sensor devices are often called *drifters*. The design and fabrication of drifters have always been improved along with the advancement of the positioning and communication technologies.

The first drifter that could actively report its position was the “Swallow float”, which was first operated in 1950s [141]. It was a neutrally buoyant device that would drift approximately 1,000 meters along a river while emitting acoustic pulses at a constant rate. These pulses were received by hydrophones pre-installed on the bank, and thus the float was readily located during its drifting. Development of drifters with acoustic communication capabilities continued in the 1960s and 1970s [61]. In 1978, the Argos satellite system [28] started to provide a global location and data uplink service, enabling oceanographic researchers to develop drifters that could continuously report their position and transfer sensor data during the mission. In the mid-1980s, many oceanographic drifters leveraged the Argos system, including the Davis (a.k.a. Coastal Dynamics Experiment drifter) [41], the Ministar (a.k.a. World Ocean Climate Experiment drifter) [114], and the Low Cost Tropical Drifter [17]. In recent years, many sensor networks have been developed for aquatic sensing missions. Some representative work includes the AMOUR project at MIT [45], the NEPTUS framework of AUVs at LSTS in Portugal [140], the submersible pneumatic drogues built at UCSD [66], the Slocum underwater drifters at MBARI [85], and the SmartBay sensor network project in Galway Bay [132]. The Floating Sensor Network project at UC Berkeley [1], to be introduced in later sections, designs and builds drifters primarily for riverine and estuarine environments.
1.2.2 Existing Flow Models

Large-scale numerical flow models, such as DSM2 [22] and REALM [11], sponsored by the California Department of Water Resources (DWR), have been used as crucial water resources management tools, providing critical information about tidal forcing and salinity transport in the bays and channels of the Delta. These models are based on mechanistic analysis of the hydrodynamics at different timescales.

A number of factors may affect the performance of these state-of-the-art models, such as mesh generation, flow discretization, and choice of numerical solver. More importantly, the performance of the models largely relies on the determination of open boundary conditions and the parameter calibrations against historical data sets.

Traditionally, the open boundary conditions can be obtained either via Eulerian observations near the boundaries, for example tidal gauge data, or through satellite data retrieval. Unfortunately, these measurements at large watershed have their intrinsic limitations, specifically small coverage and sparse sampling [105]. Furthermore, installed Eulerian sensors are proven to have many failures, such as broken gauges, process leaks, sensor drifts, improper use of measuring devices, and other random sources.

As the tidal phase differences in the Delta channels are remarkable, the existing flow models are usually calibrated against historical data sets in a timescale of months. Such a dependence on historical data sets, however, would make a modeling system less responsive to abrupt events, for example a massive levee breach or large adjustments in freshwater flow, in which historical data provides limited information for the rapidly changed situation, making it very difficult, if not entirely impossible, to estimate or predict the flow state.

1.2.3 Lagrangian Measurements

In the last two decades, techniques using surface and subsurface Lagrangian buoys have significantly advanced. Lagrangian data, in particular those collected from surface drifters, provide instant information about the flow, and can be used to describe flow advections and eddy dispersions. For this reason, Lagrangian measurements have been highly valued and extensively used in numerous meteorological and oceanic systems [8], [124], [84]. They are also used in river hydraulics [106], and in traffic modeling (i.e., mobile sensors) [69].

A major difficulty of utilizing the Lagrangian data acquired in field is that the data is often affected by local flow perturbations, and therefore exhibits so “noisy” that it can essentially mask any important flow characteristics. Data assimilation technique, as briefly introduced in the next section,
provides an effective measure to exclude these perturbations from flow measurements. By the use of the data assimilation technique, the measured data largely compensate for poorly-identified parameters of underlying physical model, such as boundary conditions, initial conditions, and physical processes that are not incorporated into the model [116], [103], [9], [24], [64].

Addressing these limitations, we present an efficient and reasonable velocity field based on the Lagrangian data collected from the large-scale drifter experiment using the data assimilation techniques implemented in this dissertation. It is one of the first successes of using Lagrangian data in a hydrodynamic system, especially in a complex tidal-driven channel network. This topic is of particular interest under conditions that Eulerian sensors are sparsely located, or flow conditions are changed rapidly, such as flood or dam break events.

1.2.4 Data Assimilation

Data assimilation is the process by which observations are incorporated into an underlying physical model of a real system. The assimilation results are considered reliable, not only because they are close to the observations at the required spatial and temporal scales, but also because they are constrained by certain dynamical or statistical relationships defined in the real physical world.

Most data assimilation methods available nowadays can be categorized into two groups: variational assimilation methods [112] or sequential assimilation methods [149]. Variational assimilation methods, such as Quadratic Programming [109], 3D-Var [169], 4D-Var [125], adjoint approach [16] etc., perform a single optimization on all the observed data to minimize a cost function. Sequential assimilation methods, on the other hand, conduct a series of state estimates and updates to integrate the observed data into the state estimate one step at a time. Example of sequential assimilation methods include: the Kalman filter [81], [126], which recursively processes noisy input data and eventually provides a statistically optimal state estimate of the underlying system; the Extended Kalman filter [4], which updates the estimate of the mean and covariance of the state by computing the Jacobian matrices of the state update equations; the Ensemble Kalman filter [50], [148], [52], which tracks the evolution of a number of random samples to update the state estimates; and the Unscented Kalman filter [151], which deterministically generates a minimal ensemble of samples and accurately tracks the mean and covariance.

Data assimilation can also be approached in other ways, for example optimal statistical interpolation [104], and Newtonian relaxation (a.k.a. nudging) [120].
1.3 Floating Sensor Network

The Floating Sensor Network project at UC Berkeley aims at designing and implementing an integrated observational and modeling system to provide capabilities to respond to uncertain events in hard-to-map waterways and allow management of the system at different timescales [145]. The ultimate goal of the project is to monitor real-time flows and predict transport in subsections of the Delta, and furthermore improve the efficiency of Delta operations.

The observational system consists of a set of Lagrangian drifters (developed at UC Berkeley) and existing Eulerian (fixed) sensors installed by the U.S. Geological Survey (USGS) and the California Department of Water Resources (DWR). These Lagrangian drifters can communicate both among themselves and with a base station. As a drifter floats through a river, the GPS data that it gathers gives a snapshot of the water flow conditions, conducting in-situ measurements of Lagrangian velocity and salinity, temperature, or other chemicals of interest. Leveraging commercial cellular networks could drastically cut the ongoing tasks of water flow monitoring and expand coverage to the thousands of miles of natural and man-made channels in the Delta which are currently under-monitored.

The modeling and data assimilation system includes (a) tidal boundary conditions approximation using Eulerian observations and (b) flow state estimation using real time Lagrangian measurements. In Part (a), the tidal boundary conditions is estimated by inverse approach to hydrodynamic modeling based on Eulerian observations from the interior or exterior of the model domain. These coarsely estimated boundary conditions are then used to drive a forward model and provide a preliminary description of the Delta flow state. The flow estimation and prediction are further refined in Part (b), by incorporating Lagrangian drifter data collected and post-processed with data assimilation technique inside the model domain.

1.4 Research on Flow Modeling

This dissertation emphasizes on developing the modeling system of the Floating Sensor Network. The main research work is divided into five sequential phases. Each of them contributes a part of the real-time monitoring system and explores an aspect of research question or challenge of the Delta. The tasks focus on using enhanced data sets, statistical techniques, and numerical modeling to build up the flow modeling system:

- Explore the application and limitations of 1D shallow water equations (SWE) in tidal-driven channel using data from USGS stations (Phase 1).
• Present a methodology to detect and remove the field measurement errors for a channel network in the Delta (Phase 2).

• Incorporate Lagrangian drifter data measurements into a large channel network simulated by 1D shallow water equations, and find the optimal drifter deployment strategy for large channel networks (Phase 3).

• Improve River, Estuary, and Land Model (REALM), a new 2D hydrodynamic model initiated and funded by the California Department of Water Resources, for managing short-term operations in the Sacramento-San Joaquin Delta (Phase 4).

• Construct a real time flow monitoring and visualization system for the Delta by using the customized REALM model and the data collected by rapidly-deployed Lagrangian drifters (Phase 5).

### 1.5 Outline of the Dissertation

The dissertation is organized as follows:

Chapter 2 presents a technique to identify flow parameters for a simple river subjected to periodic tidal forces. The river is simplified as a single channel, and characterized with a 1D SWE model. The boundary conditions at upstream and downstream are determined from Eulerian measurements. Flow parameters are identified in the frequency domain with modal decomposition to reduce the computational costs. The chapter summarizes the research work in Phase 1, and is the basis of Eulerian flow estimations in the subsequent chapters.

Chapter 3 further develops the flow estimation method initiated in the previous chapter, featuring a 1D SWE model and Eulerian measurements. The hydraulic model is now applied to a channel network, which is closer to the reality in the Delta. Also, the measurement errors at boundaries are largely eliminated with data reconciliation technique using information redundancy. The chapter summarizes the research in Phase 2.

Chapter 4 proposes a novel method to retrieve the flow state of a channel network of arbitrary topography using Lagrangian data. The approach is formulated as a 1D Quadratic Programming (QP) problem based on minimizing the norm of the difference between Lagrangian data and modeled drifter trajectories, constrained by a 1D implicit linear channel network model. The proposed method is first tested in a twin experiment, in which the Lagragian data are actually generated by a 2D nonlinear shallow water model (TELEMAC).

Chapter 5 further validates the proposed 1D QP method with real Lagrangian flow data acquired
in a drifter experiment in the Sacramento River near its junction with the Georgiana Slough. The above two chapters cover the research in Phase 3.

Chapter 6 designs and implements a real-time flow monitoring system to provide accurate descriptions of varying flow in the Delta, using a combination of Eulerian and Lagrangian computations. The underlying flow model is based on 2D shallow water equations. The data assimilation technique we chose here are Ensemble Kalman Filter. This chapter primarily reflects the research in Phase 5, and is the ultimate goal of the Delta flow study. In fact, all the previous phases are essentially the preparation work: Phases 1 and 2 estimate the boundary conditions of the channel network of interest using a simple 1D flow model and Eulerian sensors; Phase 3 tests the applicability of Lagrangian drifter data, and Phase 4 introduces 2D SWE model (REALM) into the system.

Chapter 7 summarizes the flow estimation research completed and outlines some suggestions for future work.
Chapter 2

Parameter Identification for 1D Shallow Water Equations

2.1 Introduction

Parameter identification for partial differential equations (PDEs) is a well-studied problem in open-channel hydraulic systems [167], [166], [86], [60]. The flow dynamics of these systems are governed by shallow water equations (SWE) which are nonlinear, hyperbolic PDEs, also known as the Saint-Venant equations [26], [168], [133], [58]. In numerous practical applications, these equations are linearized around some reference trajectory. If the linearization is done about a gradually varied steady state profile, the coefficients of the linearized PDE are spatially varying [97]. These coefficients are highly-nonlinear functions of the physical system parameters such as the canal geometry, the friction factor as well as the steady state boundary conditions. An accurate knowledge of these physical parameters is essential for understanding the flow dynamics in natural river systems [134] and for efficiently controlling the channel networks [99], [59], [96].

However, in most natural river systems, these parameters are unknown and have to be estimated from the flow variables measured by (fixed) Eulerian sensors [47] or (moving) Lagrangian sensors [116]. Even in the case of canal systems with non-rigid cross-sections, these parameters may widely vary over the time of operation. Furthermore, the sensors used for monitoring flow variables are often sparsely placed and have limited sensing abilities. It then becomes important to investigate techniques for accurate identification of the physical parameters of open-channel hydraulic systems.

In this chapter, the parameter identification in a linearized SWE subjected to periodic forcing is studied. This setting can model the effect of tidal excitations on the flow dynamics of long river
reaches located much upstream of the river-ocean confluence. In the current setting, the data of the problem is the flow variables that are monitored at the upstream and downstream ends as well as at selected intermediate locations. The parameters to be estimated are: the canal width, the bed slope, the roughness coefficient and the steady state upstream and downstream boundary conditions. The problem is to find the parameter values such that the estimated linear SWE describes the measured data as well as possible. The spatial dependence of these parameters is not considered in the current work.

A common approach to achieve this objective is to choose the parameter values that minimize the output least squares fits between the model predictions and the measured data [92]. However, this formulation involves minimization of a cost function, subjected to PDE constraints and it may be difficult to solve in a numerically efficient manner [47], [10]. In this chapter, tools from the frequency domain modeling of linear PDEs are used to convert the PDE constrained minimization problem to one without any PDE constraints. By modal analysis, the input data is expressed in terms of a small number of Fourier modes. The spatially dependent transfer matrix relating the input variables to the output variables is then used to obtain a parameterized prediction of the output response for the chosen set of modal inputs. The optimal parameters can be obtained by minimizing the squared deviations of the output predictions from the measured data. This minimization problem is considerably easier to solve in comparison to the original PDE constrained minimization problem. The work in this chapter has been published in [160].

2.2 System Model and Problem Statement

2.2.1 The Saint-Venant Model

The Saint-Venant equations are quasi-linear hyperbolic PDEs that describe the dynamics of one-dimensional flow in open-channel hydraulic systems [26], [39]. For a rectangular cross-section, these equations are given by:

\[
TY_t + Q_x = 0 \tag{2.1}
\]

\[
Q_t + \left( \frac{Q^2}{TY} + \frac{gTY^2}{2} \right)_x + gTY (S_f - S_b) = 0 \tag{2.2}
\]

for \((x, t) \in (0, X) \times \mathbb{R}^+\), where \(X\) is the river reach \(m\), \(Q(x, t)\) is the discharge \(m^3/s\) across cross-section \(A(x, t) = TY(x, t)\), \(Y(x, t)\) is the stage or water-depth \((m)\), \(T\) is the free surface width \((m)\) (which is constant for rectangular cross-section), \(S_f(x, t)\) is the friction slope \((m/m)\),
$S_b$ is the bed slope $m/m$, and $g$ is the gravitational acceleration ($m/s^2$). Also, $V(x,t)$ is the average velocity ($m/s$) in the cross-section $A$ defined by $V = Q/A$, and $P(x,t)$ is the wetted perimeter ($m$) defined by $P(x,t) = T + 2Y(x,t)$. The boundary conditions are $Q(0,t) = Q_0(t)$ and $Y(X,t) = Y_0(t)$. The initial conditions are given by $Q(x,0)$ and $Y(x,0)$ for $x \in [0,X]$. The friction slope is empirically modeled by the Manning-Strickler’s formula

$$S_f = \frac{Q^2 n^2 (T + 2Y)^{4/3}}{(TY)^{10/3}}$$

with $n$ the Manning’s roughness coefficient ($sm^{-1/3}$).

Under constant boundary conditions, equations (2.1,2.2) admit a steady state solution. Let the flow variables corresponding to the steady state condition be denoted by $Q_0(x), Y_0(x)$ etc. where $x \in [0,X]$. The steady state equations are given by

$$\frac{dQ_0(x)}{dx} = 0$$
$$\frac{dY_0(x)}{dx} = \frac{S_b - S_f}{1 - F_0(x)^2}$$

with the wave celerity $C_0 = \sqrt{gY_0}$, the Froude number $F_0 = V_0/C_0$, and the steady state velocity $V_0 = Q_0/A_0$. While $Q_0(x) = Q_0 = Q_X$ by the first equation, the second equation is solved for $Y_0(x)$ with boundary condition in terms of downstream elevation $Y_0(X)$. In this chapter, we assume the flow to be sub-critical, i.e., $F_0 < 1$.

**Remark 1.** In the case of uniform flow, the flow variables are constant along the length of the channel: the discharge $Q_0(x) = Q_0 = Q_X$ and the stage $Y_0(x) = Y_n$ (called the normal depth) can be deduced by solving the normal depth equation $S_{f_0} = S_b$.

### 2.2.2 Linearized Saint-Venant Model

Equation (2.2) of the Saint-Venant model is highly nonlinear in the flow variables $Q$ and $Y$. Each term $f(Q,Y)$ in the Saint-Venant model can be expanded in Taylor series around the steady state flow variables $Q_0(x)$ and $Y_0(x)$. Considering only the first order perturbations: $f(Q,Y) \approx f(Q_0,Y_0) + (f_Q)_0 q(x,t) + (f_Y)_0 y(x,t)$, the first order perturbation in discharge (resp. stage) is given by $q(x,t) = Q(x,t) - Q_0(x)$ (resp. $y(x,t) = Y(x,t) - Y_0(x)$). From [93], the linearized Saint-Venant model for the perturbed flow variables $q$ and $y$ is:

$$Ty_t + q_x = 0$$
$$q_t + 2V_0(x)q_x - \beta_0(x)q + \alpha_0(x)y_x - \gamma_0(x)y = 0$$
with \( \alpha_0(x) \), \( \beta_0(x) \) and \( \gamma_0(x) \) given by:

\[
\alpha_0 = (C_0^2 - V_0^2)T_0 \tag{2.8}
\]

\[
\beta_0 = \frac{-2g}{V_0} \left( S_b - \frac{dY_0}{dx} \right) \tag{2.9}
\]

\[
\gamma_0 = gT_0 \left[ (1 + \kappa_0)S_b - (1 + \kappa_0 - (\kappa_0 - 2)F_0^2) \frac{dY_0}{dx} \right] \tag{2.10}
\]

with \( \kappa_0 = 7/3 - 8Y_0/(3(2Y_0 + T)) \).

In the above equations, to emphasize that the free surface width \( T \) is uniform, it is denoted as \( T_0 \) and the dependence on \( x \) is omitted for readability. The upstream and downstream boundary conditions are respectively given by the upstream discharge perturbation \( q(0,t) \) and the downstream stage perturbation \( y(X,t) \). The initial conditions are given by \( y(x,0) = 0 \) and \( q(x,0) = 0 \) for all \( x \in [0,X] \).

The linearized Saint-Venant model (2.6,2.7) can be written in the following form:

\[
 u_t = \mathcal{A}(x)u \tag{2.11}
\]

where \( u \) is defined by the two-dimensional vector function \( u(x,t) = (u_1(x,t), u_2(x,t))^T := (q(x,t), y(x,t))^T \) defined on \( (x,t) \in \mathbb{R}^+ \), and \( \mathcal{A}(x) \) denotes the linear operator given by:

\[
\mathcal{A}(x) = \begin{pmatrix}
0 & \frac{T_0}{2V_0(x)} \\
\alpha_0(x) & 2V_0(x)
\end{pmatrix} \frac{\partial}{\partial x} + \begin{pmatrix}
0 & 0 \\
\gamma_0(x) & \beta_0(x)
\end{pmatrix} \tag{2.12}
\]

The boundary conditions of (2.11) are given by

\[
u_1(0,t), u_2(X,t) \tag{2.13}
\]

and initial conditions are given by

\[
u(x,0) = 0, \forall x \in [0,X] \tag{2.14}
\]

### 2.2.3 Problem Statement

The boundary conditions \( u_1(0,t) = q(0,t) \) and \( u_2(X,t) = y(X,t) \) are the measured input variables, while the downstream discharge perturbation \( u_1(X,t) = q(X,t) \) and the upstream stage perturbation \( u_2(0,t) = y(0,t) \) are the measured output variables. The measured input and output variables are assumed to be known from a reference time 0 to a final time \( \tau \). Thus, for the linear PDE system (2.11), the measured data is the vector function \( u(x,t) \) recorded at \( x = 0 \) and \( x = X \).
The properties of the measured data depend on a variety of factors such as the environment, sensor characteristics, etc. In addition, it is assumed that \( u(x, 0) = 0 \) for all \( x \in [0, X] \).

The Manning roughness coefficient \( n \), the free surface width \( T_0 \), the bed slope \( S_b \), the steady state discharge \( Q_0 \) and the steady state downstream stage \( Y_0(X) \) are the unknown parameters of the system (2.11). We define the parameter vector \( \theta := (T_0, S_b, n, Q_0, Y_0(X))^T \) that ranges over the set:

\[
D_A := [T_0, \overline{T_0}] \times [S_b, \overline{S_b}] \times [n, \overline{n}] \\
\times [Q_0, \overline{Q_0}] \times [Y_0(X), \overline{Y_0(X)}]
\]

(2.15)

**Remark 2.** For the case of uniform flow, since \( Y_0(x) = Y_n \), the linear operator \( A(x) \) does not depend on the Manning’s roughness coefficient \( n \). Hence, the set of parameter vectors reduces to \( D_A := [T_0, \overline{T_0}] \times [S_b, \overline{S_b}] \times [Q_0, \overline{Q_0}] \times [Y_n, \overline{Y_n}] \). The roughness coefficients are estimated using the normal depth equation.

The linear operator \( A(x) \) can be parameterized by \( \theta \) that ranges over the parameter set \( D_A \). We define the set of all linear operators allowed by \( D_A \) as \( A(x) \), which is given by:

\[
A(x) := \{ A(\theta; x) | \theta \in D_A \}
\]

(2.16)

where \( A(\theta; x) \) denotes the linear operator for a given \( \theta \). To emphasize the dependence on \( \theta \) of linearized Saint-Venant model, (2.11) is written as:

\[
u_t = A(\theta; x) u
\]

(2.17)

We now define the forward and the inverse problems.

**Definition 1.** (Forward simulation). For a given \( \theta \), find \( u \) satisfying (2.17) with boundary conditions (2.13) and initial conditions (2.14).

**Definition 2.** (Parameter identification). Given the set of linear operators \( A(x) \), recover the parameter set \( \theta \) that optimally fits the model (2.17), with boundary conditions (2.13) and initial conditions (2.14), to the measured data \( u(X, t) \) and \( u(0, t) \) recorded for all \( t \in [0, \tau] \).

Often, the forward simulation problem is simply called the forward problem and the parameter identification problem is called the inverse problem. The identified parameter vector in the problem will be denoted as \( \hat{\theta} \). In the definition of inverse problem, the optimality of the identified parameter vector \( \hat{\theta} \) with respect to the given data needs to be defined. It should be noted that once the parameter identification problem is solved for \( \hat{\theta} \), the forward simulation problem can be solved to obtain the predicted output variables: \( \hat{u}_1(X, t|\theta) = \hat{q}(X, t|\theta) \) and \( \hat{u}_2(0, t|\theta) = \hat{y}(0, t|\theta) \).
notation $\hat{u}_1(X, t|\theta)$ indicates the prediction of $u_1(X, t)$ by the PDE model under appropriate initial and boundary conditions and knowledge of the parameter vector $\theta$.

We define a scalar valued cost function as:

$$J(\theta; \tau; u(0, \cdot), u(X, \cdot))$$

$$= \int_{0}^{\tau} \frac{w_1}{u_{1, \text{norm}}} (u_1(X, t) - \hat{u}_1(X, t|\theta))^2 \, dt$$

$$+ \int_{0}^{\tau} \frac{w_2}{u_{2, \text{norm}}} (u_2(0, t) - \hat{u}_2(0, t|\theta))^2 \, dt$$

(2.18)

where $w_1$ and $w_2$ denote the weighing factors for the cost function, and $u_{1, \text{norm}}$ and $u_{2, \text{norm}}$ denote normalizing coefficients of the cost function. Here, it is assumed that the data $u(0, t)$ and $u(0, X)$ is recorded for $t \in [0, \tau]$.

It is important to note that equation (2.18) implies that for any given $\theta$ and $\tau$, the evaluation of the cost function would require solving the forward problem, i.e., to solve (2.17) with boundary conditions (2.13) and initial conditions (2.14). If $\phi(x, t|\theta)$, $(x, t) \in [0, X] \times [0, \tau]$ is the solution of the forward problem, the predictions can be obtained by assigning $\hat{u}_1(X, t|\theta) = \phi(X, t|\theta)$ and $\hat{u}_2(0, t|\theta) = \phi(0, t|\theta)$ for $t \in [0, \tau]$. Thus, the parameter identification problem can be stated as follows:

**Problem 1.** Solve the minimization problem:

$$\hat{\theta} = \arg \min_{\theta \in \mathbb{D}_A} J(\theta; \tau; u(0, \cdot), u(X, \cdot))$$

(2.19)

with $J(\theta; \tau; u(0, \cdot), u(X, \cdot))$ given by (2.18) and subject to the PDE constraint: $\hat{u}_1(X, t|\theta) = \phi(X, t|\theta)$ and $\hat{u}_2(0, t|\theta) = \phi(0, t|\theta)$, where $\phi(x, t|\theta)$ is the solution of the forward problem.

The resulting estimate of the linearized Saint-Venant system is given by:

$$u_t = A(\hat{\theta}; x)u$$

(2.20)

with boundary conditions $u_1(0, t)$ and $u_2(X, t)$ and zero initial conditions.

**Remark 3.** If $K$ copies of the input and output variables are recorded, the cost function can then be written as:

$$J_K(\theta; \tau; u^{1:K}(0, \cdot), u^{1:K}(X, \cdot)) = \frac{1}{K} \sum_{k=1}^{K} J_K(\theta; \tau; u^k(0, \cdot), u^k(X, \cdot))$$
where the superscript $i$ indicates the index of data. In this chapter, $K$ equals to 1 and thus will be omitted.

### 2.3 Saint-Venant Distributed Transfer Matrix

This section outlines the frequency domain modeling of the linearized Saint-Venant equations used later in the dissertation.

#### 2.3.1 Uniform Flow Case: Upstream Flow Variables as Boundary Conditions

For the case of uniform flow, the application of Laplace transform to the linear PDE system (2.11) leads to an ordinary differential equation (ODE) in variable $x$, with the Laplace variable $s$ (see [93] for details). Solving this ODE with boundary conditions $u_1(0, s)$ and $u_2(0, s)$ leads to an open-loop distributed transfer matrix for the case of uniform flow, $G^v(x, s) = (g^v_{ij}(x, s))$, relating the flow variables at any point $x$ of the river reach $u(x, s)$ to the upstream flow variables $u(0, s)$:

$$
\begin{pmatrix}
  u_1(x, s) \\
  u_2(x, s)
\end{pmatrix} =
\begin{pmatrix}
  g^v_{11}(x, s) & g^v_{12}(x, s) \\
  g^v_{21}(x, s) & g^v_{22}(x, s)
\end{pmatrix}
\begin{pmatrix}
  u_1(0, s) \\
  u_2(0, s)
\end{pmatrix}
$$

with

$$
g^v_{11}(x, s) = \frac{\lambda_2 e^{\lambda_1 x} - \lambda_1 e^{\lambda_2 x}}{\lambda_2 - \lambda_1}
$$

$$
g^v_{12}(x, s) = -T_0 s e^{\lambda_2 x} - e^{\lambda_1 x}
$$

$$
g^v_{21}(x, s) = \frac{\lambda_1 \lambda_2}{T_0 s} e^{\lambda_2 x} - e^{\lambda_1 x}
$$

$$
g^v_{22}(x, s) = \frac{\lambda_2 e^{\lambda_2 x} - \lambda_1 e^{\lambda_1 x}}{\lambda_2 - \lambda_1}
$$

Here, $\lambda_1$ and $\lambda_2$ are the eigenvalues of the ODE system, given by:

$$
\lambda_i(s) = \frac{2T_0 V_0 s + \gamma_0}{2\alpha_0} + (-1)^i \sqrt{4C_0^2 T_0^2 s^2 + 4T_0 (V_0 \gamma_0 - \alpha_0 \beta_0) s + \gamma_0^2}
$$
2.3.2 Uniform Flow Case: Input Variables as Boundary Conditions

Equation (2.21) can be modified to the case when the boundary conditions are $u_1(0, s)$ and $u_2(X, s)$. The distributed transfer matrix $G^u(x, X, s) = (g^u_{ij}(x, X, s))$ relating the flow variables at any point $x$ of the river reach $u(x, s)$ to the measured input variables $u_1(0, s)$ and $u_2(X, s)$ (see Section 2.2.3) of the river reach is given by the equation:

\[
\begin{pmatrix}
  u_1(x, s) \\
  u_2(x, s)
\end{pmatrix} =
\begin{pmatrix}
  g^u_{11}(x, X, s) & g^u_{12}(x, X, s) \\
  g^u_{21}(x, X, s) & g^u_{22}(x, X, s)
\end{pmatrix}
\begin{pmatrix}
  u_1(0, s) \\
  u_2(X, s)
\end{pmatrix}
\]

(2.27)

with

\[
g^u_{11}(x, X, s) = \frac{\lambda_2 e^{\lambda_1 x + \lambda_2 X} - \lambda_1 e^{\lambda_2 x + \lambda_1 X}}{\lambda_2 e^{\lambda_2 x} - \lambda_1 e^{\lambda_1 x}}
\]

(2.28)

\[
g^u_{12}(x, X, s) = -T_0 s e^{\lambda_2 x} - e^{\lambda_1 x}
\]

(2.29)

\[
g^u_{21}(x, X, s) = \frac{\lambda_1 \lambda_2}{T_0 s} \frac{e^{\lambda_2 x + \lambda_1 X} - e^{\lambda_1 x + \lambda_2 X}}{\lambda_2 e^{\lambda_2 x} - \lambda_1 e^{\lambda_1 x}}
\]

(2.30)

\[
g^u_{22}(x, X, s) = \frac{\lambda_2 e^{\lambda_1 x} - \lambda_1 e^{\lambda_1 x}}{\lambda_2 e^{\lambda_2 x} - \lambda_1 e^{\lambda_1 x}}
\]

(2.31)

where, $\lambda_1$ and $\lambda_2$ are given by (2.26).

2.3.3 Non-Uniform Flow Case: Backwater Approximation

Following the method proposed in [136], and further modified by [94], the backwater curve defined by equation (2.5) is approximated by two straight lines as represented in Figure (2.1). The river reach is then decomposed into two parts: a uniform part and a backwater part. The abscissa of the limit between the parts is denoted $x_1$. Let $x_u = x$ denote the location in the uniform part, $x_b = x - x_1$ denote the location in the backwater part. $X_u = x_1$ denote the length of the uniform part and $X_b = X - x_1$ denote the length of the backwater part. Let $G^u(x, X_u, s)$ and $G^b(x, X_b, s)$ respectively denote the transfer matrices for the uniform and the backwater parts. These matrices have the same form as the transfer matrix in the uniform case (see equation (2.27)).

The transfer matrix for the non-uniform case is represented as $G^n(x, X, s) = (g^n_{ij}(x, X, s))$, with

\[
\begin{pmatrix}
  u_1(x, s) \\
  u_2(x, s)
\end{pmatrix} =
\begin{pmatrix}
  g^n_{11}(x, X, s) & g^n_{12}(x, X, s) \\
  g^n_{21}(x, X, s) & g^n_{22}(x, X, s)
\end{pmatrix}
\begin{pmatrix}
  u_1(0, s) \\
  u_2(X, s)
\end{pmatrix}
\]

(2.32)

The entries of the transfer matrix for the non-uniform case are given by:
• $x < x_1$:

\[
g_{11}^n(x, X, s) = g_{11}^n(x, x_1, s) + \frac{g_{12}^n(x, x_1, s)g_{11}^n(x_1, x_1, s)g_{21}^b(0, X_b, s)}{1 - g_{12}^n(x_1, x_1, s)g_{21}^b(0, X_b, s)}
\]

\[
g_{12}^n(x, X, s) = \frac{g_{12}^n(x, x_1, s)g_{22}^b(0, X_b, s)}{1 - g_{12}^n(x_1, x_1, s)g_{21}^b(0, X_b, s)}
\]

\[
g_{21}^n(x, X, s) = g_{21}^n(x, x_1, s) + \frac{g_{22}^n(x, x_1, s)g_{11}^n(x_1, x_1, s)g_{21}^b(0, X_b, s)}{1 - g_{12}^n(x_1, x_1, s)g_{21}^b(0, X_b, s)}
\]

\[
g_{22}^n(x, X, s) = \frac{g_{22}^n(x, x_1, s)g_{22}^b(0, X_b, s)}{1 - g_{12}^n(x_1, x_1, s)g_{21}^b(0, X_b, s)}
\]

• $x > x_1$:

\[
g_{11}^b(x, X, s) = \frac{g_{11}^b(x_b, X_b, s)g_{11}^n(x_1, x_1, s)}{1 - g_{12}^n(x_1, x_1, s)g_{21}^b(0, X_b, s)}
\]

\[
g_{12}^b(x, X, s) = g_{12}^b(x_b, X_b, s) + \frac{g_{12}^b(x_b, X_b, s)g_{12}^n(x_1, x_1, s)g_{22}^b(0, X_b, s)}{1 - g_{12}^n(x_1, x_1, s)g_{21}^b(0, X_b, s)}
\]

\[
g_{21}^b(x, X, s) = g_{21}^b(x_b, X_b, s) + \frac{g_{21}^b(x_b, X_b, s)g_{11}^n(x_1, x_1, s)g_{22}^b(0, X_b, s)}{1 - g_{12}^n(x_1, x_1, s)g_{21}^b(0, X_b, s)}
\]

\[
g_{22}^b(x, X, s) = g_{22}^b(x_b, X_b, s) + \frac{g_{22}^b(x_b, X_b, s)g_{12}^n(x_1, x_1, s)g_{22}^b(0, X_b, s)}{1 - g_{12}^n(x_1, x_1, s)g_{21}^b(0, X_b, s)}
\]

• $x = x_1$:

\[
g_{11}^b(x, X, s) = \frac{g_{11}^b(x_1, x_1, s)}{1 - g_{12}^n(x_1, x_1, s)g_{21}^b(0, X_b, s)}
\]

\[
g_{12}^b(x, X, s) = \frac{g_{12}^b(x_1, x_1, s)g_{22}^b(0, X_b, s)}{1 - g_{12}^n(x_1, x_1, s)g_{21}^b(0, X_b, s)}
\]

\[
g_{21}^b(x, X, s) = \frac{g_{21}^b(0, X_b, s)g_{11}^n(x_1, x_1, s)}{1 - g_{12}^n(x_1, x_1, s)g_{21}^b(0, X_b, s)}
\]

\[
g_{22}^b(x, X, s) = \frac{g_{22}^b(0, X_b, s)}{1 - g_{12}^n(x_1, x_1, s)g_{21}^b(0, X_b, s)}
\]

In the following sections, the notation $\mathcal{G}^n(\theta; x, X, s)$ will be used to emphasize the non-uniform transfer matrix for parameter vector $\theta$. 
2.4 Proposed Approach

Recall the cost function (2.18):

\[
J(\theta; \tau; u(0, \cdot), u(X, \cdot)) = \int_{0}^{\tau} \frac{w_1}{u_{1,norm}} (u_1(X, t) - \hat{u}_1(X, t|\theta))^2 dt + \int_{0}^{\tau} \frac{w_2}{u_{2,norm}} (u_2(0, t) - \hat{u}_2(0, t|\theta))^2 dt
\]

and that parameter estimation Problem (1) is to minimize the above cost function with respect to the admissible range of parameters $D_A$ subject to the PDE constraint that $\hat{u}_1(X, t|\theta) = \phi(X, t|\theta)$ and $\hat{u}_2(0, t|\theta) = \phi(0, t|\theta)$, where $\phi(x, t|\theta)$ is the obtained by solving (2.17) with boundary conditions (2.13) and initial conditions (2.14). This section uses the input-output transfer matrix $G^n(\theta; x, X, s)$ in Section 2.3.3 to obtain a more direct formulation of the parameter estimation problem in which the cost function explicitly incorporates the constraint.

The fundamental idea behind the proposed approach is to decompose the input variables $u_1(0, t)$ and $u_2(X, t)$ into a finite sum of dominant oscillatory modes. In the case of a river reach influenced by the ocean at the downstream end, these modes can be thought as the principle modes of excitation produced by the tidal forcing. Under the assumption of $N$ most dominant oscillatory modes, the input variables can be expressed as:

\[
u_1(0, t) \approx \sum_{k=0}^{N} \left[ d^{1,0}_k e^{j\omega_k t} + d^{1,0}_k e^{-j\omega_k t} \right] \tag{2.33}
\]

\[
u_2(X, t) \approx \sum_{k=0}^{N} \left[ d^{2,X}_k e^{j\omega_k t} + d^{2,X}_k e^{-j\omega_k t} \right] \tag{2.34}
\]
with $d_k^{(1,0)}$ and $d_k^{(2,0)}$, $k = 0, \ldots, N$, are respectively the Fourier coefficients of the spectral decomposition of $u_1(0, t)$ and $u_2(X, t)$. $\omega_k$ is the set of frequencies used for the modal decomposition.

Now, the non-uniform transfer matrix $G^n(\theta; x, X, s)$ (see (3.4)) can be used to compute the output predictions $\hat{u}_1(X, t|\theta)$ and $\hat{u}_2(0, t|\theta)$ that go in the definition of the cost function:

\[
\hat{u}_1(X, t|\theta) = \sum_{k=0}^{N} \left[ \alpha_k^{(1,X)}(\theta)e^{j\omega_k t} + \overline{\alpha_k^{(1,X)}(\theta)}e^{-j\omega_k t} \right] \tag{2.35}
\]

\[
\hat{u}_2(0, t|\theta) = \sum_{k=0}^{N} \left[ \alpha_k^{(2,0)}(\theta)e^{j\omega_k t} + \overline{\alpha_k^{(2,0)}(\theta)}e^{-j\omega_k t} \right] \tag{2.36}
\]

with coefficients in the equations given by

\[
\alpha_k^{(1,X)}(\theta) = d_k^{(1,0)}g_{11}^n(\theta; x, X, j\omega_k) + d_k^{(2,0)}g_{12}^n(\theta; x, X, j\omega_k)
\]

\[
\alpha_k^{(1,X)}(\theta) = d_k^{(1,0)}g_{11}^n(\theta; x, X, j\omega_k) + d_k^{(2,0)}g_{12}^n(\theta; x, X, j\omega_k)
\]

\[
\alpha_k^{(2,0)}(\theta) = d_k^{(1,0)}g_{21}^n(\theta; x, X, j\omega_k) + d_k^{(2,0)}g_{22}^n(\theta; x, X, j\omega_k)
\]

\[
\alpha_k^{(2,0)}(\theta) = d_k^{(1,0)}g_{21}^n(\theta; x, X, j\omega_k) + d_k^{(2,0)}g_{22}^n(\theta; x, X, j\omega_k)
\]

Note that the number of modes $N$ in equations (2.33, 2.34) and (2.35, 2.36) is the same because the PDE is non-dispersive. It should be noted that $g_{ij}^n(\theta; x, X, -j\omega_k) = \overline{g_{ij}^n(\theta; x, X, j\omega_k)}$.

Similarly, the measured output variables $u_1(X, t)$ and $u_2(0, t)$ can be expressed as an infinite sum of response modes

\[
u_1(X, t) = \sum_{k=0}^{\infty} \left[ \alpha_k^{(1,X)}(\theta)e^{j\omega_k t} + \overline{\alpha_k^{(1,X)}(\theta)}e^{-j\omega_k t} \right] \tag{2.37}
\]

\[
u_2(0, t) = \sum_{k=0}^{\infty} \left[ \alpha_k^{(2,0)}(\theta)e^{j\omega_k t} + \overline{\alpha_k^{(2,0)}(\theta)}e^{-j\omega_k t} \right] \tag{2.38}
\]

Substituting the expressions in equations (2.35), (2.36), (2.37), (2.38) in the expression for cost
function (2.18), we obtain:

\[
\mathcal{J}(\theta; \tau; u(0, \cdot), u(X, \cdot))
\approx \hat{\mathcal{J}} \left(\theta; N; \left\{d_k^{(1,0)}, d_k^{(2,0)}\right\}_{k=0}^{N}, \left\{\alpha_k^{(1,X)}, \alpha_k^{(2,0)}\right\}_{k=0}^{\infty}\right)
\]

\[
= 2\tau \sum_{k=0}^{N} \left[\frac{w_1}{u_1^{\text{norm}}} \left|\frac{\alpha_k^{(1,X)}(\theta) - \alpha_k^{(1,X)}}{\alpha_k^{(1,X)}}\right|^2\right]
+ 2\tau \sum_{k=0}^{N} \left[\frac{w_2}{u_2^{\text{norm}}} \left|\frac{\alpha_k^{(2,0)}(\theta) - \alpha_k^{(2,0)}}{\alpha_k^{(2,0)}}\right|^2\right]
+ 2\tau \sum_{k=N+1}^{\infty} \left[\frac{w_1}{u_1^{\text{norm}}} \left|\frac{\alpha_k^{(1,X)}(\theta)}{\alpha_k^{(1,X)}}\right|^2 + \frac{w_2}{u_2^{\text{norm}}} \left|\frac{\alpha_k^{(2,0)}}{\alpha_k^{(2,0)}}\right|^2\right]
\]

(2.39)

where, the integration has been carried explicitly over \([0, \tau]\), with \(\tau\) multiple of the smallest period of the \(N\) most dominant modes. Renormalizing for optimization purposes, the modified cost function \(\tilde{\mathcal{J}}\) is defined as:

\[
\tilde{\mathcal{J}} = \arg \min_{\theta \in \mathcal{D}} \hat{\mathcal{J}} \left(\theta; N; \left\{d_k^{(1,0)}, d_k^{(2,0)}\right\}_{k=0}^{N}, \left\{\alpha_k^{(1,X)}, \alpha_k^{(2,0)}\right\}_{k=0}^{\infty}\right)
\]

(2.40)

with \(\alpha_{k,n}^{(1,X)}, \alpha_{k,n}^{(2,0)}\) the normalizing coefficients of the Fourier coefficients. Note that choosing the constant normalizing coefficients gives more weight to the dominant frequencies, while choosing the coefficients of the response output modes as the normalizing coefficients gives same weight to all the selected dominant frequencies.

It is noted that the third term in the expression of cost function in (2.40) does not depend on parameter vector \(\theta\), and hence not affect the minimization of the cost function. Therefore, the parameter estimation problem can be expressed as:

\[
\hat{\theta} = \arg \min_{\theta \in \mathcal{D}} \tilde{\mathcal{J}} \left(\theta; N; \left\{d_k^{(1,0)}, d_k^{(2,0)}\right\}_{k=0}^{N}, \left\{\alpha_k^{(1,X)}, \alpha_k^{(2,0)}\right\}_{k=0}^{\infty}\right)
\]

(2.41)
with

\[ \mathcal{J}(\theta; N; \left\{ d_k^{(1,0)}(\theta), d_k^{(2,0)}(\theta) \right\}_{k=0}^{N}, \left\{ \alpha_k^{(1,X)}(\theta), \alpha_k^{(2,X)}(\theta) \right\}_{k=0}^{N}) \]

\[ = 2\tau \sum_{k=0}^{N} \left[ w_1 \left| \frac{\alpha_k^{(1,X)}(\theta) - \alpha_k^{(1,X)}(\theta)}{\alpha_k^{(1,X)}(\theta)} \right|^2 \right] + \left[ w_2 \left| \frac{\alpha_k^{(2,X)}(\theta) - \alpha_k^{(2,X)}(\theta)}{\alpha_k^{(2,X)}(\theta)} \right|^2 \right] \]

(2.42)

It now becomes an unconstrained optimization problem and can be solved using standard non-linear programming.

### 2.5 Application to the Sacramento Delta

In this section, we apply the approach described above to identify parameters of a river reach in the Sacramento-San Joaquin Delta.

#### 2.5.1 Parameter Identification of a River Reach

The Sacramento-San Joaquin Delta in California, USA, is a complex network of over 1150 km of tidally-influenced channels and sloughs. The San Joaquin River, with a length of 530 km, is the second-longest river in the Delta area. The field of interest for our experiment is the San Joaquin River reach between DWR and USGS stations (SJL and SJG), as shown in Figure 2.2. The available data is the discharge perturbation, the stage perturbation for the stations SJL, SJG and the stage perturbation at BDT. The direction of the mean flow is from SJL to SJG. Measurements are available at every 900 seconds. The data was collected between 11/16/2006 and 12/17/2006.

This study makes the following simplifying assumptions:

- the flow is one dimensional;
- the wavelength of tidal forcing is long relative to the water stage;
- lateral and vertical accelerations are negligible;
- pressure distribution is hydrostatic;
- the effects of sediment deposition and scour are negligible; hence, the channel geometry is fixed;
• the channel geometry can be averaged by a rectangular cross-section;
• the bed slope is small; water surface across any cross-section is horizontal;
• friction can be modeled by Manning’s formula, and the non-uniformity has a small effect on the friction loss.

### 2.5.2 Spectral Analysis

Figure 2.3 shows the spectral analysis for the total stage at station $SJL$. The power spectrum is cutoff at $0.02dB/Hz$ to determine the 27 dominant frequencies. The figure also compares the measured stage and the stage generated from the first 27 modes. The results indicate that 27 modes are enough to capture the signal; the amplitude at 0 Hz is actually the nominal stage. There are three dominant tidal frequencies in the system: $\omega_1 = 0.0001407 \text{ s}^{-1}$ (or period 12.4 hrs), corresponding to the M2 tide generated by the Moon; $\omega_2 = 0.0000727 \text{ s}^{-1}$ (or period 24 hrs) corresponding to the K1 tide generated by the Sun and $\omega_3 = 0.000068 \text{ s}^{-1}$ (or period 25 hrs) tide. Similar arguments hold for other measured variables.
2.5.3 Parameter Identification

This study chooses $\alpha_{k,n} = \alpha_k^{(1,X)}$, $\alpha_{k,n} = \alpha_k^{(2,0)}$ so that each significant frequency has the same weight. The weighing factors are $w_1$, $w_2$ are chosen to be 1. The constrained optimization function in MATLAB is used to identify the parameters listed in Table 2.1. This optimization process converges very quickly. The optimal cost function $\tilde{J}$ eventually converges to 0.093, leading to the desired estimates. The values of $T_0$, $S_b$, and $n$ are acceptable.

<table>
<thead>
<tr>
<th>$Q_0$</th>
<th>$Y_X$</th>
<th>$T_0$</th>
<th>$S_b$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.5 m$^3$s$^{-1}$</td>
<td>4.04 m</td>
<td>47.00 m</td>
<td>0.0002</td>
<td>0.048 m$^{-1/3}$s</td>
</tr>
</tbody>
</table>

Table 2.1: Parameters of the San Joaquin River.
The estimated values of $Q_0$ and $Y_X$ are not as good as the others, as the expected values are respectively $7.34$ m$^3$/s and $10.0$ m. This can be partly explained by recalling that the transfer matrix for the non-uniform flow $G^n(\theta; x, X, s)$ was derived using the two-pool approximation (see Section 2.3.3). A further improvement in the non-uniform transfer matrix might improve accuracy of the predicted steady state boundary conditions.

The comparison of the predicted and measured outputs (i.e., the stage perturbation at SJL and the discharge perturbation at SJG) is shown in Figure 2.4. It is observed that the estimated model accurately predicts the measured output values.

It should be noted, however, that the model underestimates the stage measurements and overestimates the discharge measurements. This is likely due to the rectangular cross-section assumption which leads to over-estimation of the free surface width $\hat{T}_0$, and consequently, under-estimation of the stage in order to satisfy discharge data.

![Fluctuation component of stage @SJL](image1.png)

![Fluctuation component of discharge @SJG](image2.png)

**Figure 2.4:** Parameter Identification: model output v.s. measurement.

### 2.5.4 Sensitivity

The graphs in Figure 2.5 present the variations of the cost function $\tilde{J}$ with respect to each parameter. For each graph, one parameter varies, others remain constant at the values corresponding to
the minimum of $\tilde{J}$. A flat curve signifies that any other value of the parameter would involve the same value of $\tilde{J}$. In the present case, the minimum on each graph is clearly defined, so we can confirm that the objective function and the model are sensitive enough to satisfactorily estimate the parameters.

### 2.5.5 Validation

The stage time series at BDT station, along with the given parameters in Table 2.1, are used to validate the model. As shown in Figure 2.6, the model output gives an accurate prediction of the validation data. For the validation case too, the predicted stage under-estimates the measured stage.

![Figure 2.6: Model Validation: model output v.s. measurement.](image)

### 2.5.6 Predictability

The data collected between 12/18/2006 and 2/18/2007 were used to further test the predictability of the model, with the identified parameters given in Table 2.1. Following the steps described in
the previous sections, the stage outputs at BDT station have been predicted, using the discharge data at SJL station and the stage data at SJG station during the time interval. Comparing with the observed stage data, it is clear that the model successfully characterizes the flow, with a good reflection of the stage fluctuation tendency in the time domain (Figure 2.7).

Figure 2.7: Model Predictability during 12/18/2006 and 2/18/2007: model output v.s. measurement.

2.6 Summary

This chapter investigates a parameter identification problem for hydraulic systems governed by first-order, linear hyperbolic shallow water equations subjected to periodic tidal forcing. The problem is posed as a PDE constrained optimization problem with data of the problem given by the measured input and output variables at the boundary of the domain.

Using the frequency domain modeling techniques, such as the modal decomposition and approximation of transfer matrix for the non-uniform steady state case, the output response can be expressed in terms of the spectral coefficients of the input excitation and the transfer matrix coef-
ficients evaluated at appropriate points. By considering a finite number of dominant oscillatory modes of the input, an accurate representation of the output is obtained. This converts the original PDE constrained optimization problem to one without any constraints. The optimal parameters can be identified using standard nonlinear programming.

The utility of the proposed approach is illustrated by considering a river reach in the Delta, subjected to tidal forcing. The parameter identification problem is to estimate the average free-surface width, the bed slope, the friction coefficient and the steady-state boundary conditions. It is shown that the estimated model gives an accurate prediction of the flow variables at an intermediate location within the reach.

In this chapter, all the measurements are considered error free. In the next chapter, we will consider the case that the number of measurements are larger than needed, and data reconciliation technique will be implemented to account for measurement error.
Chapter 3

Channel Network and Data Reconciliation

3.1 Introduction

In hydraulic systems, numerous factors could lead to measurement errors, for example broken gauges, process leaks, sensor drifts, improper use of measuring devices, and other random sources [2]. Data reconciliation, an effective method to tune-up the measurement data [129], [15], [37], [3], has been applied in many engineering fields [44], [12], [127], [162].

The flow variables in a hydraulic system are related to each other by a mathematical model. Sensing on this hydraulic system is done using Eulerian USGS sensors. These Measurements are subject to errors, both random and systematic, so that the laws of conservation of mass and energy are not obeyed. In order to record the performance of the process, these measurements are adjusted in order that they conform to the conservation laws and any other constraints imposed upon them. This procedure is known as data reconciliation. The objective of data reconciliation is to use information redundancy to eliminate errors in real-time measurements [37], [17], [31], [30].

This chapter presents theoretical results applicable to data reconciliation for tidally forced networks of open channels. Using the modal decomposition techniques, we are able to transform dynamic constraints into static constraints in the frequency domain, and subsequently obtain a static data reconciliation problem, which is easier to resolve and can lead to accurate results. Generally, this static data reconciliation problem is to minimize the measurement errors while satisfying the static constraints of the proposed model.

A spatially-dependent transfer matrix is constructed and applied to a channel network considered in this chapter, relating a selected set of model inputs to the output variables. The transfer matrix is a function of channel width, channel length, bed slope, mean discharge, mean stage and Manning coefficient. This set of parameters needs to be chosen carefully to characterize the geometry of the
channels, as the uncertainty of the parameters would contribute to the errors in the model output.

With this linear model in the frequency domain, the static data reconciliation problem is shown to reduce to a quadratic problem. The objective function used in the present study is a weighted $L^2$-norm of the difference between the measured and reconciliated data. The linear network model constructed serves as the constraints in the optimization problem. A closed-form optimal solution is obtained, resulting in a set of reconciliated boundary data consistent with both the linear network model and the statistical assumptions on measurement errors. Subsequently, we apply the reconstructed boundary conditions to the linear network model to obtain an accurate forward simulation of the flow within of the network domain.

### 3.2 Proposed Method

#### 3.2.1 General Considerations

The general class of hydraulic system studied in the present chapter is a distributed network of channels subject to quasi-periodic tidal forcing. Sensing on this hydraulic system is done using fixed Eulerian USGS sensors, subject to measurement errors. The motivation of the work is to derive the “most likely” flow conditions from the measured data available in a given period of time (at least a few weeks to catch the tidal period), and forecast the future flow variables. The goal of the method is thus not real time estimation, as traditionally done in data assimilation [148], but forecast based on measured forcing.

The flow variables are related to each other by a mathematical model. Therefore, if the measurement data was error free, it would satisfy the model. Because the number of points at which the variables are measured is usually larger than needed to fully prescribe the model, there is “information redundancy” in the system. Once information redundancy exists, data reconciliation can be implemented to account for measurement error.

The ultimate goal of data reconciliation is to use such information redundancy in a system to have the data self-corrected using the model. An effective data reconciliation method allows the detection of any inconsistent or biased measurements, and furthermore provides corrected values (namely estimated measurements).

It should be noted that any information redundancy is model-specific. We therefore need to first construct a “good” hydraulic model to characterize the flow system, as described in the following section.
3.2.2 Linear Channel Network Model

Transfer Matrix Representation of Linearized Saint-Venant Model

To facilitate the mathematical analysis, we re-write the linearized Saint-Venant equations as follows:

\[
\frac{\partial}{\partial t} \begin{pmatrix}
q(x,t)
\end{pmatrix} + \begin{pmatrix}
A(x) & B(x)
\end{pmatrix} \begin{pmatrix}
q(x,t) \\
y(x,t)
\end{pmatrix} = \begin{pmatrix}
0 \\
0
\end{pmatrix} \quad (x, t) \in [0, X] \times [0, +\infty) \tag{3.1}
\]

where,

\[
A(x) = \begin{pmatrix}
-2V_0 & -\alpha_0 \\
-\frac{1}{T_0} & 0
\end{pmatrix} \quad B(x) = \begin{pmatrix}
\beta_0 & \gamma_0 \\
0 & 0
\end{pmatrix}
\tag{3.2}
\]

The application of Laplace transform to the linear PDE system (3.1) leads to the following ordinary differential equation (ODE) in the variable \(x\), with a complex parameter \(s\).

\[
\frac{d}{dx} \begin{pmatrix}
q(x,s) \\
y(x,s)
\end{pmatrix} = A^{-1}(x) \begin{pmatrix}
\beta_0 & \gamma_0 \\
0 & 0
\end{pmatrix} \begin{pmatrix}
q(x,s) \\
y(x,s)
\end{pmatrix}
\tag{3.3}
\]

Following the method initiated in [136], and further modified in [94], a transfer matrix \(G(x, X, s) = (g_{ij}(x, X, s))\) for the non-uniform channel relates the boundary conditions and intermediate flow variables, and is defined as:

\[
\begin{pmatrix}
q(x,s) \\
y(x,s)
\end{pmatrix} = G(x, X, s) \begin{pmatrix}
q(0,s) \\
y(X,s)
\end{pmatrix}
\tag{3.4}
\]

\(G(x, X, s)\) is a function of channel length \(X\), average discharge \(Q_0\), average downstream depth \(Y_X\), average width \(T_0\), bed slope \(S_b\), and Manning coefficient \(n\) of the channel. The upstream and downstream boundary conditions are the upstream discharge perturbation \(q(0, s)\) and the downstream stage perturbation \(y(X, s)\), respectively. Because of the distributed nature of the system, this transfer function also depends on the coordinate \(x\) in the channel, since it relates inputs \(q(0, s)\) and \(y(X, s)\) to the state of the system \(q(x, s)\) and \(y(x, s)\) at any \(x\) in the channel.

Transfer Matrix Model for Channel Networks

The model (3.4) can be readily applied to tidally driven channel networks. The problem of interest can be stated as follows, and is illustrated in Figure 3.1. Given a set of “external” boundary
conditions of a network, at which we have measurements, reconstruct flow conditions at “internal” locations (also referred as boundary conditions). This type of problem appears in our data assimilation work, in which we need estimates of boundary conditions at locations where fixed sensors are not available. The fundamental approach to build a network model is as follows:

- **Step 1**: Decompose the channel network into individual channel reaches, and apply the linear model (3.4) to each branch. For each of the river reach indexed by $i$, the flow variables $q_i(x, s), y_i(x, s)$ denote the perturbed discharge and stage in the frequency domain respectively, $X_i$ denote the length of the channel. The junction of the river reach is defined as the node of the channel network.

- **Step 2**: Impose the internal boundary conditions at every junction to ensure flow compatibility. Considering a simple river junction illustrated in Figure 3.1: for each channel $i$, we will have the upstream boundary condition $y_i(0, s), q_i(0, s)$, and downstream boundary condition $y_i(X_i, s), q_i(X_i, s)$. If these boundary conditions are at the inside nodes of the channel network, they are called internal boundary conditions, otherwise they are labeled as external boundary conditions. The linear relationships of hydraulic internal boundary conditions at a junction are specified by equations of mass and energy conservation. Assuming no change in storage volume within the junction, the continuity equation can be expressed by:

$$q_1(X_1, s) = q_2(0, s) + q_3(0, s)$$

When the flows in all the branches meeting at a junction are subcritical, the equation for
energy conservation can be approximated by a kinematic compatibility condition as:

\[ y_1(X_1, s) = y_2(0, s) = y_3(0, s) \]

where \( X_i \) is the downstream point of each channel \( i \), and \( 0 \) is the upstream point of each channel \( i \).

- **Step 3**: Assemble the equations for each individual channel and interior junctions together to model the entire network. The flow variables at the boundary of each channel are represented by a linear relationship:

\[ M(s)Z(s) = 0 \]  

(3.5)

where \( Z(s) \) is the concatenated vector of all \([q_i(0, s), q_i(X_i, s), y_i(0, s), y_i(X_i, s)]^T\), where \( i = 1, \cdots, N \). \( Z(s) \) is thus the vector comprising the discharge and stage variables at the upstream and downstream ends of all channels; \( M(s) \) is a matrix of appropriate dimension encoding the previous constraints.

- **Step 4**: Evaluate the unmeasured flow variables inside the channel network.

a) Specify the interior boundaries. In a channel network system, we define a subjective subset of boundary conditions \( (Z_{\text{given BC}} \subset Z) \), which leads to a unique solution of model (3.5). This subset should satisfy: \( \dim(Z_{\text{given BC}}) = \dim(Z) - \text{Rank}(M) \). All the other unknown boundary variables (interior and external), denoted as \( Z_{\text{other BC}} = Z \setminus Z_{\text{given BC}} \), are therefore estimated with model (3.5). Model (3.5) now has the form:

\[ Z_{\text{other BC}} = R(s)Z_{\text{given BC}} \]  

(3.6)

where \( R(s) \) is a matrix of appropriate size. Given \( Z = \begin{pmatrix} Z_{\text{given BC}} \\ Z_{\text{other BC}} \end{pmatrix} \), \( M(s) = \begin{bmatrix} R(s) \mid -I \end{bmatrix} \).

b) Estimation of the perturbed discharge and stage along the channel. It is achieved by a simple application of transfer function analysis:

\[ \begin{pmatrix} q_i(x, s) \\ y_i(x, s) \end{pmatrix} = \begin{pmatrix} g_{i,11}(x, X_i, s) & g_{i,12}(x, X_i, s) \\ g_{i,21}(x, X_i, s) & g_{i,22}(x, X_i, s) \end{pmatrix} \begin{pmatrix} q_i(0, s) \\ y_i(X_i, s) \end{pmatrix} \]  

(3.7)

where, \( G_i(x, X_i, s) = (g_{i,jk}(x, X_i, s)) \) is the distributed transfer matrix based on the information of channel \( i \).
3.2.3 Data Reconciliation

In practice, the measured data called $Y_m$ is normally a superset of the data required to uniquely define the system, i.e., $Z_{\text{given } BC} \subset Y_m \subseteq Z$. When this is the case, we can use the information redundancy and apply data reconciliation to detect and handle the measurement errors.

Using modal decomposition, we are able to convert the dynamic model (3.1) to a “static” model, in which the measurable variables are linked by an algebraic relationship in the frequency domain:

$$P(s)Y(s) = 0 \quad (3.8)$$

where $Y(s) = [Y_1, Y_2, Y_3, \cdots ] \subseteq Z(s)$ is a vector of noise free measurements, and where $P(s)$ is a sub-matrix of $M(s)$ with the appropriate dimension.

It is assumed that the measurements are independent and subject to an additive noise. The measured data $Y_m$ is composed of the “ideal” measurements vector $Y$ and a noise vector $\epsilon$:

$$Y_m = Y + \epsilon \quad (3.9)$$

This noise vector $\epsilon$ is assumed to follow a Gaussian distribution with zero mean and weight matrix $W = \text{diag}(\sigma_1^2, \sigma_2^2, \cdots, \sigma_n^2)$. Here, $\sigma_i$ represents the noise standard deviation for each measurement. The matrix $W$ is chosen (positive definite), and its components are picked to have the error to be minimized in a weighted $L^2$ norm.

The objective of data reconciliation is to obtain estimated values $\hat{Y}$ close to the measurements $Y_m$ while satisfying the “static” linear model (3.8). This can be formulated as an optimization problem with linear constraints. The cost function to minimize is the weighted quadratic error between the measurements $Y_m$ and the reconciliated data $\hat{Y}$. The constraints are given by the model (3.8). The reconciliation problem in the spectral domain now becomes a least square problem with linear constraints:

$$\begin{align*}
\min. & \quad f = (\hat{Y} - Y_m)^T W^{-1} (\hat{Y} - Y_m) \\
\text{s.t.} & \quad P \hat{Y} = 0 \quad (3.10)
\end{align*}$$

We hereby use the method suggested by [70] to solve the above data reconciliation problem. The constrained optimization problem is transformed into a corresponding unconstrained problem [20],
using the Lagrange multiplier vector \( \nu \). The Lagrangian of the problem reads:

\[
L(\hat{Y}, \nu) = (\hat{Y} - Y_m)^T W^{-1}(\hat{Y} - Y_m) + 2 \nu^T P \hat{Y}
\]  

(3.11)

In order to obtain the unknown variables, take partial derivatives and set them to zero:

\[
\frac{\partial L}{\partial \hat{Y}} = 2(\hat{Y} - Y_m)^T W^{-1} + 2 \nu^T P = 0
\]

\[
\frac{\partial L}{\partial \nu} = 2 P \hat{Y} = 0
\]  

(3.12)

Rewrite the above equations as:

\[
\begin{pmatrix}
W^{-1} & P^T \\
P & 0_{\text{dim}(\nu) \times \text{dim}(\nu)}
\end{pmatrix}
\begin{pmatrix}
\hat{Y} \\
\nu
\end{pmatrix}
= \begin{pmatrix}
W^{-1} Y_m \\
0_{\text{dim}(\nu) \times 1}
\end{pmatrix}
\]  

(3.13)

Thus,

\[
\hat{Y} = \begin{pmatrix}
I_{\text{dim}(Y_m)} & 0_{\text{dim}(Y_m) \times \text{dim}(\nu)}
\end{pmatrix}
\begin{pmatrix}
W^{-1} & P^T \\
P & 0_{\text{dim}(\nu) \times \text{dim}(\nu)}
\end{pmatrix}^{-1}
\begin{pmatrix}
W^{-1} Y_m \\
0_{\text{dim}(\nu) \times 1}
\end{pmatrix}
\]  

(3.14)

where, matrices \( I \) and \( 0 \) are Identity Matrix and Zero Matrix of appropriate size. Note that this program can be solved numerically easily, with standard optimization software such as CPLEX, MATLAB, CVX, etc [20].

The reconciliated measurements \( \hat{Y} \) can then be used to obtain the desired internal boundary conditions using equations 3.5, 3.6, 3.7.

**Remark 4.** The proposed approach thus consists in assuming high confidence in the model, and finding the “best” estimation, i.e., the estimation which minimizes measurement error. This is a standard procedure in data reconciliation.

### 3.3 Application to the Sacramento River

#### 3.3.1 Description of the System and Assumptions

The area of interest for our experiment is located around the junction of the Sacramento River and the Georgiana Slough, as shown in Figure 3.2. This network is monitored by a static sensor infrastructure subject to usual problems of inaccuracy and measurement errors for interested sensing.
systems. Most of the time, the direction of mean river flow is from north to south, as indicated with arrows. During the tidal inversion, the water flows in the opposite way.

Four USGS stations, namely SDC, DLC, GES, and GSS, are located at the external boundaries of this deployment field. The stations are marked as squares in Figure 3.2. Both discharge and stage are collected every 900 seconds at these stations. Note that in the USGS measurement system, only the stage are measured directly, and the discharge data is estimated by a rating curve, which is a relation between stream stage and streamflow. The relation of stream stage to streamflow is always changing, and need to be calibrated frequently. It would introduce errors if the rating curve has not been validated in time. More detailed information of the USGS stations can be found at http://ga.water.usgs.gov/edu/measureflow.html.

The field data was collected between 10/23/2007 and 11/13/2007. The raw field data is noisy, and the measurement errors are assumed to follow a normal Gaussian distribution. In addition, the following simplifications for the flow model have been made in this study:

- The flow can be represented by a one dimensional model.
- The channel geometry is fixed, as the effects of sediment deposition and scour are negligible during the experiment period.
- The channel geometry can be modeled by a rectangular cross-section.
- The lateral and vertical accelerations are negligible.
• The pressure distribution is hydrostatic.
• There is no significant jump along the bathymetry of the channel, and the bed slope is smooth and small.
• The water surface across any cross-section is horizontal.

These assumptions have been verified in practice during experimental field deployments performed by our lab. The model parameters are the average free surface width $T_{0i}$, the average bottom slope $S_{bi}$, the average Manning’s coefficient $n$, the average discharge $Q_i$, and the average downstream stage $Y_{X_i}$ for each channel $i$ ($i = 1, \cdots, 5$). These parameters are known to us experimentally.

Based on measurements available to us at the SDC, DLC, GSS, and GES, the field data at three intermediate locations in the channel network (marked in triangles in Figure 3.2) are chosen to assess the accuracy of the method.

### 3.3.2 Modal Decomposition of the Measured Data

Since both the discharge and stage are measured at the four USGS stations (SDC, DLC, GSS, and GES), the measured flow variable vector $Y_m$ is:

$$Y_m = \left[ q_1^m(0, t), y_1^m(0, t), q_2^m(X_2, t), y_2^m(X_2, t), q_4^m(X_4, t), y_4^m(X_4, t),
q_5^m(X_5, t), y_5^m(X_5, t) \right]^T$$

(3.15)

where $m$ stands for measured. The fundamental idea is to decompose the measured variables $Y_m$ into a finite sum of $N$ dominant oscillatory modes. In the case of a channel network influenced by the ocean at the downstream end, these modes are essentially the dominant modes produced by tidal forcing. The measured variables are therefore expressed using modal decomposition:

$$Y_m = \sum_{k=0}^{N} [D_k e^{j\omega_k t} + \bar{D}_k e^{-j\omega_k t}]$$

(3.16)

where,

$$D_k = \begin{bmatrix} d_k^{(1,1,0)}, & d_k^{(1,2,0)}, & d_k^{(2,1,X_2)}, & d_k^{(2,2,X_2)}, & d_k^{(4,1,X_4)}, & d_k^{(4,2,X_4)}, & d_k^{(5,1,X_5)}, & d_k^{(5,2,X_5)} \end{bmatrix}^T$$

(3.17)

$D_k = [d_k^{(\alpha,\beta,\gamma)}]^T$ are the Fourier coefficients of the spectral decomposition of $Y_m$, where $\alpha$, $\beta$, $\gamma$ respectively denote the channel number, discharge/stage variable, and location of each channel reach. $\omega_k$’s are the set of frequencies used for modal decomposition.
Figure 3.3: Spectral analysis of the discharge at the SDC Station.

Figure 3.4: Relative percent error between measurement data and modal representations as a function of the number of modes chosen for the decomposition.

Figure 3.3 shows the spectral analysis for the discharge data at station SDC. There are three dominant tidal frequencies in the system: $\omega_1 = 2.31 \times 10^{-5} \text{ s}^{-1}$ (or period 12.4 hrs tide, corresponding to the M2 tide generated by the moon), $\omega_2 = 1.16 \times 10^{-5} \text{ s}^{-1}$ (or period 24 hrs tide, corresponding to the K1 tide generated by the sun) and $\omega_3 = 1.11 \times 10^{-5} \text{ s}^{-1}$ (or period 25 hrs tide). The power
spectrum is cut-off at 70 ft³/s² to determine the 30 dominant frequencies. The second plot in Figure 3.3 and Figure 3.4 indicate that 30 modes are sufficient to capture the signal. The amplitude at 0 Hz is essentially the nominal stage. Similar arguments hold for the other measurements.

3.3.3 Hydraulic Model of the Sacramento River and Georgiana Slough

The open channel network system in this study consists of five individual channels, as shown in Figure 3.2. For each channel, the discharge and stage at upstream and downstream are related by a non-uniform transfer matrix:

\[
\begin{pmatrix}
q_i(X_i, s) \\
y_i(0, s)
\end{pmatrix} =
\begin{pmatrix}
g_{i,11}^n(X_i, X_i, s) & g_{i,12}^n(X_i, X_i, s) \\
g_{i,21}^n(0, X_i, s) & g_{i,22}^n(0, X_i, s)
\end{pmatrix}
\begin{pmatrix}
q_i(0, s) \\
y_i(X_i, s)
\end{pmatrix},
\]

\[i = 1, \cdots, 5.\] (3.18)

The linear relationships between internal boundary conditions at the two junctions are:

\[
\begin{align*}
y_1(X_1, s) &= y_2(0, s) \\
y_2(0, s) &= y_3(0, s) \\
q_1(X_1, s) &= q_2(0, s) + q_3(0, s) \\
y_3(X_3, s) &= y_4(0, s) \\
y_4(0, s) &= y_5(0, s) \\
q_3(X_3, s) &= q_4(0, s) + q_5(0, s)
\end{align*}
\] (3.19)

A total of twenty flow variables \(q_i(x, s), y_i(x, s)\) (for \(x = 0\) or \(X_i, i = 1, 2, \cdots, 5\)) are included in the system (3.18) and (3.19). These flow variables are related in a linear model \(M(s)Z(s) = 0\) equation (3.5), with

\[
Z(s) = [q_1(0, s), y_1(0, s), q_1(X_1, s), y_1(X_1, s), q_2(0, s), y_2(0, s), q_2(X_2, s), y_2(X_2, s),
q_3(0, s), y_3(0, s), q_3(X_3, s), y_3(X_3, s), q_4(0, s), y_4(0, s), q_4(X_4, s), y_4(X_4, s),
q_5(0, s), y_5(0, s), q_5(X_5, s), y_5(X_5, s)]^T.
\]
Here, $M(s)$ is a 16 by 20 matrix, which encodes the 16 equations comprised of (3.18) (five channels) and (3.19) (internal boundary conditions).

Since $\text{rank} \ (M(s)) = 16$, given four boundary flow variables $Z_{\text{givenBC}} \subset Z$, all the other sixteen boundary flow variables $Z_{\text{otherBC}} = Z \setminus Z_{\text{givenBC}}$ can be uniquely determined by the sixteen equations set (3.18) (3.19).

Assume that the four known external boundary conditions of the network are: the discharge at $SDC$: $q_1(0, s)$, the stage at $DLC$: $y_2(X_2, s)$, the stage at $GSS$: $y_4(X_4, s)$ and the stage at $GES$: $y_5(X_5, s)$. All the other boundary flow variables can be solved by equation (3.6). More specifically,

\[
Z_{\text{givenBC}} = [q_1(0, s), y_2(X_2, s), y_4(X_4, s), y_5(X_5, s)]^T
\]
\[
Z_{\text{otherBC}} = [y_1(0, s), q_1(X_1, s), y_1(X_1, s), q_2(0, s), y_2(0, s), q_2(X_2, s), q_3(0, s), y_3(0, s),
\]
\[
q_3(X_3, s), y_3(X_3, s), q_4(0, s), y_4(0, s), q_4(X_4, s), q_5(0, s), y_5(0, s), q_5(X_5, s)]^T
\]

\[
R(s) = R_1(s)^{-1}R_2(s)^T
\]
\[ R_2(s) = \begin{pmatrix} g_{1,11}(s) & g_{1,21}(s) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & g_{2,12}(s) & g_{2,22}(s) & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & g_{4,12}(s) & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & g_{5,12}(s) & g_{5,22}(s) & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ \end{pmatrix} \]

Table 3.1: Parameters for the Sacramento River and the Georgiana Slough.

<table>
<thead>
<tr>
<th>Channel</th>
<th>( Q_{0i} ) (m(^3)s(^{-1}))</th>
<th>( Y_{X_i}(m) )</th>
<th>( T_{0i}(m) )</th>
<th>( S_{0i}(m/km) )</th>
<th>( n(m^{-1/3}s) )</th>
<th>( X_i(m) )</th>
<th>( C_0(m/s) )</th>
<th>( X_i/C_0(s) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>i = 1</td>
<td>186.7</td>
<td>5.6</td>
<td>115</td>
<td>-0.04</td>
<td>0.0323</td>
<td>2800</td>
<td>7.42</td>
<td>377.4</td>
</tr>
<tr>
<td>i = 2</td>
<td>83.9</td>
<td>4.1</td>
<td>110</td>
<td>-0.09</td>
<td>0.0323</td>
<td>2000</td>
<td>6.30</td>
<td>317.5</td>
</tr>
<tr>
<td>i = 3</td>
<td>113.1</td>
<td>7.7</td>
<td>110</td>
<td>-0.04</td>
<td>0.0323</td>
<td>1300</td>
<td>8.71</td>
<td>149.3</td>
</tr>
<tr>
<td>i = 4</td>
<td>58.1</td>
<td>4.0</td>
<td>56</td>
<td>-0.19</td>
<td>0.0323</td>
<td>600</td>
<td>3.40</td>
<td>176.5</td>
</tr>
<tr>
<td>i = 5</td>
<td>65.2</td>
<td>5.3</td>
<td>89</td>
<td>-0.04</td>
<td>0.0323</td>
<td>1600</td>
<td>7.19</td>
<td>222.5</td>
</tr>
</tbody>
</table>

The parameters of the model are listed in Table 3.1. The mean discharge \( Q_{0i} \) of Channels 1, 2, 4, and 5 are computed using the measured discharge at SDC, DLC, GSS, GES, respectively. It is clear that the measurement data are inconsistent, since \( Q_{01} \neq Q_{02} + Q_{04} + Q_{05} \). To partially compensate for the measurement error, the mean discharge at Channel 3 is set to be: \( Q_{03} = [(Q_{01} - Q_{02}) + (Q_{04} + Q_{05})]/2 \).

### 3.3.4 Data Reconciliation of the Measured Data

Let us assume that the measured variables \( Y_m \) are independent and subject to a Gaussian distributed noise. Based on the static model (3.6), the measurable variables are linked by a static relationship of the following form:

\[ P(s)Y(s) = 0 \quad (3.20) \]

where

\[
P(s) = \begin{bmatrix} R(s)_{1,1} & R(s)_{1,2} & R(s)_{1,3} & R(s)_{1,4} & -1 & 0 & 0 & 0 \\
R(s)_{6,1} & R(s)_{6,2} & R(s)_{6,3} & R(s)_{6,4} & 0 & -1 & 0 & 0 \\
R(s)_{13,1} & R(s)_{13,2} & R(s)_{13,3} & R(s)_{13,4} & 0 & 0 & -1 & 0 \\
R(s)_{16,1} & R(s)_{16,2} & R(s)_{16,3} & R(s)_{16,4} & 0 & 0 & 0 & -1 \end{bmatrix} \]

given \( Y(s) \backslash Z_{\text{givenBC}} \) is the first, sixth, thirteenth and sixteenth element of \( Z_{\text{otherBC}} \).

Now, combining the solution of the data reconciliation problem (3.14) with the static model (3.20), reconciliated measurements \( \hat{Y} \) can be calculated.
Assume that $\hat{Y}$ is in the form:

$$\hat{Y} = \sum_{k=0}^{N} [B_k e^{j\omega_k t} + \overline{B_k} e^{-j\omega_k t}]$$  \hspace{1cm} (3.21)

where $B_k = [b_k^{(\alpha,\beta,\gamma)}]^T$ is the Fourier coefficients vector of the spectral decomposition of $\hat{Y}$, and $\alpha$, $\beta$, $\gamma$ represent the channel number, discharge/stage variable, location of each channel reach respectively:

$$B_k = \begin{bmatrix} b_k^{(1,1,0)}, b_k^{(1,2,0)}, b_k^{(2,1,X_2)}, b_k^{(2,2,X_2)}, b_k^{(4,1,X_4)}, b_k^{(4,2,X_4)}, b_k^{(5,1,X_5)}, b_k^{(5,2,X_5)} \end{bmatrix}^T$$  \hspace{1cm} (3.22)

For specific dominant $\omega_k$ ($k = 1, \cdots, N$), the coefficient vector $B_k$ in the equation (3.21) is calculated by equation (3.14):

$$B_k = \begin{pmatrix} I_{8,8} & 0_{8,4} \end{pmatrix} \begin{pmatrix} W^{-1} & P(s)^T \end{pmatrix}^{-1} \begin{pmatrix} W^{-1}D_k & 0_{4,1} \end{pmatrix}$$  \hspace{1cm} (3.23)

The reconciliated boundary condition data is shown and compared to measured data in Figures 3.5, 3.6 and 3.7. For clarity, the mean flow has been subtracted from the plots in the interest of magnifying the display scale. The reconciliated data is very close to the measurements in these figures.

The difference between the reconciliated data and measurements is further evaluated in Table 3.2. Three primary evaluation measures are analyzed here:

- The maximum value is the maximum difference between the reconciliated and measured data at the same time steps.

- The coefficient of efficiency $E$ is defined as [110]:

$$E = 1 - \frac{\sum_{i=1}^{N} (\hat{u}_i - u_i)^2}{\sum_{i=1}^{N} (u_i - \overline{u}_i)^2}$$  \hspace{1cm} (3.24)

where $u_i$ is the flow variable of interest (for example $q_i$ or $y_i$ in this study), $\hat{u}_i$ is the reconciliated.Modeled flow variable, $\overline{u}_i$ is the mean of $u_i$, for $i = 1$ to $N$ measurement events.

If the measured data is perfect, $E = 1$. If $E < 0$, the corresponding measurement is not reasonable and must be excluded from the modeling procedure.
• The last statistic evaluation of the analysis is the correlation coefficient $\rho$, given by:

$$
\rho = \frac{\sum_1^N (u_i - \bar{u}_i)(\hat{u}_i - \bar{u}_i)}{\sqrt{\sum_1^N (u_i - \bar{u}_i)^2 \sum_1^N (\hat{u}_i - \bar{u}_i)^2}}
$$

(3.25)

where $\bar{u}_i$ represents the mean of reconciliated flow for $i = 1$ to $N$ measurement events.

Table 3.2: Max-value, $\rho$-value and $E$-value for reconciliated data and measured data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>USGS Station</th>
<th>Max-value</th>
<th>$E$-value</th>
<th>$\rho$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discharge</td>
<td>SDC</td>
<td>23.66 $m^3/s$</td>
<td>0.9930</td>
<td>0.9975</td>
</tr>
<tr>
<td></td>
<td>DLC</td>
<td>28.23 $m^3/s$</td>
<td>0.9368</td>
<td>0.9883</td>
</tr>
<tr>
<td></td>
<td>GES</td>
<td>13.00 $m^3/s$</td>
<td>0.9968</td>
<td>0.9985</td>
</tr>
<tr>
<td></td>
<td>GSS</td>
<td>18.41 $m^3/s$</td>
<td>0.9368</td>
<td>0.8369</td>
</tr>
<tr>
<td>Stage</td>
<td>SDC</td>
<td>0.05 m</td>
<td>0.9889</td>
<td>0.9947</td>
</tr>
<tr>
<td></td>
<td>DLC</td>
<td>0.12 m</td>
<td>0.9504</td>
<td>0.9759</td>
</tr>
<tr>
<td></td>
<td>GES</td>
<td>0.07 m</td>
<td>0.9847</td>
<td>0.9935</td>
</tr>
<tr>
<td></td>
<td>GSS</td>
<td>0.05 m</td>
<td>0.9938</td>
<td>0.9989</td>
</tr>
</tbody>
</table>

3.3.5 Method Validation

We use existing USGS sensors placed in the Delta as measurement points, and deploy our own sensors at selected locations to produce data used for the validation. The method is validated with measurements at existing USGS fixed sensor stations (see Figure 3.8), used as measurement points (see exact location in Figure 3.2).

Deployable Berkeley sensors (see Figure 3.8) were placed at locations A, B, C on the map of Figure 3.2. Location A is at the downstream of the junction of Sacramento River and Delta Cross Channel; Location B is at the downstream of GSS branch; Location C is at the downstream of Sacramento branch. Without loss of generality, the discharge at Location A, along with the stage data at three locations, are used to test the method. The measurements were conducted between 11/01/2007 and 11/12/2007.

Model Validation with Measured Boundary Conditions

Following the steps described in Section 3.2, the flow variables at the boundaries of each branch $Z_{other\,BC}$ are calculated using Equation (3.6). Here, the measured discharge at SDC, stage at DLC, GES, GSS are used as $Z_{given\,BC}$. The flow variables along each branch are estimated using the non-uniform transfer matrix (Equation (3.7)). The simulation results are shown in Figure 3.9.

Model calibration and validation are further evaluated using $E$-value and $\rho$-value. Table 3.3 summarizes the values of $\rho$ and $E$ in the validation sets of our channel flow model.
Figure 3.5: Reconciliated boundary condition data vs. measured data.
Figure 3.6: Reconciliated boundary condition data vs. measured data.
Figure 3.7: The difference between reconciliated data and measured data.
(a) USGS Sensor station  (b) UC Berkeley deployable ADCP sensor

Figure 3.8: Left: USGS Sensor station at GSS, used as a measurement sensor. Right: Deployable ADCP sensor, used in Section 3.3.5 for gathering the validation data (three of them were deployed between 11/01/2007 and 11/12/2007 in order to gather the data for this study).
Figure 3.9: Validation of the model output with measurement using USGS measurements.
Table 3.3: $\rho$-value and $E$-value for model validation with measured boundaries.

<table>
<thead>
<tr>
<th>Location</th>
<th>A</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
<td>discharge</td>
<td>stage</td>
<td>stage</td>
<td>stage</td>
</tr>
<tr>
<td>$E$</td>
<td>0.7219</td>
<td>0.9820</td>
<td>0.9796</td>
<td>0.9807</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.8555</td>
<td>0.9922</td>
<td>0.9916</td>
<td>0.9927</td>
</tr>
</tbody>
</table>

From Figure 3.9 and Table 3.3, it is clear that the discharge at Location A is estimated with the least precision, as the characteristics of either the phase or the amplitude suffer a significant offset. Although we have precise stage estimation at Locations A, B, and C, the model does not provide enough information to characterize the flow in the experiment area.

Modal Validation with Reconciliated Boundary Conditions Based on all Measurements

We will use reconciliated data shown in Figure 3.5 and 3.6 as $Z_{given,BC}$. The flow variables $Z_{other,BC}$, $q_i(s, x)$, $y_i(x, s)$ are calculated using Equations (3.6) and (3.7). The simulation results are shown in Figure 3.10.

The values of $\rho$ and $E$ are listed in Table 3.4. Both $\rho$-values and $E$-values are close to unity.

Table 3.4: $\rho$-value and $E$-value for model validation after reconciliation.

<table>
<thead>
<tr>
<th>Location</th>
<th>A</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
<td>discharge</td>
<td>stage</td>
<td>stage</td>
<td>stage</td>
</tr>
<tr>
<td>$E$</td>
<td>0.9775</td>
<td>0.9643</td>
<td>0.9768</td>
<td>0.9612</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.9895</td>
<td>0.9876</td>
<td>0.9897</td>
<td>0.9875</td>
</tr>
</tbody>
</table>

Table 3.4 and Figure 3.10 thus indicate that the proposed model reconciliation approach provides a higher accuracy in the flow estimation.

Exclusion of Erroneous Sensors

Data reconciliation method enables us to detect and exclude sensors with erroneous measurements and further estimate the boundary conditions using the remaining properly-working sensors. Based on known results in data reconciliation, when the reconciliated data is close to the “true” data, the difference between the reconciliated and measured data must follow a Gaussian distribution with a zero mean. If this condition is not satisfied, the sensor is deemed to be malfunctioning and not suitable for measurements. In order to test the performance of our method, we first intentionally add a large (10 times in magnitude) perturbation to the discharge data measured at DLC, and conduct the standard data reconciliation procedure described in preceding sections. The probability density function of the difference between the reconciliated data and measured data ($\hat{Y} - Y_m$) is
Figure 3.10: Validation of the model output with measurements using reconciliated BC.
calculated and compared in Figure 3.11. A Pearson’s chi-square ($\chi^2$) test is further applied to assess whether this probability distribution differs from a theoretical Gaussian distribution [121] [12]. The Pearson’s $\chi^2$ statistic is calculated as:

$$\chi^2 = \sum_{i=1}^{n} \frac{(O_i - E_i)^2}{E_i}$$  \hspace{1cm} (3.26)

where,

- $\chi^2$ = test statistic that asymptotically approaches a $\chi^2$ distribution
- $O_i$ = observed frequency
- $E_i$ = theoretical (Gaussian) frequency
- $n$ = the number of possible outcomes of each event

From the data (see the subplot in Figure 3.11 in particular), it is obvious that the difference between the measured and reconciliated discharge at station DLC does not follow the Gaussian distribution, implying that the sensor is malfunctioning and should be excluded from the data sets.

We then remove the discharge at DLC from the measurement data, and repeat the data reconciliation procedure. The probability density functions are showed in Figure 3.12. The difference between the reconciliated data and USGS measurements is then more likely to follow a standard Gaussian distribution.

In summary, the $\chi^2$ values are evaluated and assembled in Table 3.5. Note that a small $\chi^2$-value indicates that the observation data distribution is likely to follow a normal distribution.

<table>
<thead>
<tr>
<th>Variables</th>
<th>with wrong DLC-discharge data</th>
<th>without DLC discharge data</th>
</tr>
</thead>
<tbody>
<tr>
<td>discharge at SDC</td>
<td>695.55</td>
<td>157.80</td>
</tr>
<tr>
<td>stage at SDC</td>
<td>180.20</td>
<td>226.03</td>
</tr>
<tr>
<td>discharge at DLC</td>
<td>1200.64</td>
<td>N/A</td>
</tr>
<tr>
<td>stage at DLC</td>
<td>369.80</td>
<td>234.73</td>
</tr>
<tr>
<td>discharge at GSS</td>
<td>171.36</td>
<td>256.62</td>
</tr>
<tr>
<td>stage at GSS</td>
<td>106.60</td>
<td>105.22</td>
</tr>
<tr>
<td>discharge at GES</td>
<td>675.58</td>
<td>219.09</td>
</tr>
<tr>
<td>stage at GES</td>
<td>159.71</td>
<td>144.54</td>
</tr>
</tbody>
</table>

Furthermore, we use the same three locations (A, B, C) in the experiment domain to validate the reconciliated data. Table 3.6 compares the $\rho$-value and $E$-value for the two cases: with the erroneous sensor and without the erroneous sensor.

It is rather interesting to note that modal output is not affected by the intentionally perturbed sensor.
Figure 3.11: Error distribution between the reconciliated data and USGS measurements (perturbation discharge at DLC is added on purpose in the data set).
Figure 3.12: Error distribution between reconciliated and measured data (Discharge at DLC is removed from the data reconciliation process).
Table 3.6: \( \rho \)-value and \( E \)-value for modal validation (with and without discharge @ DLC).

<table>
<thead>
<tr>
<th>Location</th>
<th>A</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
<td>discharge</td>
<td>stage</td>
<td>stage</td>
<td>stage</td>
</tr>
<tr>
<td>( E ) (with wrong sensor)</td>
<td>0.9777</td>
<td>0.9599</td>
<td>0.9762</td>
<td>0.9567</td>
</tr>
<tr>
<td>( E ) (without wrong sensor)</td>
<td>0.9676</td>
<td>0.9651</td>
<td>0.9788</td>
<td>0.9611</td>
</tr>
<tr>
<td>( \rho ) (with wrong sensor)</td>
<td>0.9889</td>
<td>0.9867</td>
<td>0.9894</td>
<td>0.9867</td>
</tr>
<tr>
<td>( \rho ) (without wrong sensor)</td>
<td>0.9893</td>
<td>0.9892</td>
<td>0.9908</td>
<td>0.9891</td>
</tr>
</tbody>
</table>

data, meaning that the data reconciliation method is robust enough to provide satisfactory boundary conditions even if one of the sensors is malfunctioning.

### 3.4 Summary

This chapter further discusses flow variable estimations for an open channel network governed by the linearized Saint-Venant equations and subject to periodic forcing. The discharge at the upstream end of the system and the stage at the downstream end of the system are defined as the model inputs; the flow properties at selected internal locations, as well as the other external boundary conditions, are defined as the outputs. Both inputs and outputs are affected by noise and we use the model to estimate this data.

A spatially-dependent LSWE transfer matrix in the frequency domain is constructed to relate the model input and output for the non-uniform steady state case. Modal decomposition allows the output response to be expressed in terms of the spectral coefficients of the input variables and the transfer matrix coefficients evaluated at appropriate locations.

Data reconciliation in this case is reduced to a static least-square minimization problem in the frequency domain, and enables an efficient reconstruction of noisy boundary measurements. Subsequently, the flow properties at any location in the system can be accurately constructed from the input measurements.

The approach proposed in this study has been applied to a channel network in the Sacramento-San Joaquin Delta, using four USGS fixed sensors as measurement points. The flow prediction has been successfully validated at three intermediate locations of the channel system, with deployed sensors from UC Berkeley.

This method is now applied to short-term forecast of internal conditions in the Georgiana Slough and Sacramento River, which we use for our experimental drifter deployments. These internal conditions are particularly useful for our data assimilation and inverse modeling studies featuring Lagrangian data, as will be elaborated in the subsequent chapters.
Chapter 4

Lagrangian Data in 1D Inverse Modeling

4.1 Introduction

In this chapter, a quadratic programming (QP) based method initiated in [139] is developed to determine the open boundary conditions in tidal channel networks by using Lagrangian measurements of the flow. More specifically, we derive the velocity field in a channel network solely from the position information collected by drifters. The proposed method is to minimize the norm of the difference between the drifter observations and model velocity predictions, subject to the constraints given by discretized linear equations. One of the major contributions of this chapter is to pose the problem of estimating the open boundary conditions of a channel network as a quadratic program by minimizing a quadratic cost function and expressing the constraints in terms of linearized equalities and inequalities. The proposed quadratic program can be solved using fast and robust algorithms, and it is capable of providing reliable open boundary conditions for any flow simulations [163].

To assess the performance of the proposed QP method, we investigate a distributed network of channels in the Delta, subject to quasi-periodic tidal forcing. The main obstacle of applying a linear model in the channel networks is the well-known tidal trapping phenomenon [54]. The trapping mechanism makes water elevation and velocity not in phase, inducing the flow dispersion and eddy diffusion at the junctions of channels. The drifter trajectory at these junctions, because of the turbulent mixing processes, usually display a stochastic “spaghetti-like” shape, which is indicative of slow currents. Another contribution of the chapter is to successfully assimilate this chaotic drifter data, and, as a result, the channel network system can be adequately simulated using one-dimensional linearized Saint-Venant model.
4.2 Hydrodynamic Model in Tidal Channel Network

Remark 5. In natural channels, the shape, size, and slope may vary along the stream length \( x \). In the case of non-uniform flow, the flow variables vary along the length of the channel, i.e., the velocity \( V_0(x) \neq V_0 \neq V_X \) and the stage \( Y_0(x) \neq Y_0 \neq Y_X \). This non-uniform flow can be best approximated using a backwater profile model [94] [95].

4.2.1 One-dimensional Numerical Scheme

The Preissman implicit finite difference scheme [25] is applied to linearized Saint-Venant equations:

\[
\begin{align*}
\frac{\partial f}{\partial x} & \approx \theta \frac{f_{j+1}^{k+1} - f_j^{k+1}}{\Delta x} + (1 - \theta) \frac{f_{j+1}^k - f_j^k}{\Delta x} \\
\frac{\partial f}{\partial t} & \approx \frac{f_{j+1}^{k+1} + f_j^{k+1} - f_{j+1}^k - f_j^k}{2\Delta t}
\end{align*}
\]

where \( f(x, y) \) is the flow variables (either \( v \) or \( y \) in our case), \( \theta \in (0, 1) \) is a time weighting coefficient, \( j \) denotes the space step and \( k \) the time step. This scheme has the advantage of allowing non-equidistant grids \( \Delta x \) and is unconditionally stable as long as \( \theta > 0.5 \). This enables a more flexible schematization of the river, especially in the case of strongly varying cross sections. The time step is a function of the required accuracy only and can be chosen freely.

The discretization form of Linearized Saint-Venant equations can be therefore written as:
\[
\frac{y_{j+1}^{k+1} + y_j^{k+1} - y_{j+1}^{k} - y_j^{k}}{2\Delta t} = -Y_0(x) \left[ \theta \frac{v_{j+1}^{k+1} - v_j^{k+1}}{\Delta x} + (1 - \theta) \frac{v_{j+1}^{k} - v_j^{k}}{\Delta x} \right] \\
- V_0(x) \left[ \theta \frac{y_{j+1}^{k+1} - y_j^{k+1}}{\Delta x} + (1 - \theta) \frac{y_{j+1}^{k} - y_j^{k}}{\Delta x} \right] \\
- \frac{dY_0(x)}{dx} \left[ \frac{\theta}{2} (v_{j+1}^{k+1} + v_j^{k+1}) + \frac{1 - \theta}{2} (v_{j+1}^{k} + v_j^{k}) \right] \\
+ \alpha_0(x) \left[ \frac{\theta}{2} (y_{j+1}^{k+1} + y_j^{k+1}) + \frac{1 - \theta}{2} (y_{j+1}^{k} + y_j^{k}) \right]
\]

\[
\frac{v_{j+1}^{k+1} + v_j^{k+1} - v_{j+1}^{k} - v_j^{k}}{2\Delta t} = -V_0(x) \left[ \theta \frac{v_{j+1}^{k+1} - v_j^{k+1}}{\Delta x} + (1 - \theta) \frac{v_{j+1}^{k} - v_j^{k}}{\Delta x} \right] \\
- \theta \left[ \frac{\theta}{2} (v_{j+1}^{k+1} + v_j^{k+1}) + \frac{1 - \theta}{2} (v_{j+1}^{k} + v_j^{k}) \right] \\
+ \beta_0(x) \left[ \frac{\theta}{2} (y_{j+1}^{k+1} + y_j^{k+1}) + \frac{1 - \theta}{2} (y_{j+1}^{k} + y_j^{k}) \right] \\
+ \gamma_0(x) \left[ \frac{\theta}{2} (y_{j+1}^{k+1} + y_j^{k+1}) + \frac{1 - \theta}{2} (y_{j+1}^{k} + y_j^{k}) \right]
\]

(4.4)

Using the above discretization of the linearized Saint-Venant equations (4.4) (4.5), the linear form model for a single channel \(i\) can be represented as:

\[
E_{k,i}X_{k+1,i} = A_{k,i}X_{k,i} + B_{k,i}U_{k,i}
\]

(4.6)

where \(X_{k,i}\) is the state variable

\[
X_{k,i} = (v_{k,i,1}, y_{k,i,1}, \ldots, v_{k,i,l_i}, y_{k,i,l_i})^T
\]

(4.7)

\(U_{k,i}\) is boundary conditions at time \(k\Delta t\)

\[
U_{k,i} = (v_{k,i,1}, y_{k,i,l_i})^T
\]

(4.8)

where \(l_i\) denotes the downstream point of each channel \(i\), and 1 is the upstream point of each channel \(i\). \(E_{k,i}, A_{k,i}\) and \(B_{k,i}\) are matrices constructed by assembling equations (4.4) and (4.5) above. \(v_{k,i,j}\) and \(y_{k,i,j}\) are respectively the velocity and stage perturbation at location \(j\Delta x\) at time \(k\Delta t\) in channel \(i\).
4.2.2 Linear Network Model

Consider a simple river junction illustrated in Figure 3.1. The linear equations of hydraulic internal boundary conditions at a junction are specified by equations of mass and energy conservation. Following the approach as specified in the previous chapter, and assuming no change in storage volume within the junction, the continuity equation can be explicitly expressed as:

\[ v_{k,1,l} \cdot T_1 = v_{k,2,1} \cdot T_2 + v_{k,3,l} \cdot T_3 \]  \hspace{1cm} (4.9)

When the flows in all the branches meeting at a junction are subcritical, the equation for energy conservation can be approximated by a kinematic compatibility condition as:

\[ y_{k,1,l} = y_{k,2,1} = y_{k,3,1} \] \hspace{1cm} (4.10)

The equations are assembled for each individual channel and interior junctions together to model the entire network. The flow variables inside the domain are represented by a linear relationship:

\[ E_k X_{k+1} = A_k X_k + B_k U_k \] \hspace{1cm} (4.11)

where \( X_k \) is the concatenated vector of \( X_{k,i} \) and \( U_k \) is the boundary conditions of the channel network system.

The boundary conditions of (4.15) are given by

\[ U_k = [u(k, i, j)|_{\partial \Omega_{\text{upstream}}, y(k, i, j)|_{\partial \Omega_{\text{downstream}}}] \] \hspace{1cm} (4.12)

and initial conditions given by

\[ X_0 = 0 \] \hspace{1cm} (4.13)

The linear network model parameters are the average free surface width \( T_{0,i} \), the average bottom slope \( S_{b,i} \), the average Manning’s coefficient \( n \), the average velocity \( V_{0,i} \), and the average downstream stage \( Y_{l,i} \) for each channel \( i \) \( (i = 1, \cdots, 3) \). These parameters can be determined experimentally.
4.3 Variational Data Assimilation Using Quadratic Programming

4.3.1 General Considerations

There are two main categories of data assimilation methods: variational methods based on optimal control theory and statistical methods based on optimal statistical estimation. We choose a variational method and incorporate it into the linear network model described in the previous sections, since it is practically efficient, demands less computational resources while having a proven record of being reliable if the dynamic model is properly calibrated.

In this section, open boundary condition estimation is formulated using the information of velocity and position measurements provided by a number of drifters which are released in a channel network. Following standard procedure in variational data assimilation, the cost function used in this chapter is constructed to minimize the difference between the measured velocity at the location of the drifters and the velocity predicted by the model. With the linear model constraints, the problem can be formulated as a QP and solved efficiently. Furthermore, with the assumption that tidal flow variables can be expressed by dominant oscillatory modes, the number of estimation variables is substantially reduced.

4.3.2 Notations

We employ the traditional notation of variational data assimilation in discrete time and space [123]:

- \(X_k\): Vector of state variables \((v, y)\) for each mesh point at time \(k\Delta t\).
- \(Y_k\): Vector of observed variables at time \(k\Delta t\).
- \(R_k\): Covariance matrix of the observation error at time \(k\Delta t\).
- \(H_k\): Observation operator, which projects the state vector \(X_k\) into the observation subspace containing \(Y_k\).

We deploy \(D\) passive drifters in the network to collect Lagrangian velocity measurements in the system, and estimate boundary conditions by minimizing the \(l^2\)-norm of the error between the observed data and the corresponding model predictions:

\[
\mathcal{J} = \sum_k (Y_k - H_k[X_k])^T R_k^{-1} (Y_k - H_k[X_k])
\] (4.14)
This positive semi-definite quadratic cost function is constrained by:

\[ E_kX_{k+1} = A_kX_k + B_kU_k \]  \hspace{1cm} (4.15)

In this way, the variational data assimilation problem can be posed as a Quadratic Program:

\[
\begin{align*}
\min & \quad \frac{1}{2} X^T PX + q^T X \\
\text{s.t.} & \quad GX \leq h \\
& \quad FX = b
\end{align*}
\]  \hspace{1cm} (4.16)

where \( X \) is the concatenated vector of \( X_k \) from time 0 to the final time step; \( P \) is a symmetric matrix reducing the \( \ell \)-norm of the error and \( q \) is vector containing the information of \( Y_k, H_k \) and \( R_k \); \( F \) and \( b \) are the block diagonal matrix of \( A_k \) and \( B_k \). Normally \( G \) and \( h \) are 0, and the QP can be solved by a linear system. In our case, we may impose heuristic inequality constraints to reduce the search space.

### 4.3.3 Decision Variables

The decision variables of the QP problem (4.16) are the flow variables at the open boundaries. When expressed in the time domain, the number of decision variables would be equal to the number of boundaries times the number of time steps. Using spectrum analysis, flow variables in a tidal system can be modeled with seven dominant tidal modes, as shown in Figure 4.1.

<table>
<thead>
<tr>
<th>Tide</th>
<th>Tide Period ( T_i ) (hours)</th>
<th>Tide Frequency ( \omega_i = \frac{2\pi}{T_i} ) (rad · s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1</td>
<td>23.9345</td>
<td>7.2921 \cdot 10^{-5}</td>
</tr>
<tr>
<td>M2</td>
<td>12.4206</td>
<td>1.4082 \cdot 10^{-4}</td>
</tr>
<tr>
<td>MK3</td>
<td>8.1771</td>
<td>2.1344 \cdot 10^{-4}</td>
</tr>
<tr>
<td>M4</td>
<td>6.2103</td>
<td>2.8104 \cdot 10^{-4}</td>
</tr>
<tr>
<td>M6</td>
<td>4.1202</td>
<td>4.2360 \cdot 10^{-4}</td>
</tr>
<tr>
<td>O1</td>
<td>25.8193</td>
<td>6.7598 \cdot 10^{-5}</td>
</tr>
<tr>
<td>N2</td>
<td>12.6584</td>
<td>1.3788 \cdot 10^{-4}</td>
</tr>
</tbody>
</table>

These dominant tidal modes are also listed in Table 4.1. Thus, any flow variables at the boundaries can be evaluated as:

\[ u(k\Delta t) \approx \sum_{l=0}^{7} \left[ d_l e^{j\omega_l k\Delta t} + \overline{d_l} e^{-j\omega_l k\Delta t} \right] \]  \hspace{1cm} (4.17)
where $\omega_l = \frac{2\pi}{T_l}$ is the frequency associated with one of the seven dominant tidal periods. The decision variables of this inverse modeling problem are the unknown coefficients $d_l$ corresponding to specified tidal frequencies for each boundary to be estimated. In this way, the number of decision variables is substantially reduced, which speeds up the convergence of QP process.

### 4.4 Twin Test

#### 4.4.1 Experiment Protocol

The following paragraphs describe a twin test to validate the proposed method. The intuitive way is to assimilate field Lagrangian data into our linear model and compare the estimated boundary conditions with Eulerian measurements at the boundaries. The Lagrangian drifter data in the chapter is generated by using TELEMAC-2D [130], a fully nonlinear shallow water equation (SWE) solver, featuring an unstructured triangular grid mesh and finite element analysis. The virtually simulated drifter data will be replaced by field measurements collected by GPS equipped drifters in subsequent chapters.

A set of fixed Eulerian USGS sensors (see Figure 3.8(a)) on this hydraulic system is employed as the boundary conditions for model simulation, and a finite number of passive drifters are released virtually in the experiment domain. During the inverse modeling process, only these simulated
Drifter data are used to re-construct open boundary conditions, which are then compared with the initial boundary setting. Another set of USGS Eulerian sensors, along with the deployed fixed Acoustic Doppler Current Profiling (ADCP) instrumentation (see Figure 3.8(b)) and Water Pressure Sensors, are used to validate the flow characteristics inside the experiment domain. The flow chart of the experiment process is shown in Figure 4.2.

![Data Assimilation Flow Diagram](image)

**Figure 4.2:** Data Assimilation Flow Diagram. Note: Different shapes are used to represent external data (◯), procedure (◇) and calculated data (□); different lines stand for computations (→) and comparisons (＝); different marker colors and shapes indicate the data are measured by sensors at different locations, which will be explained in Figure 4.3.

### 4.4.2 2D Shallow Water Equations and Numerical Forward Simulation

In this section, we will set the forward simulation and introduce the Lagrangian measurements.
Two-dimensional Shallow Water Equations

The governing hydrodynamic equations for forward simulation are [130]:

\[
\frac{\partial h}{\partial t} + \vec{u} \cdot \nabla h + h \nabla \cdot \vec{u} = 0
\]  
(4.18)

\[
\frac{\partial u}{\partial t} + \vec{u} \cdot \nabla u = -g \frac{\partial \eta}{\partial x} + F_x + \frac{1}{h} \nabla \cdot (h \nu_t \nabla u)
\]  
(4.19)

\[
\frac{\partial v}{\partial t} + \vec{u} \cdot \nabla v = -g \frac{\partial \eta}{\partial y} + F_y + \frac{1}{h} \nabla \cdot (h \nu_t \nabla v)
\]  
(4.20)

The friction forces are given by the Manning law:

\[
F_x = -\frac{1}{\cos \alpha} \frac{g n^2}{h^{4/3}} u \sqrt{u^2 + v^2}
\]  
(4.21)

\[
F_y = -\frac{1}{\cos \alpha} \frac{g n^2}{h^{4/3}} v \sqrt{u^2 + v^2}
\]  
(4.22)

where \( h \) is the total depth of water, \( \vec{u} = (u, v) \) is the velocity in the domain, \( g \) is the gravity acceleration, \( \eta \) is the free surface elevation, \( \nu_t \) is the coefficient of turbulence diffusion, \( \alpha \) is the bed slope of river bottom, and \( n \) is the Manning coefficient. The boundary condition and initial condition are given by:

\[
u(x, y, t)|_{\partial \Omega_{land}} = 0, v(x, y, t)|_{\partial \Omega_{land}} = 0
\]  
(4.23)

\[(u(x, y, t), v(x, y, t))|_{\partial \Omega_{upstream}} = f(x, y, t)
\]  
(4.24)

\[
\eta(x, y, t)|_{\partial \Omega_{upstream}} = g(x, y, t)
\]  
(4.25)

\[
u(x, y, 0) = u_0, v(x, y, 0) = v_0, h(x, y, 0) = h_0,
\]  
(4.26)

where \( \partial \Omega \) represents the boundaries of our computational domain and \( f, g \) are known functions.

Lagrangian Drifters

The deployed drifters is modeled as passive Lagrangian tracers. In this framework, the drifters move along local flow streamlines, obeying the following equations:

\[
\frac{dx_D(t)}{dt} = u[x_D(t), y_D(t), t]
\]  
(4.27)

\[
\frac{dy_D(t)}{dt} = v[x_D(t), y_D(t), t]
\]  
(4.28)
with the drifter initial conditions

\[ x_D(t) = x_{D,0}, \quad y_D(t) = y_{D,0} \]  

(4.29)

**Numerical Solution**

The numerical solutions of the 2D shallow water equations and drifter positions are computed using a commercial hydrodynamic software TELEMAC-2D [130]. TELEMAC-2D applies a streamline upwind Petrov-Galerkin based finite element solver for hydrodynamic equations. The turbulence and mixing process at the estuaries are taken into account.

To generate the drifter data, a forward simulation is run from time \( t_0 \) to time \( t_1 \) with given boundary conditions to stabilize the flow. At \( t_1 \), drifters are released randomly inside the domain and their trajectories are simulated using a Runge-Kutta method and the velocity field provided by the nonlinear shallow water forward simulation. The data assimilation process estimates the boundary conditions, which are compared with the previously given boundary conditions, as well as the flow variables at intermediate locations within the watershed.

**4.5 Case Study in the Delta**

**4.5.1 Introduction to the Experiment Field**

The area of interest for our experiment covers the Sacramento River, the Cache Slough, the Steamboat Slough, the Sutter Slough, the Minor Slough, the Delta Cross Channel, and the Georgiana Slough, as shown in Figure 4.3. Most of the time, the direction of mean river flow is from north to south, as indicated with arrows. During the tidal inversion, the water flows in the opposite way.

Ten USGS stations, namely HWB, RYI, SRV, HWV, SUT, SSS, SDC, DLC, GES, and GSS, are scatterly located in this experiment field. The stations are marked as orange diamonds and green circles in Figure 4.3. Both velocity and stage are collected every 900 seconds at these stations. Note that in the USGS measurement system, only the stages are measured directly. The velocity data is estimated by a rating curve, which is a relation between stream stage and stream flow. The relation of stream stage to stream flow is in continuous change, and needs to be calibrated frequently. It would introduce errors if the rating curve has not been validated in time.

The field data was collected between 0:00am and 8:30am on 11/12/2007. The same simplifications as detailed in Section 3.3.1 have been made for the flow model in this study.
Figure 4.3: Experiment area in the Sacramento River (1), the Cache Slough (2), the Steamboat Slough (3), the Sutter Slough (4), the Minor Slough (5), the Delta Cross Channel (6) and the Georgiana Slough (7).

4.5.2 Drifter Data Generation

TELEMAC-2D conducts a nonlinear flow simulation using velocity data measured at USGS stations SRV, RYI, GSS, and stage data measured at DLC and SUT. The geometry of the area is complex; thus we use an unstructured finite element mesh (41375 nodes, 74983 triangular elements). The bottom friction is modeled using Manning’s law. The Manning coefficient is chosen as a constant 0.02, both in time and space, corresponding to a straight gravel bottom [38]. The turbulence process is included such that the flow streamline at the estuaries are similar to the reality.

The simulation runs for two and a half hours before the release of the drifters so that a steady state is reached. The drifters are virtually released from 2:30AM to 6:30PM on November 11, 2007. This time period was chosen to capture the highly varying flow in Sacramento Delta. We release a total
of 39 drifters during the experiment (6 hours). The first thirteen drifters are released at 2:30AM on the centerline of selected sub-channels. The other two sets of thirteen drifters are released at 4:30AM and 6:30AM, respectively. Drifter positions are recorded every 60 seconds until the end of the experiment at 8:30AM. Figure 4.4 shows the drifter trajectories and the snapshots of the drifter positions corresponding to the three releases of the drifters.

4.5.3 Validation Results

Following the method described in Section 4.3, we assimilate the drifter data generated by TELEMAC (as described in Section 4.5.2) to reconstruct the boundary conditions at SRV, RYI, GSS, DLC and SUT. The QP problem is expressed in AMPL, the optimization modeling language, and solved with CPLEX. The assimilation process takes approximately 65 minutes to calculate all 13 sub-channels with a 2.33 GHz Pentium dual core processor.

The reconstructed boundary condition data is shown and correlated to measured data in Figures 4.5. The estimated data is very close to the measurements.

Without loss of generality, the flow variables measured by USGS sensor GES (marked as green circle in Figure 4.3), along with the velocity and stage data recorded by selective deployable UC Berkeley sensor (marked as grey circle in Figure 4.3), are used to validate the flow model. The simulation results are shown in Figure 4.6.

The difference between the modeled data and measurements is further evaluated in Table 4.2. Three primary evaluation measures are analyzed here:

- The maximum value is the maximum difference between the estimated and measured data at the same time step.

- The coefficient of efficiency $E$ is defined as [110]:

$$E = 1 - \frac{\sum_{i=1}^{N} (\hat{u}_i - u_i)^2}{\sum_{i=1}^{N} (u_i - \bar{u}_i)^2}$$

where $u_i$ is the flow variable of interest (for example $v_i$ or $y_i$ in this study), $\hat{u}_i$ is the modeled flow variable, $\bar{u}_i$ is the mean of $u_i$, for $i = 1$ to $N$ measurement events. If the measured data is perfect, $E = 1$. If $E < 0$, the corresponding measurement is not credible and must be excluded from the modeling procedure.

- The correlation coefficient $\rho$ is given by:
\[
\rho = \frac{\sum_{i=1}^{N} (u_i - \bar{u}_i) (\hat{u}_i - \bar{u}_i)}{\sqrt{\sum_{i=1}^{N} (u_i - \bar{u}_i)^2 \sum_{i=1}^{N} (\hat{u}_i - \bar{u}_i)^2}}
\] (4.31)

where \(\bar{u}_i\) represents the mean of model estimated flow for \(i = 1\) to \(N\) measurement events. If the measured data is perfect, \(\rho = 1\).

**Table 4.2: Max-value, \(\rho\)-value and \(E\)-value for modeled data and measured data.**

<table>
<thead>
<tr>
<th>Variable</th>
<th>USGS Station</th>
<th>Max-value</th>
<th>(E)-value</th>
<th>(\rho)-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity</td>
<td>GES</td>
<td>0.05 m/s</td>
<td>0.9930</td>
<td>0.9975</td>
</tr>
<tr>
<td></td>
<td>SDC</td>
<td>0.04 m/s</td>
<td>0.9368</td>
<td>0.9883</td>
</tr>
<tr>
<td></td>
<td>SSS</td>
<td>0.055 m/s</td>
<td>0.9968</td>
<td>0.9985</td>
</tr>
<tr>
<td></td>
<td>ADCP</td>
<td>0.07 m/s</td>
<td>0.9435</td>
<td>0.8923</td>
</tr>
<tr>
<td>Stage</td>
<td>GES</td>
<td>0.05 m</td>
<td>0.9889</td>
<td>0.9947</td>
</tr>
<tr>
<td></td>
<td>SDC</td>
<td>0.12 m</td>
<td>0.9504</td>
<td>0.9759</td>
</tr>
<tr>
<td></td>
<td>SSS</td>
<td>0.07 m</td>
<td>0.9847</td>
<td>0.9935</td>
</tr>
<tr>
<td>Pressure Sensor I</td>
<td>0.06 m</td>
<td>0.8479</td>
<td>0.8743</td>
<td></td>
</tr>
<tr>
<td>Pressure Sensor II</td>
<td>0.06 m</td>
<td>0.9345</td>
<td>0.8734</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.6 and Table 4.2 indicate that the proposed approach possesses a good flow estimation accuracy.

### 4.6 Summary

In this chapter, we present a boundary condition estimation method for complex channel networks using Lagrangian data. The channel network system is governed by first-order linearized Saint-Venant equations, subject to periodic forcing. The flow estimation is posed as a PDE constrained optimization problem with the objective of minimizing the norm of the difference between the observed variables and model outputs. After linearizing and discretizing the governing equations using an implicit discretization scheme, linear constraints are constructed which leads to a quadratic programming formulation of the estimation problem.

A major advantage of the 1D QP formulation is that it requires low computational cost, making the method applicable to many vast and complex hydraulic networks. Modal decomposition allows the estimated outputs to be expressed in terms of dominant tidal frequencies. This greatly reduces the number of decision variables, and consequently lowers the computation complexity.

The performance of the method has been validated in a twin experiment in the delta, in which the drifter data are generated by a 2D nonlinear shallow water model (TELEMAC).

In the next chapter, we further examine the effectiveness of Lagrangian data in flow estimation, using real drifter data collected from GPS-equipped devices deployed in the Sacramento-San Joaquin
Delta. The effects of different number of drifters and deployment strategies will also be discussed.
Figure 4.4: Drifter trajectories and their release positions. 13 drifters are released at time step 0 (*) and 13 drifters at time step 240 (∆). The drifter positions are recorded every 60 second until the experiment ends.
Figure 4.5: **Comparison of the estimated boundary condition with USGS measurements at the boundaries of the domain.**
(a) Velocity Varying with Time at USGS station: GES

(b) Velocity Varying with Time at UC Berkeley sensor: ADCP

Figure 4.6: Validation of the model outputs with USGS and ADCP measurements inside of the domain.
Chapter 5

Variational Data Assimilation in 1D Channel Networks

5.1 Introduction

To assess the performance of the proposed QP method developed in the previous chapter, we investigated a distributed network of channels, subject to quasi-periodic tidal forcing, in the Sacramento-San Joaquin River Delta [164]. A field operational test was carried out with a fleet of 70 surface drifters, deployed within approximately $0.55 \text{km}^2$ of the river network. During the approximately 4 hour experiment, 325,000 GPS readings were taken from the surface drifters and collected, in real time, onto a central server. It is the first experiment of this kind conducted at such scale, where high-density Lagrangian data have been collected in a real river environment.

We demonstrate that the proposed QP approach can successfully handle these drifter data to obtain accurate estimations, and, as a result, the channel network system is adequately simulated using one-dimensional linearized Saint-Venant model.

The ramifications of this result are that robust and accurate estimations for the flow in a channel network can be obtained quickly without introducing an unacceptable amount of inaccuracy due to simplifying the model. Thus, flow estimations could be provided even as fast as real-time and give water resource management a useful tool to understand the river system.
5.2 Operational Experiment in the Sacramento River and Georgiana Slough

5.2.1 Experiment Field

On May 9, 2012, an experimental deployment of 70 drifters was conducted at the junction of the Sacramento River and the Georgiana Slough near Walnut Grove, California. Figure 5.1 shows the spatial domain of the experiment. The Sacramento River is the larger channel including Labels A and B, while the Georgiana Slough splits off from the Sacramento River at F and continues south toward Label C.

The flow along the Sacramento River was approximately 0.46 m/s (1.5 ft/s) in the outgoing (from northeast to southwest) direction. This is the non-inverted tidal condition. Figure 5.2 shows the water velocity at two USGS stations: GES, GSS over time during the experiment.

The original plan was to deploy all of the drifters from the Walnut Grove Public Dock (Label A in Figure 5.1), allow them to drift through the junction, retrieve them at downstream points B and C, and then recycle them at point D and E for the rest of the experimental run.

Unfortunately, there was a significant underwater construction operation at the junction (box F) that day, requiring a mid-experiment change of plans: drifters were initially released from A and picked up around F, redeployed at D and E, and then cycled from B and C. Drifter retrievals and redeployments were performed by two boat teams of three workers (one pilot and two drifter retrievers), as seen in Figure 5.3.

5.2.2 Active Sensors

The design of the active “drifters” was motivated by a number of functional requirements concerning actuation, form factor, and mission life [118], [143].

Under certain circumstances, for example if the drifters need to stay within a study area or avoid some obstacles in water, it is desirable to have the drifters “actuated” when needed. For this purpose, two differential drive motors are installed on each active drifter, enabling it to move cross-stream at a maximum forward velocity of 0.3 m/s. An onboard compass and a proportional-integral-derivative (PID) controller can stabilize the drifter along a desired heading. In addition, an onboard buoyancy control system enables the drifter to “dive” up to 5 m in water, if needed, making it capable of measuring underwater qualities.
Figure 5.1: Annotated map of the Walnut Grove experimental area, for the May 9th field operational test.

Figure 5.2: Overview of the experimental timeframe, the two grey boxes denote the time domain during which the drifter data was collected.
Figure 5.3: Android drifter usage during the May 9th experiment. Photo credit: Berkeley Lab - Roy Kaltschmidt.
The drifter is powered with an 11.1V, 10.4 amp-hour Li-Ion battery, enabling up to 72 hours of mission life with a 10 percent duty cycle.

The active drifter has enabled two communication modules: a Motorola G24 OEM GSM module for direct communication with the data process server, and a Digi XBee-PRO 802.15.4 module for short-range communication among the drifters and the field team.

The drifter hull is a vertically oriented cylinder, designed to be hydrostatically stable (with a center of buoyancy located above its center of mass), and to have a mass to volume ratio that keeps it low in the water (only the antennas extend above the waterline). The hull is constructed from high-performance Acetyl Homopolymer, making it suitable for most aquatic environments.

The manufacturing process for the active sensors is easily scalable to large quantities. So far, over 40 active sensors have been produced and have been deployed in the Sacramento-San Joaquin Delta region.

5.2.3 Android Drifters

In order to increase the amount of collected data through higher fleet numbers (requiring lower production cost per unit), and to achieve greater reliability and improve manufacturability, it is desirable to avoid custom electronics and take advantage of the positioning and communication features of modern mobile phones. This leads to the “Android drifters” [14] (or passive sensors) that have been recently developed at UC Berkeley.
Each Android drifter is an inexpensive assembly consisting of a mobile phone running the Android operating system, a lithium-ion battery to extend the phone life, a waterproof enclosure based around a water filter canister, and supporting mechanical parts (Figure 5.5).

The core functionality of the Android app, a custom application written for the Android operating system, is to transmit time-stamped GPS positions to a remote server over the cellular network. The app user interface features the ability to start and stop the service of transmitting and logging, a display of current GPS data and orientation, and a menu to set the drifter ID, measurement frequency and server address.

It should be noted that operating passive drifters in river environments demands greater personnel involvement for deployment, retrieval, and protection.

### 5.3 Data Observation and Drifter Trajectory Filtering

#### 5.3.1 Characteristics of Lagrangian Data

Lagrangian data has been widely studied in the last two decades, in particular in the field of atmospheric and oceanic sciences [102], [55], [71]. These types of data from both the surface drifters and subsurface floats have been intensively used in two categories: (a) to describe the main statistics of the general circulation by inferring the mean flow structure [27], and (b) to specify the second-order statistics and transport properties [150]. Compared to the traditional Eulerian sensors, Lagrangian sensors have several advantages: First, the devices are inexpensive to build and main-
tain. Secondly, Lagrangian data, especially the surface drifter data, presumably contains records of the flow motion at all scales. Thirdly, with the advancement in GPS technology, it provides more and more detail information about the dynamic flows.

However, raw Lagrangian data is difficult to use and interpret, due to the well-known fact that Lagrangian motion is often affected by local flow perturbations, which are caused by various physical processes, such as turbulence, surface wind, vertical mixing, etc. For example, one of the main obstacles of assimilating Lagrangian data into a hydrodynamic model in channel networks is the well-known tidal trapping phenomenon [54]. The trapping mechanism makes water elevation and velocity out of phase, inducing flow dispersion and eddy diffusion at the junctions of channels. The drifter trajectory at these junctions, due to the turbulent mixing processes, usually displays a stochastic “spaghetti-like” shape, which is indicative of slow currents. However, these small-scale features are not fully addressed by the numerical models, and furthermore cause instability in the data assimilation process. Lagrangian data acquired from the sensors therefore need to be pre-processed for “smoother” trajectories to exclude any measurement error due to hardware malfunctioning, or any small-scale perturbations.

Another important issue is that Eulerian and Lagrangian behaviors are not strictly related to each other. It is not unusual to have regular Eulerian behavior, e.g., a time-periodic velocity field, co-exist with Lagrangian chaos or vice-versa. Moreover, unknown details, such as small scale processes or surface wind forcing, pose further difficulties for processing Lagrangian data. As a result, it is challenging to infer the Eulerian velocity field from the Lagrangian measurements.

Addressing these limitations, we present an efficient and reasonable velocity field based on the Lagrangian data collected from the May 9th experiment using the proposed data assimilation technique derived in Section 4.3. It is one of the first successes of using Lagrangian data in a hydrodynamic system, especially in a complex tide-driven channel network. This topic is of particular interest under conditions that Eulerian sensors are sparsely located, or flow conditions are changed rapidly, such as flood or dam break events.

5.3.2 Overview of the Drifter Data from May 9th experiment

The GPS-based drifter data was collected via the LocationManager service of the Android operating system [79]. Under normal conditions (i.e., clear sky and the GPS is locked onto more than four satellites), the operating system will provide the user application with a new position estimate every one second. The GPS coordinates are provided by the operating system as a pair of double-digit (64-bit floating point) values representing global latitude and longitude in decimal degrees. Immediately upon receiving these coordinates, the location is transformed into UTM coordinates. Our customized software transmits the latest GPS coordinates every five seconds, rounds them to
the nearest centimeter, and stores them on an onboard memory.

Figure 5.6 shows the GPS measurements collected by Drifter 37 during the field operational test. Figure 5.7 shows a different view of the data where only points that are near the GSS USGS station are plotted. Furthermore, in Figure 5.8, we plot the points during the second travel that Drifter 37 passes by the GSS station. The drifter data taken close to the GSS station is of interest because it can be directly compared against the velocity measurements being take by that station. Measurements taken further away could be at points where the local river velocity does not physically match the velocity of the GSS station.

It is noted that the GPS coordinates provided by the Android operating system appear to be quantized to approximately 1.88 meters in the $x$ direction and 1.1 meters in the $y$ direction. Evidence of this is seen by the deviations of the $x$ and $y$ coordinates, which seem to be discrete levels, or “quantized”. A possible explanation for the $y$ direction is that the fifth decimal place in a decimal representation of latitude corresponds to 1.11 meters for this region. Unfortunately, we were unable to find the same relationship for the precision in the $x$ direction (the fifth decimal place for longitude is 0.88 meters). This fact is most likely due to the architecture of the GPS-capturing system of the Android phone. The discretization error can be mitigated by a filter which has low pass characteristics (such as averaging multiple samples) [138]. Therefore, the filtering step discussed in the following section is imperative to smooth out any discretization error.

The drifters transmit their data via a socket interface over the cell phone’s GSM connection to our Internet server. The coordinates are both stored and transmitted as ASCII-encoded decimal numbers, along with the drifter’s identifier, and a “valid” flag indicating whether the drifter is floating or in storage. The Internet server parses and stores the received data in a SQLite database for later retrieval. The server software also forwards the data, via a socket connection, to a computing cluster where data analysis can be performed [155].

### 5.3.3 Trajectory Filtering

In order to properly use the data we collected from the May 9th experiment, we need to pre-process the data using a “Pseudo-Lagrangian” method (which will be elaborated later). More specifically, when the time interval between successive position measurements is smaller than the Lagrangian integral timescale $T_\ell$, the flow velocity $u$ can be approximated as finite difference of successive positions. However, in the case of experimental flows, such as the ones we are dealing with, the estimated velocity can not be used directly in the data assimilation system, as the velocity of the drifters is perturbed by many physical processes that can not be precisely simulated in the shallow water models. In this case, one should recognize that individual trajectories are largely unpredictable, and a statistical description is preferable. However, when a large number of
Figure 5.6: Top row: $x$ and $y$ coordinates of the GPS measurements as a function of time, for drifter 37 during the field operational test. Middle row: Corresponding deviations of the $x$ and $y$ coordinates between successive measurements. These exhibit quantization due to the GPS-capturing system of the Android phones used. Lower row left: Corresponding velocities obtained by finite differences of successive measurements, compared against USGS measurements. Lower right: GPS measurements captured during the experiment, plotted on map of the domain, with USGS sensor station marked.
Drifter 37: Passing by GSS 3 times on 05/09/2012

Figure 5.7: The data of Figure 5.6, filtered to include only points in which Drifter 37 was near the USGS station. Top row: x and y tracks of the GPS measurements as a function of time. Middle row: corresponding increments in x and y between the successive GPS tracks. Lower row left: corresponding velocities obtained by finite differencing the position (compared to USGS measurements). Lower right: measurement locations for the above data.
Figure 5.8: The data of Figure 5.7, filtered to include only the second pass-by, near hour 13, of the experiment. Top row: $x$ and $y$ tracks of the GPS measurements as a function of time. Middle row: corresponding increments in $x$ and $y$ between the successive GPS tracks. Lower row left: corresponding velocities obtained by finite differencing the position (compared to USGS measurements). Lower right: measurement locations for the above data.
trajectory observations are available, a space-time filter should be applied to the original data set to remove any small-scale perturbations and measurement errors.

In this section, we define a local space-time averaging filter. The filtered drifter velocity \( u_{\text{filtered}}(X, t) \) is defined as the mean velocity observed at time \( t \) and location \( X \) in a space-time window \( \mathcal{W} = \mathcal{W}_t \times \mathcal{W}_s \), where \( \mathcal{W}_t \) denotes a temporal neighborhood of \( t \) and \( \mathcal{W}_s \) denotes the spatial neighborhood of \( X(t) \).

\[
 u_{\text{filtered}}(X, t) = \frac{1}{T} \sum_{i=1}^{N_{\text{obs}}} \int_{\mathcal{W}_i} \frac{dX_{\text{obs}}^i}{dt} \mathbb{1}_{X_{\text{obs}}^i \in \mathcal{W}_s} dt, \tag{5.1}
\]

where

\[
 T = \sum_{i=1}^{N_{\text{obs}}} \int_{\mathcal{W}_i} \mathbb{1}_{X_{\text{obs}}^i \in \mathcal{W}_s} dt \tag{5.2}
\]

It is important to select a suited bin size for the filter. On one hand, the window should be sufficiently large to ensure any small-scale perturbations being removed. On the other hand, however, it should be big enough to have the most important characteristics of the flow included. It should be noted the space-time windows may be overlapped along the flow, resulting in a smooth flow representation.

In Figure 5.9, a spatial window is drawn for Lagrangian drifters from time \( t^0 \) to time \( t^f \). A number of drifters travel through this spatial window during the time window \( \mathcal{W}_i \). The observed drifter
trajectories are represented with dotted lines. The velocities of all the drifters passing through the specific spatial window from time \( t^0 \) to time \( t^f \) are “averaged out”, and the filtered velocity of these drifters is represented with a solid arrow. This filtered velocity is thus considered to represent the local flow velocity at the specific time, and later utilized in the flow computations described in subsequent sections.

### 5.3.4 Average Velocity across the Channel

Since our model applies one-dimensional shallow water equations, the velocity in the model system is defined as the average flow velocity across the channel, and thus the data we obtained from the previous section \( u_{\text{filtered}}(X,t) \) need to be further refined.

Generally, for flows in open channels and natural rivers, actual velocities in a cross section varies from the highest value near the channel center to the lowest value near overbanks or river bottom. In a river discharge measurement protocol recommended by the U. S. Geological Survey (USGS), the mean water column velocity \( u_{\text{column}}(X,t) \) in a shallow water system is determined by the average of velocities measured at the vertical locations 60% of the water depth. If the velocity profile follows the log-law-of-the-wall, the theoretical ratio of water column mean velocity over surface velocity would be 0.85. In practice, this ratio can be verified by an acoustic instrument, usually placed at fixed locations to measure the velocity profiles across the river. In previous experiments, the velocity profiles were measured with an Acoustic Doppler Current Profiler (ADCP), and the computed mean velocity to surface velocity ratio is in the range of 0.80 to 0.93 [42].

Once the water column mean velocity \( u_{\text{column}}(X,t) \) is determined, the average velocity across the river cross section \( \overline{u}(X,t) \) is readily evaluated by:

\[
\overline{u}(X,t) = \frac{1}{A} \int u_{\text{column}}(x,t) h(x,t) dx \quad (5.3)
\]

where

\[ A = \int h(x,t) dx \quad (5.4) \]

\( h(x,t) \) is the total water depth at the specific location \( x \) at time \( t \).
Figure 5.10: Velocity profile in a cross-section, the average velocity across the river cross section $\bar{u}(X, t)$ is calculated with the water column mean velocity $u_{\text{column}}(X, t)$ at each cell Eq. (5.3).

5.4 Formulation of the Data Assimilation Method

5.4.1 “Pseudo-Lagrangian” Data Assimilation

One of main issues to consider for assimilation of Lagrangian information into hydrodynamic models is to quantify the connection between Lagrangian measurements and Eulerian velocity. A simple and intuitive solution to this challenge is to approximate the Eulerian field by estimating the Eulerian velocity. Such a method is usually called “Pseudo-Lagrangian” Data Assimilation [103]. The method works well when the sampling period $\delta t$ is much smaller than the Lagrangian correlation time scale $T_l$ [63], [150].

5.4.2 Observations and Cost Function

Variational data assimilation is based on optimal control theory and consists in identifying the control vector that minimizes a cost function measuring the discrepancy between the state variable of the model and data obtained from the observation of the physical system [65], [116], [144].

In an ideal case in which both of the flow measurement devices are active and the measurement data are reliable, a cost function to minimize the difference between the most valid observation data and model state variables is constructed. The standardized framework was specified in [78] and notations are defined as follows:
- $X_k$: Concatenated vector of state variables $(u, h)$ for all mesh points at time $t_k$.
- $X_B$: Background term vector.
- $U_k$: Vector of boundary conditions at time $t_k$.
- $Y_k$: Vector of observed variables at time $t_k$.
- $B$: Covariance matrix of the background error.
- $R_k$: Covariance matrix of the observation error at time $t_k$.
- $H_k$: Observation operator, which projects the state vector $X_k$ into the observation subspace containing $Y_k$.

Our data assimilation strategy is to search for the initial state $X_0$ and boundary conditions $U_k$ that minimize the $l^2$-norm of the difference between the state and observation variables and the difference between the initial state $X_0$ and the background term $X_B$:

$$J(X_0, U_k) = (X_0 - X_B)^T B^{-1} (X_0 - X_B) + (Y_k - H_k[X_k])^T R_k^{-1} (Y_k - H_k[X_k])$$

(5.5)

The objective function expressed in Equation (5.5) is a function of the initial state and boundary condition of the system. $X_B$, the background term, is a “first guess” about the state of system. The background term is usually derived from the historical data, from the model prediction, or from the assimilation result of the previous time step. The covariance matrix $B$ and $R_k$ represent the weight given to the background term and the observations. The observation operator, $H_k$, is usually non-linear in general variational data assimilation schemes. However, in a “Pseudo-Lagrangian” data assimilation process, where the observations and state variables both represent velocity, $H_k$ will be a time-varying observation matrix. For simplicity, if we take the assimilation time step the same as the observation sampling time, $H_k$ would be a $(0, 1)$ matrix, with element $i, j = 1$ if the drifter associated with measurement $i$ was in the cell associated with the state variable $j$ at time $k$.

The covariance matrices $B$ and $R_k$ essentially specify the weight given to the error terms in Equation (5.5). A reasonable choice of $B$ and $R_k$ is $B = b I$ and $R_k = r I$, where $r$ should reflect the accuracy of the observations, and $b$ is determined by the quality of the background term $X_B$.

It should be noted that the cost function used here is different from what is defined in the twin experiment [163], since the drifter data in the May experiment is acquired in a relatively short period of time (comparing with the numerical simulations in the twin experiment), and thus the time history data recorded is used directly to construct the cost function, instead of the modal decomposition in the frequency spectrum.
5.4.3 Quadratic Program Formulation of Data Assimilation

Generally, minimizing the cost function (5.5) is very costly when the direct model and the observation operator are not linear, for at least two reasons: a) each iteration of the adjoint method requires one integration of the full non-linear direct model and one integration of the adjoint linearized model; and b) the cost function is not necessarily convex, and the minimization process may converge to a local minimum, or may take considerable time to converge, or may not converge at all. The linearization of network constraints makes it possible to pose the data assimilation problem as a quadratic problem, with the positive semi-definite quadratic cost function (5.5):

\[
\text{minimize } J(X_0) = \frac{1}{2} X^T P X + q^T X \\
\text{subject to } GX \leq h \\
AX = b
\]  

(5.6)

\(X\) is the vertical concatenation of all state vectors from time \(t_{\text{start}}\) to the end of the data assimilation period \(t_{\text{end}}\), and \(P\) and \(q\) are formed by expanding all the terms in Equation (5.5). Equation \(AX = b\) represents the flow dynamics constrained by Equations (2.6)-(2.14). In order to reduce the search time, \(G\) and \(h\) are used to keep the search in a realistic set.

It should be noted that the computational cost of the solving the quadratic program above is very low. Furthermore, the uniqueness of an optimum \(X\) is not guaranteed, due to the rank-deficiency of the observation matrix \(H_k\); however, all the linear subspaces from the set of optimal solutions by employing the background term \(X_{B}\) can be excluded [144].

5.5 Data Assimilation Results

5.5.1 Overview

In this section, we present the data assimilation results of our May 9th, 2012 experiment. Figure 5.11 gives two snapshots of the Android drifters during the experiment to illustrate the coverage of the experiment.

Two sets of data are tracked in our experiment: The first one is the drifter trajectories provided by the Lagrangian drifters from the May 9th, 2012 experiment; the second set of data consists of water depth and velocity at certain locations in the experimental domain, acquired with classical USGS Eulerian sensors.
Figure 5.11: Snapshots of the Android drifter fleet during the May 9th, 2012 experiment, at two selected time in the field operational test.
Figure 5.12: Flow chart for the data assimilation. Drifter data is divided into two parts which include observation (used for the data assimilation) and validation.

Figure 5.12 shows the flow chart of the data assimilation. Historical data from USGS is used to generate the background term for the QP process. The estimate of the state of the system is generated by assimilating the drifter data from the observational team either with or without the Eulerian stage information. Either the Eulerian velocity data provided by USGS or the drifter data from a Reference Group is used for validation only. The data assimilation is implemented with the optimization modeling language AMPL and solved with CPLEX.

The assimilation results validate not only the suitability of the proposed flow estimation method using Lagrangian data, but also the effectiveness of different data filtering windows. Furthermore, it is noted that the estimation quality of the flow state in the hydrodynamic system may be further improved if Eulerian information, if available, is also included in the data assimilation.

### 5.5.2 Assimilation with Lagrangian Data using Different Filtering Windows

The choice of the space-time window affects the results of the filtered data significantly. In our experiment, the spatial dimension of the windows is set to be 15 meters, and two different time windows of 30 seconds and 150 seconds are specifically selected. The larger filtering window (meaning more drifter information is “averaged”) results in less fluctuations in the filtered Lagrangian data, and a smoother flow state. However, if the filtering window is too large, we might lose important local flow information.

Figure 5.13 and Figure 5.14 present the flow velocity near the USGS stations predicted from the flow field recovered from the assimilation results, using 30-second and 150-second filtering windows, respectively. We compare them with the velocity measured at two USGS stations for vali-
dation. Four test cases are summarized here, with respective filtering windows, using drifter data from the full or half fleet.

The plots indicate that assimilated flow velocity estimates become less “noisy” with a larger filtering window. This trend is consistent with that of the drifter data. Moreover, the signal quality is improved, and the signal magnitude is at the correct scale. We hypothesize that noise is either inherited from the Lagrangian data controlled by unknown physical processes, or affected by any erroneous drifter measurements, which can make the data assimilation process unstable.

Another interesting observation is the effect of different drifter numbers involved in the data assimilation. In general, the more drifters included in the assimilation, the less noisy and more plausible the flow estimation is. This is not surprising, since more drifters essentially carry more flow information into the assimilation process.

### 5.5.3 Assimilation with Both Lagrangian and Eulerian Data

We also have the local water depth measured at USGS stations included in the data assimilation, along with the filtered Lagrangian drifter trajectories.

Figure 5.15 demonstrates a remarkable improvement, with respect to stability, of the flow field estimation, over the estimation results which only include drifter trajectories. The assimilated results are significantly closer to the Eulerian flow velocities at two USGS stations.

### 5.5.4 Validation with Reference Drifters

In the two previous cases, the assimilated flow velocity is correlated with the Eulerian velocity at USGS stations. It is possible, however, to validate the assimilation method with another set of Lagrangian drifter data as well, which provides an additional validation procedure, given that no data provides “ground truth”.

We divide the Lagrangian drifters into two groups: one is for our regular data collection, and the flow state is essentially derived from these measurements; the other group, namely the Reference Group, is for validation purposes only, where the drifter velocity acquired from these devices is correlated with the assimilated flow results.

Figure 5.16 shows the assimilation results with the Lagrangian data inputs from half of the drifter fleet, as well as the drifter data collected from the other half fleet (i.e., the Reference Group). It shows a good agreement between the two data sets.
Figure 5.13: Assimilated flow velocity near USGS stations (a) GES (b) GSS using 30-second space-time window.
Figure 5.14: Assimilated flow velocity near USGS stations (a) GES (b) GSS using 150-second space-time window.
Figure 5.15: Assimilated flow velocity near around USGS stations (a) GES (b) GSS using filtered drifter data from 150-second space-time window and Eulerian depth sensor.
In addition, the assimilated results appear to have a smaller fluctuation than the measured data from the Reference Group. This is largely due to the fact that data assimilation process takes advantage of the information redundancy from inputs, and thus stabilize the flow features.

### 5.5.5 Discussions

The difference between the assimilated data and measurements is further evaluated in Table 5.1 by computing the relative error norm \( \ell^2 \):

\[
\ell^2 = \left( \frac{\sum_{i=1}^{N}(\hat{u}_i - u_i)^2}{\sum_{i=1}^{N}(u_i)^2} \right)^{\frac{1}{2}}
\]

where \( u_i \) is the measured flow variable of interest (for example the flow velocity from Eulerian sensors in this study), \( \hat{u}_i \) is the estimated flow variable, for \( i = 1 \) to \( N \) measurement events.

<table>
<thead>
<tr>
<th>Location</th>
<th>Sacramento River</th>
<th>Georgiana Slough</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filtering Window</td>
<td>Full Fleet</td>
<td>Half Fleet</td>
</tr>
<tr>
<td>30s Window (Drifter Only)</td>
<td>0.06</td>
<td>0.09</td>
</tr>
<tr>
<td>150s Window (Drifter Only)</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>150s Window (Drifter+Stage)</td>
<td>0.02</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 5.1 shows that the proposed approach possesses good flow estimation accuracy, especially when the Eulerian data are also included in the assimilation. Also, the drifter number contributes to the estimation accuracy as well. As we discussed before, more drifters essentially carry more flow information into the assimilation, and consequently improve the quality of flow estimation. Another interesting observation is related to the filtering time. The larger the time window (meaning the flow is observed in a coarser timeframe), the flow state exhibits more steady, and thus, not surprisingly, the flow estimation becomes more accurate.

It is also noted that the mean values of the estimated velocity of Sacramento River in Figure 5.13, Figure 5.14, and Figure 5.15 are a bit off from the USGS measurements. This is likely due to the system error from GES measurements, or some consistent wind effect in the Sacramento River.

### 5.6 Summary

In this chapter, we presented the estimation of initial condition and boundary condition for complex channel networks using Lagrangian measurement data. This is the first successful application
Figure 5.16: Assimilated flow velocity at the locations of the reference drifters using filtered drifter data from 150-second space-time window and Eulerian depth sensor.
of variational Lagrangian data assimilation in the hydrodynamic system. The solution is formulated as a QP problem based on minimizing the difference between measured Lagrangian data and modeled drifter trajectories, constrained by a 1D implicit linear channel network model. The major advantage of the 1D QP formulation is that it requires low computational cost, making the method applicable to many vast and complex hydraulic networks. The effectiveness of the method has been validated with a field experiment in which the drifter data collected from GPS equipped drifters deployed in the Sacramento-San Joaquin Delta.

In the next chapter, we will extend the data assimilation techniques in a 2D SWE model (e.g., REALM), and apply statistical filtering to achieve a more accurate representation of flow state in tidal channel network. More experimental data from the Delta will be collected and processed to validate the approach.
Chapter 6

Real-Time Lagrangian Data Assimilation using EnKF in 2D SWE

6.1 Introduction

The ultimate research goal of the dissertation and work in general is to design and implement an effective real-time flow estimation system using the floating sensors.

In this chapter, Lagrangian flow data, acquired in terms of GPS coordinates from floating sensors, is further incorporated into a 2D flow model. Compared to 1D shallow water models used in the chapters 4-5, 2D models have their intrinsic merits of better describing the flow states and evolution. We choose a two-dimensional shallow water equation model whose initial implementation simulates flows in the entire San Francisco Bay and the Sacramento-San Joaquin Delta.

An ensemble Kalman filter (EnKF) technique is subsequently used here to integrate the uncertainties in the full nonlinear 2D model. We employ parallel computation and adaptive mesh refinement for rapid computation.

The present work focuses on the state estimation problem in river hydraulics [161]. The area of interest is a section of the Sacramento River near Walnut Grove, California. More specifically, Lagrangian measurement data from drifters is assimilated into a two-dimensional shallow water model with uncertain upstream and downstream boundary conditions using an ensemble Kalman filter (EnKF).
6.2 REALM Model

In this section, the governing equations for the river flow and the Lagrangian drifters are reviewed. The state-space model used in this work is also presented.

6.2.1 Introduction to REALM

REALM (River, Estuary, And Land Model) [11], [137] is a reliable, extensible open-source hydraulic model, employing high performance numerical algorithms to address difficult hydrodynamic, water quality, and biological questions arisen from water management in the San Francisco Bay-Delta. The development of REALM is a collaboration between the California Department of Water Resources (DWR) and Lawrence Berkeley National Lab (LBNL).

This model is based on on a Cartesian grid, and features embedded boundary discretizations. The underlying shallow water equations in REALM are derived from the depth-integrated Navier-Stokes equations [53], [100], with a hydrostatic treatment of pressure, and a Boussinesq assumption [62] of baroclinic (salt-induced) density variation. The equations consist of the conservation of mass and momentum of water, as formulated in the following section.

6.2.2 2D Shallow Water Equations

The domain of interest is an estuary system consisting of bays and channels. At the present stage, the shoreline and the channel bottom are assumed to be time-independent. (Ultimately, the design anticipates a shoreline that evolves in time due to tides and flooding.) The water column is defined by a rigid boundary of known bathymetry on the bottom and a free surface on the surface. Appropriate boundary treatments make it feasible to represent a three-dimensional geometry in a two-dimensional flow model.

Conservation Equation

The conservation equation can be expressed in terms of the height of water column $h$, local velocities $u$ and $v$, and salt concentration $s$ as:

$$
\frac{\partial U}{\partial t} + \frac{\partial F_x}{\partial x} + \frac{\partial F_y}{\partial y} = S
$$

(6.1)
where the vector of conserved variables:

\[ U = (h \; hu \; hv \; hs)^T \]  \tag{6.2}

represents the water mass height \( h \), momentum \( hu \) and \( hv \) and mass of salt per unit area \( hs \). The flux across cell faces in the \( x \)- and \( y \)-directions include the convective acceleration and gravity wave terms:

\[
F_x = (hu \; hu^2 + \frac{g\rho h^2}{2\rho_0} \; hu' \; hu')^T
\]  \tag{6.3}

\[
F_y = (hv \; hv^2 + \frac{g\rho h^2}{2\rho_0} \; hv' \; hv')^T
\]  \tag{6.4}

In these equations, \( g \) denotes the gravitational constant, \( \rho_0 \) denotes the density of fresh water, and

\[ \rho = \rho(s(x, y, t)) \]  \tag{6.5}

denotes the density of salt water. The diffusive terms \( F_d^x \) and \( F_d^y \) include momentum diffusion due to eddy diffusivity and a more general dispersion term for salt:

\[
F_d^x = (0 \; -\epsilon h \frac{\partial u}{\partial x} \; -\epsilon h \frac{\partial v}{\partial x} \; -h \frac{\partial s}{\partial x})^T
\]  \tag{6.6}

\[
F_d^y = (0 \; -\epsilon h \frac{\partial u}{\partial y} \; -\epsilon h \frac{\partial v}{\partial y} \; -h \frac{\partial s}{\partial y})^T
\]  \tag{6.7}

The sources and sinks considered here include the pressure component due to changes in bottom elevation and friction:

\[
S = (0 \; -\frac{g\rho}{\rho_0} h b_x - \tau_x \; -\frac{g\rho}{\rho_0} h b_y - \tau_y \; 0)^T
\]  \tag{6.8}

where \( b(x, y) \) is the elevation of the bed. \( \tau_x \) and \( \tau_y \) are components of a bottom stress, given by a zero-order closure relation using the Manning’ s friction coefficient:

\[
\tau_x = \frac{\rho gh n^2}{\rho_0 h^{5/3}} u\sqrt{u^2 + v^2}
\]  \tag{6.9}

\[
\tau_y = \frac{\rho gh n^2}{\rho_0 h^{5/3}} v\sqrt{u^2 + v^2}
\]  \tag{6.10}
Discretization

A finite volume discretization based on a Cartesian grid has been applied to the shallow water equations. A primary new feature of the spatial discretization is the calculation and interpolation of cell and face-averaged quantities based on the spatial variation in bathymetry. In this way, a three dimensional geometry can be represented in a 2D domain. The computational scheme is especially useful when dealing with moving shorelines or for a mixed one, two, or three dimensional model.

A finite volume predictor-corrector scheme has been chosen for time update, which constructs accurate, upwinded estimates of the fluxes on cell faces and then updates cell average values accordingly. The solution algorithm was first used in [34], which was based on earlier work [33].

6.3 Ensemble Kalman Filter

6.3.1 Kalman Filter and Extended Kalman Filter

The goal of data assimilation is to determine a state estimate of the system that best fits a set of noisy observations and the underline models [131]. The standardized framework was specified in [88] and notations are defined as follows:

- $x_k$: $m$- dimensional vector representing the state of the system at a given time $t_k$, the components of $x$ are the state variables at the different grid points.
- $x_k^b$: Background state of the system at a given time $t_k$.
- $x_k^a$: Analysis state of the system at a given time $t_k$.
- $y_k$: Vector of observations collected at time $t_k$.
- $H_k$: Observation operator, which defines the functional relation between $x_k$ and $y_k$.
- $R_k$: Covariance matrix of observation error at time $t_k$.
- $P_{k-1}^a$: Analysis error covariance matrix.
- $P_k^b$: Background error covariance matrix.

For a time series of observations, we assume that the observations depend on $x_k$ in a known way:

$$y_k = H_k x_k + v_k$$ (6.11)
where, $v_k$ is a Gaussian random variable with mean 0 and covariance matrix represented as $R_k$. When the dynamics and the observation operator are linear, the analysis state $x_k^a$ can be obtained by finding the minimum of the cost function defined as follows:

$$
\mathcal{J}(x_k) = (x - x_k^b)^T (P_k^b)^{-1} (x - x_k^b) + (y_k - H_k x_k)^T R_k^{-1} (y_k - H_k x_k)
$$

(6.12)

where the first term includes all the information collected up to time $t_{k-1}$, and the second term reflects the effects of observations collected at $t_k$. The Kalman filter method solves this least squares problem sequentially, here are the steps:

- Calculate the background state $x_k^b$ by propagating the analysis state $x_{k-1}^a$ from $t_{k-1}$ to $t_k$ using the dynamics:

$$
x_k^b = M_{k-1,k} x_{k-1}^a
$$

(6.13)

where $M_{k-1,k}$ is the (linear) operator of the dynamics.

- Calculate the background error covariance matrix $P_k^b$ by propagating the estimate of the analysis error covariance matrix $P_{k-1}^a$ from $t_{k-1}$ to $t_k$:

$$
P_k^b = M_{k-1,k} P_{k-1}^a M_{k-1,k}^T
$$

(6.14)

- The analysis error covariance matrix $P_k^a$ is given by

$$
P_k^a = (I - K_k H_k) P_k^b
$$

(6.15)

where the Kalman gain matrix $K$ is defined by

$$
K_k = P_k^b H_k^T (H_k P_k^b H_k^T + R_k)^{-1}
$$

(6.16)

- The state estimate $x_k^a$ is obtained by

$$
x_k^a = x_k^b + K_k (y_k - H_k x_k^b)
$$

(6.17)

In general, $M_{k-1,k}$ does not provide a perfect representation of the true dynamics. Thus, the effect of model errors is often quantified by adding a model error covariance matrix $Q$ to the right side of (6.14). The model errors introduced during the forecast steps would contribute to the overall uncertainty in the background $x_k^b$.

Extended Kalman Filter methods [149] further expand the applicability of the Kalman filter to nonlinear systems, by using the nonlinear model in (6.13). This approach assumes that the overall
uncertainties in the state estimates are small, and consequently their evolution can be approximated by the linearized dynamics, although the model dynamics itself is nonlinear. It has been proven, however, that forecasting a high-dimensional nonlinear system using the tangent linear model can be very expensive in computational costs and may lead to unbounded linear instability of the filter [56].

### 6.3.2 Ensemble Kalman Filter

Variants of the ensemble Kalman filter (EnKF), initially proposed by Evensen [49], are now becoming the mainstream data assimilation techniques in numerous engineering fields. They have been widely used in atmospheric and oceanic sciences [108], [68], [51], in hydrological applications [128], [153], [46], [165], [29], and in other engineering applications [158], [13], [32].

The EnKF approaches improve Kalman filtering by replacing (6.14) with a much cheaper approach for the calculation of $P^b_k$: at time $t_k$, a $n$-member ensemble of initial conditions, $x^a_k(i), i = 1, 2, ..., n$, is selected around the ensemble mean $\bar{x}^a_{k-1}$; then the members of the ensemble are propagated using the nonlinear model to generate a background ensemble $x^b_k(i), i = 1, 2, ..., n$. Typically, the state space dimension $m$ is orders of magnitude, which is much larger than the ensemble size $n$. Thus the EnKF estimates of $\bar{x}^b_k$ and $P^b_k$ are calculated as:

$$\bar{x}^b = n^{-1} \sum_{i=1}^{n} x^b(i) \quad (6.18)$$

$$P^b = (n - 1)^{-1} \sum_{i=1}^{n} (x^b(i) - \bar{x}^b)(x^b(i) - \bar{x}^b)^T \quad (6.19)$$

Although the EnKF significantly reduces the computational costs by implementing the smaller number of model integrations, there are a number of issues associated with any EnKF scheme:

- The rank of $P^b$ in Kalman filter is $m$, while the rank of its estimate in EnKF method is $n - 1$. This could be a problem when solving (6.15) and (6.16);
- EnKF is more sensitive to model errors than 3D-V AR and 4D-V AR, because the error statistics is propagated through many analysis cycles;
- The actual uncertainty of $P^b$ is typically underestimated.
6.4 Application to Experimental Data

Numerous studies to date have tested EnKF systems under perfect model assumption with simulated observations. It is only within the last decade that the EnKF assimilation has been tested with experimental atmospheric observations [73], [156], [142], [146], [101]. Since 2005, an EnKF method has been operational in the Canadian Meteorological Centre [75]. When using the same model and observations, the performances of EnKF are about the same as the performances of a four-dimensional variational data assimilation (4DVAR) system.

The main difficulties in the applications of experimental data are the noisy observations, imperfect model, and system stability. More specifically, several issues need to be addressed to ensure a data assimilation process can run stably, such as:

- Uncertainties of observations.
- Differences between the forecast model and the real-world model.
- Imperfect forward observation operator.

6.4.1 Model Error

It is critical for a successful implementation of EnKF to account for model error in an appropriate manner [40], [43]. Neglecting model error in the EnKF would lead to ensemble members spread too small [74], [80].

Numerical model errors may result from physical and numerical approximations, e.g., approximate parameterizations of physical processes, numerical discretization, the failure to represent subgrid-scale events, etc. As an example, model error occurs when a three-dimensional system is approximated in a two-dimensional model. This would lead to discrepancies between the model and the reality, and adversely impact the performance of the estimated system. When preparing a data assimilation scheme for a non-perfect model and real observations, it would be overly optimistic to assume a perfect physical model [43]. In this case, the “true” forecast error covariance must be considered to reflect uncertainties.

A systematic Bayesian approach to recover from the modeling errors was proposed in [82] for stationary estimation problems, and in [76], [77] for non-stationary problems. This is called the (Bayesian) approximation error approach [115], which is based on approximating modeling errors with additive Gaussian noise processes.

Extending the work in [147], we explore the approach for characterizing the model error in the river
flow in channel networks on the basis of the Bayesian approximation error theory. The versatility of the theory enables us to model the error caused by numerous uncertainty sources simultaneously.

### 6.4.2 Instability

With a good estimation of model error, we can assume a suited physical model available in assimilation. In practice, however, an ensemble of vectors not globally orthogonalized has its tendency to collapse toward a small subspace. As a result, even for a perfect model, the background error covariance tends to be underestimated. These effects tend to underestimate the forecast error, and therefore give too little weight to the observations, which can subsequently lead to the divergence of the filter [5]. To avoid this problem, multiplicative inflations and additive random perturbations [35], [90] are usually used in order to separate and enlarge the ensemble perturbations.

#### Multiplicative Inflation

One common challenge for EnKF is the insufficient prior variance due to small ensembles, model error, and other algorithmic deficiencies. To address it, the amplitude of each perturbation vector is multiplied by an artifical factor larger than 1. In this way, no direction change would be applied at the analysis step, but the amplitude of the forecast perturbation vectors are sufficiently large [6]. This is achieved by using multiplicative inflation of the prior ensemble [7], where the model forecast ensemble is adjusted:

\[
X_{m,n}^{inf} = \sqrt{\lambda}(x_{m,n} - \bar{x}_m) + \bar{x}_m
\]

where \( \lambda \) is called a covariance inflation factor [89].

#### Additive Random Perturbations

As an alternate solution to the rank-deficiency problem that causes filter divergence, introducing perturbations in new random directions would increase the local ensemble dimension [119], [117], enabling us to “refers” the ensemble at every analysis step [67], [36]. This method effectively avoids the excessive convergence of bred vectors into a small dimensional space [154].
6.5 Implementation of the Floating Sensor Network System

6.5.1 Communication Architecture

Figure 6.1: Communication architecture, showing the flow of data from drifters in the field to the database server and computation servers via the GSM service.

Figure 6.1 shows the communication links between various elements of the system. Data collected by the active and passive drifters is sent back to the database server using the General Packet Radio Service (GPRS) of GSM. The Android smartphone on board each passive sensor provides the necessary GPRS functionality. A Digi XBee-PRO 802.15.4 module on each active drifter enables short-range communication with other drifters and the field team. The XBee-PRO module conforms to the IEEE 802.15.4–2006 draft standard for low-power mesh networking. Our experience in outdoor environments shows that point-to-point links of 100 m are reliable, and we have seen connectivity at distances of 1 km. In order to bridge between the short-range networking and the database servers, we built 10 specialized Android drifters carrying a XBee-PRO module as well as an Android smartphone. These devices, called “Relays”, were put in static locations around the experimental environment. They did not gather data themselves, but simply collected the data from the active drifters and transmitted it to the database server via GSM.

The database server acts as a central repository for gathered data and assimilation results. In addition to the Lagrangian data collected by the drifters, relevant data from USGS and California...
Department of Water Resources (DWR) sensor stations is collected and stored. The sensor data is sent to the computational cluster at NERSC. Results from the assimilation process are stored on the same database server, and queried by the visualization application. In this way, we have successfully put the flow “on-line”.

### 6.5.2 High Performance Computing

Implementing the proposed Ensemble Kalman Filter scheme with the REALM model requires a set of interface routines that exchange information between the model and database, as shown in Figure 6.2. The system starts from an initial ensemble of states that capture the uncertainties of the initial state estimate. The REALM features an underlying two-dimensional hydraulic model. Given one set of observations and an ensemble of initial states, the system assimilates the observations, updates the states, and determines how far to advance the REALM to accommodate the next set of observations. The REALM, used as the forecast model, then advances each ensemble member (either in turn or all-at-once) to the time of the next available observations. This forecast-update cycle continues as long as there are more observations to assimilate or the name list control is not met. After the assimilation processes are completed, a set of restart files (suitable to continue an experiment with more observations) and diagnostic files are generated and stored. The REALM/EnKF assimilation system is now enabled for multivariate assimilation of several data sets. This includes water depth and velocity measured from USGS stations, drifter trajectories measured by drifters developed at UC Berkeley.

A computer cluster used in HPC consists of a group of computers linked to each other in order to behave as a single system. The computers are interconnected via a fast network and each one contains homogeneous hardware and software. The main objective of HPC clusters is to use the processing power of multiple nodes in parallel. This parallelization requires a communication between the nodes while processing the tasks if the tasks are dependent.

These computations will be done using real time data acquired by the drifters in the water. The new real-time measurements provided by the drifters will be assimilated with the outputs of each flow model running on the client nodes. Once the data assimilation is done, each model’s state is updated and sent back to its corresponding client to start a new cycle. The network communication is managed using a Java application. Figure 6.3 shows the data flow in the system.
Figure 6.2: A schematic description of the REALM/EnKF assimilation system. Observations are filtered, an ensemble of initial states are created. The states are converted to the form required by the REALM and advanced to the required time. Those states are converted to a form required by EnKF and the process repeats. When there are no more observations is met, a set of restart files and a set of diagnostic files are generated.
6.6 Data Assimilation and Results

Assimilation experiments were conducted for 2 hours, using the flow data collected during the May 9, 2012 experiment. The EnKF was implemented with different number of ensemble members and inflation factors. We tested the system under different data configuration and model setups.

It should be noted that there were no USGS Eulerian measurements available that can be used as boundary conditions in the experimental domain. Therefore, we use the data reconciliation method developed in Chapter 3 to get an estimation of discharges, and pose it to be the first guess of the data assimilation process in this chapter.

The results of these experiments are presented and discussed below.

6.6.1 Estimated State

The forecasts and analysis from the assimilation experiments, using 100 ensemble members and an inflation factor of 1.2, are shown in Figure 6.4.

Figure 6.3: Dataflow from drifters in the field to the Carver cluster at NERSC.
Figure 6.4: *Quiver plots of assimilation results for flow fields during May 9 experiment.*
6.6.2 Sensitivity Studies

The sensitivity of the assimilation system was studied by running the system with various inflation factors and ensemble sizes. The performance of the assimilation is mainly assessed by the RMS error between in-situ observations and model forecasts. As shown in Figure 6.5, the sensitivity of the assimilation system to the inflation factor was examined by testing three values: 1.1, 1.2, and 1.3. The results suggest that inflation plays an important role in the performance of the assimilation system. Increasing inflation from 1.1 to 1.2 improves the accuracy of the estimates, as inflation affects the spread of the ensemble, and accounts for uncertainties that could not be specified in the filter covariance [72]. However, increasing the inflation factor to 1.3 caused some of the ensemble members to diverge during their forward integration with the model.

![Figure 6.5: The impact of inflation factor with an ensemble size of 50. Root mean square (RMS) between in-situ measurement and the assimilation solution. In the legends, “i1.1”, “i1.2”, and “i1.3” refer to the inflation factors of 1.1, 1.2, and 1.3, respectively.]

The choice of the ensemble size must be large enough to account for the mean and spread of the prior distribution, and allow an accurate representation of the covariance between the observation and the prior state.

To study the sensitivity of the EnKF assimilation system to the ensemble size, the EnKF sheme was run with 50, 100, and 200 members. The root-mean-square (RMS) error between observations
and model forecasts are shown in Figure 6.6. In these runs, the inflation factor is 1.2.

In general, increasing the ensemble size tends to decrease the RMS error between model forecasts and in-situ observations. Estimation accuracy is clearly improved when the ensemble size increases from 50 to 100, although the solution obtained with 50 members is quite acceptable. Although increasing the ensemble size from 100 to 200 can also improve the results to some extent, the computational cost would be doubled to achieve this gain, and thus it is usually not recommended in any on-line data assimilations.

![Graph showing the impact of ensemble size on error](image)

**Figure 6.6:** Exploration of impact of ensemble size with an inflation factor of 1.2.

We also studied the impact of the assimilated data on the system performance. To this end, we conducted assimilation experiments in which both depth data from USGS and velocity data from drifters were assimilated jointly. The results of these experiments are shown in Figure 6.7 for the forecast and analysis RMS errors. These assimilation runs used an ensemble size of 150 and an inflation factor of 1.2. This is consistent with known EnKF implementations in the literature [157], [159].
Figure 6.7: EnKF data assimilation results vs. USGS measurements.
6.7 Summary

We have proposed a state estimation method for 2D shallow water equations in river hydraulics using Lagrangian measurement data. The method is based on the use of the ensemble Kalman filter.

Special attention has been paid to handle modeling errors that arise from the use of a simplified evolution model for the river flow and thus for the dynamics of the Lagrangian drifters. The modeling error in this study was modeled as a random variable with a Gaussian distribution. As the computation of the modeling error statistics is an intensive task, it should be performed prior to the actual estimation process.

It is concluded that when the modeling errors are taken into account, the estimates are more accurate than the state estimates obtained otherwise. Also, algorithms with ad-hoc error structures may suffer from stability problems, if the model errors are not adequately represented. Furthermore, extensive tuning may be needed to ensure stable assimilations.
Chapter 7

Conclusion

7.1 Summary of the Research

A prompt and accurate flow estimation of large, tidal-driving channel networks has been a persistent challenge in water resource management, especially in the Sacramento-San Joaquin Delta of California, where the water demand keeps increasing. In this dissertation, we present the framework of a sensing-modeling system that utilizes Lagrangian drifter data to characterize the flow state in the area of interest, with an emphasis on the implementation of data assimilation techniques. The system is capable of predicting regional flows and transport in the Delta in a real-time mode, without dependence on historical data.

We initiate the research by proposing a novel measure to reliably estimate the boundary conditions in a tidal-driven channel using Eulerian measurement data. The channel is represented with a 1D shallow water equation (SWE) model (Linearized Saint-Venant equations), and the flow parameters are identified in the frequency domain with modal decomposition to reduce computational costs. Later, this Eulerian-based boundary estimation method is extended to linear channel networks, giving the consideration of mass continuity and energy conservation at internal junctions. The estimation accuracy is substantially improved with data reconciliation. This feature, taking advantage of information redundancy in the data set, enables us to identify and exclude any erroneous measurements. As such, a fast and accurate representation of boundary conditions is particularly useful in subsequent real-time flow estimation, featuring Lagrangian measurements and data assimilation techniques.

Lagrangian data is obtained when floating drifters move along with the flow and report their locations. The data provides instant information about the flow, and is further assimilated into underlying SWE models. Two different approaches to facilitate the flow estimation have been investigated
in this dissertation.

- First, a variational assimilation method (Quadratic Programming) is applied to a 1D SWE model (Linearized Saint-Venant equations). The assimilation method poses the problem of estimating the flow state in a channel network as a quadratic programming by minimizing a quadratic cost function – the norm of the difference between the drifter observations and the model velocity predictions – and expressing the constraints in terms of linearized equalities and inequalities. The problem is then efficiently solved using a fast and robust algorithm. The approach is easy to implement and low in computation costs. The proposed method is initially tested in a twin experiment, in which the Lagrangian data are actually simulated by a 2D nonlinear shallow water model (TELEMAC), and later tested with experimental observations.

- Later, a sequential assimilation method (Ensemble Kalman Filtering) is implemented to a 2D SWE model (depth-integrated Navier-Stokes equations). The SWE model is implemented in a large hydraulic model named REALM. The assimilation method involves a series of state analysis and updates, where the observed Lagrangian data is incorporated into the state one step at a time to incrementally correct the model prediction. The boundary conditions previously estimated from Eulerian data provide an “initial” guess in the assimilation. The implementation of this method demands powerful computation ability, and is achieved on high-performance computing clusters at NERSC. It leads to a real-time flow monitoring system that is capable of providing accurate descriptions of varying flow in the Delta, using a combination of Eulerian and Lagrangian computations.

To assess the performance of the proposed data assimilation methods, we investigated a distributed network of channels, subject to quasi-periodic tidal forcing, in the Sacramento-San Joaquin River Delta. Field operational experiments were carried out with a fleet of over 70 floating drifters, deployed within approximately 0.55 km² of the river network. During the experiments, more than 325,000 GPS readings were taken from the floating drifters and collected, in real time, onto a central server. It is the first experiment of this kind conducted at such scale, where high-density Lagrangian data have been collected in a real river environment and successfully assimilated over a full tidal cycle.

It is demonstrated that both of the proposed assimilation methods (i.e., QP in 1D SWE model and EnKF in 2D SWE model) can handle the Lagrangian data with sufficient accuracy. In many practical cases, the 1D flow estimation is adequate for water resource management to retrieve critical flow characteristics in a fast and efficient manner. In the case of complex channel geometry, however, the 2D flow estimation is vital to represent the hydraulic system.
7.2 Highlights of the Work

The majority of existing literature in open channel flow estimation focuses on the utilization of Eulerian measurement data, as it is readily to relate them to the flow properties. Lagrangian flow data, on the other hand, is much more difficult to interpret, causing rather limited application in flow estimation. This dissertation not only verifies the applicability of Lagrangian data in reality, but also indicates that, with proper data assimilation, Lagrangian flow data is capable of accurately characterizing flow in a fine scale.

Data assimilation using Lagrangian data has been studied for years. Most of the related literature, however, validates the method with numerical examples only. This dissertation presents the first-of-its-kind assimilation using Lagrangian flow data from a real channel network.

Moreover, the dissertation explores various data assimilation options for open channel networks subject to tidal forcing: the underlying physical model can be either 1D (Linearized Saint-Venant Equation) or 2D (depth-integrated Navier-Stokes Equations); and the data assimilation method can be either variational (Quadratic Programming) or sequential (EnKF). The computational cost varies remarkably when implementing different data assimilation methods, and it is highly recommended to choose a suited assimilation method to efficiently process the Lagrangian data in specific flow estimations.

7.3 Suggestions for Future Work

The dissertation presents the main framework of a flow estimation system featuring Lagrangian drifter data. There are many aspects to be further improved:

- Current drifter design enables only the tracking of its positions. If integrated with more physical/chemical/biologic sensors (e.g., temperature, salinity, nutrients, etc.) on the drifter platform, it would become a much more powerful tool in flow studies. Accordingly, the underlying physical model used in data assimilation would become more sophisticated.

- Some data assimilation methods are rather sensitive to the model parameters chosen in the implementation. For example, the EnKF assimilation results only converge at some properly-selected spatial and time steps. The stability in assimilation methods is worth of investigation.

- In general, data assimilations would consume considerable computation resources, and the overall assimilation time tends to grow when more information is involved. It is therefore
important to optimize the size of drifter fleet, the resolution of the simulation model and choose a suited deployment strategy.
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