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Abstract—Different from traditional Fourier analysis, a signal can be decomposed into amplitude and frequency modulation components. The speech processing strategy in most modern cochlear implants only extracts and encodes amplitude modulation in a limited number of frequency bands. While amplitude modulation encoding has allowed cochlear implant users to achieve good speech recognition in quiet, their performance in noise is severely compromised. Here, we propose a novel speech processing strategy that encodes both amplitude and frequency modulations in order to improve cochlear implant performance in noise. By removing the center frequency from the subband signals and additionally limiting the frequency modulation’s range and rate, the present strategy transforms the fast-varying temporal fine structure into a slowly varying frequency modulation signal. As a first step, we evaluated the potential contribution of additional frequency modulation to speech recognition in noise via acoustic simulations of the cochlear implant. We found that while amplitude modulation from a limited number of spectral bands is sufficient to support speech recognition in quiet, frequency modulation is needed to support speech recognition in noise. In particular, improvement by as much as 71 percentage points was observed for sentence intelligibility.

Index Terms—Amplitude modulation, cochlear implant, fine structure, frequency modulation, signal processing, speech recognition, temporal envelope.

I. INTRODUCTION

COCHLEAR implants electrically stimulate the auditory nerve to restore hearing to profoundly deaf persons. The modern multichannel devices produce word recognition scores around 80% for sentences in quiet, allowing the majority of their users to talk on the phone. However, these cochlear-implant users have much greater difficulty than normal-hearing listeners in recognizing speech under realistic listening situations such as at a cocktail party or a restaurant, where background noise is always present [1]–[4]. Here, we first review acoustic cues and their perceptual roles in speech recognition, then we examine limitations of speech encoding strategies in current cochlear implants and, finally, we propose an innovative coding strategy that may be used to improve cochlear implant performance in noise.

Traditionally, acoustic cues in speech sounds have been analyzed from the speech production point of view [5], [6]. For example, waveform periodicity indicates the vocal cord vibration status and determines whether a sound is voiced or unvoiced (e.g., vowel /a/ versus consonant /s/); temporal cues such as sound duration and silent gaps typically reflect the manner of articulation (e.g., stop /b/ versus fricative /f/); spectral cues such as formants and their transitions reflect the place of articulation (e.g., labial /b/ versus glottal /g/).

Alternatively, acoustic cues in speech sounds can be examined from the speech perception point of view. For example, the auditory system is sensitive to amplitude and frequency modulations and may have developed specific mechanisms to extract them to form different neural representations [7]–[9]. As early as the 1930s, Dudley [10] invented vocoders and demonstrated that intelligible speech could be produced by amplitude modulations or temporal envelopes from only ten frequency bands. Shannon et al. [11] later found that amplitude modulations from as few as 3–4 bands are sufficient to support speech recognition in quiet. However, recent studies have indicated that the amplitude modulation cue cannot support robust speech recognition in noise, particularly when the noise is another competing voice [1]–[4]. Instead, frequency modulation derived from the temporal fine structure is needed to support speech recognition in noise and other critical functions such as speaker identification, music perception, tonal language perception and sound localization [12]–[14].

All current cochlear implants, except for those delivering the analog waveforms [15], have adopted speech processing strategies that focus on extracting and representing the amplitude modulation cue. For example, Continuous Interleaved Sampling (CIS) is such a strategy that has been implemented in all three major cochlear implants (Clarion, Nucleus, and Med-El) [16]. In the CIS strategy, a sound is filtered into a number of subbands with the number ranging from 4 to 22. The subband signal is then typically full-wave rectified and low-pass filtered to extract the temporal envelope. The temporal envelope is used to amplitude modulate a biphasic pulse train delivered to a stimulating electrode. Another example is the n-of-m, or peak picking strategy, which only uses the temporal envelopes from several bands that have the highest energy to stimulate a subset of electrodes [17]. A common feature in these strategies is that the pulse carrier has a constant rate, containing no information regarding the speech sound. The only exception was an obsolete strategy implemented in the early Nucleus device, which
extracted the fundamental frequency in speech sounds and accordingly adjusted the stimulation rate delivered to the electrode [18].

A large body of experimental evidence has indicated that the normal auditory nerve does not produce a spike train at a fixed rate, but instead it produces spike trains that are capable of synchronizing with stimulus waveform periodicity up to 5000 Hz [19]. The neural spike train can follow phase changes of complex stimuli [20] and extract frequency modulation-related information [21]–[23]. Previous studies have also shown that temporal pitch in electric stimulation can follow rate changes up to 500–1000 Hz [35], [36]. Motivated by this body of physiological and psychophysical evidence, we propose to encode frequency modulation in cochlear implants to improve their performance in noise. In the following sections, we will first present an algorithm (Section II) that decomposes a signal into slowly varying amplitude and frequency modulations. We term this algorithm the frequency amplitude modulation encoding (FAME) strategy. We will verify in Section III the algorithm’s accuracy and efficiency from a signal processing point of view. We will then describe the methodology for the acoustic simulation experiments in Section IV and evaluate their results in Section V.

II. FREQUENCY-AMPLITUDE-MODULATION-ENCODING ALGORITHM

A. General Structure

A common method to derive amplitude and frequency modulations is to compute the temporal envelope and the instantaneous frequency via the Hilbert transform. The problem with this method is that the estimated instantaneous frequency usually varies rapidly and over a broad range, producing values that often have no clear physical meaning [24]. Following Flanagan’s methodology in his classic study on speech coding [25], particularly with the phase vocoders [26], we sought to extract slowly varying, band-limited amplitude and frequency modulations in speech sounds. We hypothesize that these modulations can be encoded in cochlear implants to improve their performance.

A signal, $s(t)$, can be approximated by a sum of $N$ band-limited components, $x_k(t)$, containing both amplitude and frequency modulations

$$s(t) \approx \sum_{k=1}^{N} x_k(t)$$

$$= \sum_{k=1}^{N} A_k(t) \cos \left[ 2\pi f_{ck} t + 2\pi \int_{0}^{t} g_k(\tau) d\tau + \theta_k \right]$$

where $A_k(t)$ and $g_k(t)$ are the $k$th band’s amplitude and frequency modulations, whereas $f_{ck}$ and $\theta_k$ are the $k$th band’s center frequency and initial phase, respectively. The goal here is to remove the center frequency $f_{ck}$ and to apply low-pass filters to limit and smooth the amplitude and frequency modulations. Fig. 1 displays the functional block diagram of this analysis-by-synthesis algorithm. In the analysis part, the original sound signal is divided into $N$ subbands using a filter bank with center frequencies equally distributed on a logarithmic scale to mimic cochlear filters. Two independent parallel pathways are then used to extract amplitude modulation (AM) and frequency modulation (FM) in each band. The AM pathway extracts the slowly varying envelope, while the FM pathway extracts the slowly varying frequency modulation using a demodulator to remove the subband’s center frequency (details are given below). In actual electric stimulation, the slowly varying envelope would amplitude modulate a slowly varying pulse rate to be delivered to the electrode. In acoustic simulations of the cochlear implant, the center frequency ($f_{c}$) has to be re-introduced and the instantaneous frequency has to be integrated for the recovery of the original subband phase value. In the last stage of the synthesis part, the recovered bandpassed signals are summed to form the synthesized speech containing the processed slowly varying amplitude and frequency modulations.

B. AM Extraction

Fig. 2(a) illustrates extraction of AM in the $k$th subband. The AM is extracted by full-wave rectification of the output of the bandpass filter, followed by a low-pass filter, LPF 1. The cutoff frequency of LPF 1 controls the maximal AM rate preserved in

Fig. 1. Functional block diagram of the proposed speech processing strategy. The diagram contains an analysis part and a synthesis part. A sound is divided into $N$ subbands by a bank of bandpass filters ($\text{BPF}F_1 \sim \text{BPF}F_N$). Within each subband, amplitude and frequency modulations are extracted in separate pathways (details are shown in Fig. 2). In acoustic simulations, the frequency modulation signal is added to the original center frequency, then integrated to recover the original phase information and, finally, multiplied by the amplitude modulation signal to recover the original subband signal. The processed sound is synthesized by summing these processed subband signals.
the AM signal. Additionally, the delay compensation box synchronizes signals between the AM and FM pathways.

C. FM Extraction

Fig. 2(b) details the FM extraction pathway. First, the output of the $k$th subband, $x_k(t)$, is subjected to a quadrature oscillator with the center frequency $f_c$. This manipulation is equivalent to shifting the spectrum of $x_k(t)$ from $f_c$ to zero and $2f_c$ in the frequency domain. The following low-pass filters (LPF 2 and LPF 2') then extract the slowly varying frequency components ($a$ and $b$) by removing the high frequency component ($2f_c$). In signal processing nomenclature, the slowing-varying components $a$ and $b$ are termed in-phase and out-of-phase signals of the original subband signal $x_k(t)$, respectively.

Mathematically, if $x_k(t)$ can be described as $x_k(t) = m(t) \cos[2\pi f_c t + \phi(t)]$, where $m(t)$ is the amplitude, $f_c$ is the center frequency and $\phi(t)$ is the phase, then the in-phase signal can be derived

\[
x_k(t) \times \cos(2\pi f_c t) = m(t) \cos[2\pi f_c t + \phi(t)] \cos(2\pi f_c t)
= \frac{1}{2} m(t) \cos[2\pi f_c t + 2\pi f_c t + \phi(t)]
+ \frac{1}{2} m(t) \cos[2\pi f_c t + \phi(t) - 2\pi f_c t]
= \frac{1}{2} m(t) \cos[2(2\pi f_c t) + \phi(t)] + \frac{1}{2} m(t) \cos \phi(t),
\]

The first term in the above equation can be filtered out by the low-pass filter LPF2 to produce

\[
a = \frac{1}{2} m(t) \cos \phi(t),
\]

Similarly, the out-of-phase signal can be derived as

\[
x_k(t) \times \sin(2\pi f_c t)
= m(t) \sin[2\pi f_c t + \phi(t)] \sin(2\pi f_c t)
= \frac{1}{2} m(t) \sin[2\pi f_c t + \phi(t) + 2\pi f_c t]
- \frac{1}{2} m(t) \sin[2\pi f_c t + \phi(t) - 2\pi f_c t]
= \frac{1}{2} m(t) \sin[2(2\pi f_c t) + \phi(t)] - \frac{1}{2} m(t) \sin \phi(t).
\]

Again, the first term in the above equation can be filtered out

\[
b = \frac{1}{2} m(t) \sin \phi(t) = \frac{1}{2} m(t) \cos[\phi(t) + \pi/2].
\]

Dividing $b$ (5) by $a$ (3) will produce,

\[
\frac{b}{a} = -\tan \phi(t)
\]

\[
\phi(t) = \tan^{-1} \left( \frac{b}{a} \right).
\]

Finally, the instantaneous frequency can be obtained

\[
FM = \frac{1}{2\pi} \frac{d\phi(t)}{dt} = \frac{d\tan^{-1} \left( \frac{b}{a} \right)}{2\pi dt} = \frac{b da/dt - a db/dt}{2\pi(a^2 + b^2)}.
\]

In discrete implementation, differentiation in (7) can be substituted by calculating the difference in time ($\Delta$) to obtain the slowly varying frequency modulation

\[
FM = \frac{b \Delta a - a \Delta b}{2\pi(a^2 + b^2) \times T_s}
\]

where $T_s$ represents sampling period.

In Fig. 2(b), two filters with the same bandwidth as the initial low-pass filters (LPF 2 and LPF 2') are then used to remove...
high-frequency distortions generated by the instantaneous frequency calculation. An additional amplitude calculation \([\sqrt{a^2 + b^2}]\) is used as a threshold device to remove erroneous frequency modulation produced by low-level noise due to the differential process in FM extraction. In this case, the FM bandwidth was set to 0 Hz. Finally, the band-limited frequency modulation is subject to a low-pass filter \((LPF \; 3)\) to produce the desired slowly varying frequency modulation.

In signal processing terms, the cutoff frequency of \(LPF \; 2\) and \(LPF \; 2'\) determines FM depth or FM bandwidth, whereas the cutoff frequency of \(LPF \; 3\) determines FM rate. In this study, the FM depth is set to 500 Hz or the filter bandwidth, depending on the number of frequency bands and the center frequency of these bands. For example, the bandwidth in the first subband of an 8-band processor is only 139 Hz, a 500-Hz FM bandwidth would produce undesirable cross-talk between adjacent bands. The FM rate is set to 400 Hz or below so that it may be perceived by cochlear implant listeners [27], [28].

### III. Algorithm Verification

Two synthetic sounds, a frequency sweep and a speech syllable /bai/, were used to verify the processing algorithm. Fig. 3(a) shows a frequency sweep with its instantaneous frequency being linearly increased from 80 to 8800 Hz (the bandwidth used in the present implementation) over a 4-s duration. Fig. 3(b) shows AM components and Fig. 3(c) shows FM components extracted from an eight-band FAME implementation. As expected, the AM pathway output contained a short-duration amplitude envelope at low frequencies [bottom traces in Fig. 3(b)] and a long-duration envelope at high frequencies (top traces) because the frequency sweep was linear whereas the analysis filters’ bandwidth was logarithmic. Similarly, the FM pathway output contained a smooth linear frequency sweep with a bandwidth corresponding to the subband bandwidth at low frequencies [bottom traces in Fig. 3(c)] and 500 Hz at high frequencies (top traces). These results verified that the present FAME strategy was able to extract and synchronize the slowly varying AM and FM cues with the same FM depth and rate as specified in the design and implementation.

Additionally, the synthetic speech syllable /bai/ was used to show the functional significance of the proposed FAME strategy. The selected syllable contains rich frequency modulations in the formant transition from consonant /b/ to vowel /ai/, as well as from /ai/ to /i/ [see arrows in the syllable’s spectrogram shown in Fig. 4(a)]. Fig. 4(b) shows the output of the 8-band AM pathway and Fig. 4(c) shows the output of the FM pathway. At the FM output, the thick lines represent extracted FM with a 50-Hz FM rate while the thin lines represent extracted FM with a 400-Hz FM rate. As expected, the AM components reflect the dynamic energy distribution across different bands, i.e., the temporal envelope cues extracted and encoded in the majority of current cochlear implants. On the other hand, the FM components reflect formant transitions, particularly the slowly varying frequency changes at the output of bands 4 and 5 (from bottom) between time intervals of 0.3 and 0.5 s.

Fig. 5 shows the spectrograms of the original syllable (a), the AM-only processed signal with 8 bands (b), and the FM-added signal also with 8 bands (c). There are several noticeable differences between the AM only strategy and the FAME strategy. First, note the apparently better representation of the formant transition in the FAME strategy than in the AM-only strategy. This better representation is evident for the upward transition for formant 2 between /b/ and /a/ for the duration from 0 to 0.03 s, and additionally the downward transition for formant 1 and the upward transition for formant 2 for the diphthong /ai/ from 0.3 to 0.5 s. Second, note an artifact of downward frequency modulation in formant 3 for durations from 0.5 to 0.6 s [also evident in trace 6 from bottom in Fig. 4(c)], which was not present in the original spectrogram. This artifact was due to the specific setting of band six’s center frequency, which was between formants 2 and 3 and contained no physical energy. Third, a less apparent but potentially important difference was noted in the representation of the fundamental frequency in the FAME spectrogram (subtle downward slanted lines) but not in the AM-only spectrogram (horizontally straight lines).

This detailed comparison clearly shows that the proposed FAME strategy extracts and encodes both formant transition and fundamental frequency cues. In contrast, the AM-only strategy encodes these cues either indirectly in the time domain
IV. EXPERIMENTAL DESIGN

Two psychoacoustic experiments were conducted with normal-hearing listeners to evaluate the contribution of the additional FM information to speech recognition in noise. Experiment 1 examined phoneme recognition in quiet or in the presence of a steady-state speech-shaped noise. Experiment 2 mimicked a more realistic listening situation by measuring sentence recognition in the presence of a competing voice.

A. Subjects

A total of 40 normal-hearing subjects were recruited to participate in the experiments. Five subjects participated in the phoneme recognition experiment and 35 participated in the sentence recognition experiment. The 35 subjects in the sentence experiment were divided into seven groups of five subjects each. Each group participated in one of the seven experimental conditions, including three processing conditions (AM versus AM+FM, or Natural speech) and three band conditions (2, 4, and 8 bands). Informed consent and local IRB approval were obtained for this study.

B. Test Materials

The phoneme materials included 12 /hvd/ vowels spoken by three male adults, three female adults, and three girls [30], as well as 20 /aCa/ consonants spoken by two male and two female adults [31]. The phonemes were presented either in quiet or in a speech-spectrum-shaped noise at 0 and -5 dB signal-to-noise ratios (SNRs). The target sentence materials consisted of 50 IEEE sentences spoken by a male talker [32]. Each sentence consisted of five keywords. The background noise, the masker, for the sentence test was a competing IEEE sentence (i.e., “Port is a strong wine with a smoky taste”) spoken by a different male talker. Both the target and the masker had the same onset, with the masker being always longer in duration. The SNRs were set at 0, 5, 10, 15, and 20 dB in the sentence experiment with ten randomized sentences for each block.
C. Signal Processing

All stimuli were pre-emphasized with a first-order, high-pass Butterworth filter above 1.2 kHz. The analysis filters were fourth-order elliptic bandpass filters with a 50-dB attenuation in the stop band and a 2-dB ripple in the passband. The overall processing bandwidth was 300–5500 Hz in the phoneme experiment and 80–8 800 Hz in the sentence experiment. The low-pass filters (LPF 1, LPF 2, LPF 2’ and LPF 3 in Fig. 2) that were used to extract AM and FM cues were fourth-order Bessel filters, producing constant group delays in the passband. In the phoneme test, the cutoff frequency was set at 5, 50, or 500 Hz for the AM-rate filter (i.e., LPF 1). The cutoff frequency was set at 400 Hz for the FM-rate filter (i.e., LPF 3). The FM bandwidth (LPF 2 and LPF 2’) was set at 50, 200, or 500 Hz or the subband bandwidth if it was narrower than the LPF 2’s cutoff frequency. In the sentence test, the cutoff frequency was 500 Hz for the AM-rate filter and 400 Hz for the FM-rate filter. The FM bandwidth was set at 500 Hz or the subband bandwidth.

D. Procedure

All subjects performed the experiments in a double-wall, sound-attenuated booth. In the phoneme recognition experiment, a graphic user interface was created with 12 vowels or 20 consonants displayed as buttons on a computer screen. After a phoneme was presented, the subject was instructed to choose the correct answer by clicking the button corresponding to the presented phoneme. Feedback regarding the correct answer was provided after each trial. The stimulus was played in a random order. When one test condition was finished, the percent correct score was calculated and stored to a file for further data analysis. The stimulus was presented at 70 dBA and monaurally via a Sennheiser headphone. A pretest with the unprocessed phonemes was given to each subject to screen out those who scored below 90% correct. The order of all experimental conditions was randomized for each subject.

In the sentence recognition experiment, the subject was presented with the target sentence in the presence of the competing sentence. The subject was asked to type in as many words as possible from the target sentence via a computer keyboard. The number of correctly identified keywords was calculated to produce the final percent correct score for each of the five SNR blocks. Guessing was encouraged but no feedback was given during or after the experiment. All blocks were randomized as well as all ten sentences within each block. A practice session with unprocessed speech was offered prior to testing to screen out subjects who scored below 85%. Following this practice session, a second practice session was given to familiarize the subjects with the processed speech. No score was calculated for this second practice session. The sentences were presented at 65 dBA and monaurally via a Sennheiser headphone.

V. Experimental Results

A. Phoneme Recognition

Fig. 6 shows vowel recognition scores as a function of SNR for the 2-band [Fig. 6(a)], 4-band [Fig. 6(b)], 8-band [Fig. 6(c)], and 16-band [Fig. 6(d)] conditions. In general, the FAME strategy produced better performance than the AM-only strategy. ANOVA revealed that this better performance was significant for all (p < 0.01) except the 2-band condition [F(1, 4) = 5.6, p = 0.08]. In addition, more frequency bands [F(3, 12) = 122.1, p < 0.05] and higher SNRs [F(2, 8) = 80.3, p < 0.05] produced better performance than fewer bands and lower SNRs.

Fig. 7 shows consonant recognition scores as a function of SNR for the 2-band [Fig. 7(a)], 4-band [Fig. 7(b)], 8-band [Fig. 7(c)], and 16-band [Fig. 7(d)] conditions. Similar to the vowel recognition result, the FAME strategy produced better performance than the AM strategy [F(1, 4) = 56.4, p < 0.01]. Both the number of bands [F(3, 12) = 181.2, p < 0.01] and the SNR [F(2, 8) = 143.5, p < 0.01] were also significant factors; the noise condition appeared to produce greater improvement than the quiet condition for the 8- and 16-band processors.
Fig. 8. Vowel recognition as a function of AM rate (panels) and FM range (x-axis) in a 4-band processor. (a)-(c) Show data with the AM rate at 5, 50, and 500 Hz, respectively.

Fig. 8 shows vowel recognition scores from a four-band processor as a function of the FM bandwidth (0, 50, 200, and 500 Hz) and the AM rate [5, 50, and 500 Hz, corresponding to Fig. 8 (a), (b), and (c), respectively]. The 0-Hz FM bandwidth was equivalent to the AM-only condition. The FM rate was fixed at 400 Hz. First, note the significant improvement in performance with the FM bandwidth [F(3, 12) = 103.2, p < 0.01]. It appears that a 200-Hz FM bandwidth was needed to improve performance significantly. Second, note the monotonic improvement with the AM rate [F(2, 8) = 115.6, p < 0.01] and the SNR [F(2, 8) = 50.2, p < 0.01]. Finally, note the relatively shallower slope for the quiet condition (filled circles) than for the two noise conditions, suggesting that the additional FM cue improved performance more in noise than in quiet.

B. Sentence Recognition

Fig. 9, shows sentence recognition scores as a function of SNR from 0 to 20 dB for the 2-band [Fig. 9(a)], 4-band [Fig. 9(b)], and 8-band [Fig. 9(c)] conditions. The inverted triangles represent the natural, unprocessed condition, whereas the triangles and circles represent the AM+FM and the AM conditions, respectively. The same results from the natural condition are presented in all panels for comparison.

First, note that sentence recognition with the natural stimuli was relatively resistant to the noise over the SNR range tested, with almost perfect performance at 20-dB SNR and gradually dropping to 75% at 0-dB SNR. Second, note that the performance with the AM strategy was 0% with the 2-band condition and 50% or less with the 4- and 8-band conditions. The drop in performance for the AM+FM condition at the 15-dB SNR was due to the greater difficulty of the sentences used for this condition than at other SNRs. The present low performance with the AM strategy is different from Shannon et al.’s original cochlear implant simulation study in which nearly perfect sentence recognition was observed with as few as three bands [11]. This difference reflected most likely the low-context IEEE sentences and the sinusoidal carrier used in the present study as opposed to the high-context HINT sentences and the narrow-band noise carrier used in the Shannon et al. study. Third, the FAME strategy produced significantly better performance than the AM-only strategy [F(1, 24) = 249.4, p < 0.001], with the 8-band FAME speech achieving similar performance to the natural speech. Finally, note that the greatest improvement was 35 percentage points at a 20-dB SNR for the 2-band processor, 54 percentage points at a 20-dB SNR for the 4-band processor, and 71 percentage points at a 5-dB SNR for the 8-band processor. This large improvement in sentence recognition suggests that extraction and encoding of frequency modulation is crucial for improving cochlear implant performance under realistic listening situations.

VI. DISCUSSION

A. Contributions of AM and FM to Speech Perception

The present study has provided strong evidence for the complementary contribution of AM and FM cues to speech perception. While the AM cue from several frequency bands is sufficient to support speech recognition in quiet, the FM cue is critical for speech recognition in noise, particularly when the noise is a competing voice reflecting more realistic listening situations. How does FM complement AM to improve speech recognition in noise? Let us examine the 8-band, 0-dB SNR condition for sentence recognition with a competing voice, in which the AM-only cue produced a 5% correct score whereas the additional FM cue improved the performance to 55% correct (Fig. 9). Fig. 10 shows temporal envelopes from all eight frequency bands for the target sentence (“The meal was cooked before the bell rang”) in Fig. 10(a), the masker sentence (“Port is a strong wine with a smoky taste”) in Fig. 10(b), and the mixed target and masker sentences in Fig. 10(c). We can see clearly from Fig. 10 (a) and (b) that distinctive envelope peaks are present in the target and masker sentences. Some of these distinctive envelope peaks from the target and the masker are separately preserved even in the mixed signal, particularly in the high-frequency bands, while others combine to form modified envelope peaks due to their temporal overlap in the mixed signal, particularly in the low-frequency bands.

In the AM-only processing, the mixed envelopes were used to amplitude modulate a common carrier, impairing the listener’s
ability to separate the signal from the noise. In cognitive science terms, the listener would not be able to tell which is the foreground and which is the background, and would most likely combine the envelope cues from both the target and the masker to form a single, warped perceptual stream [33]. In the FAME strategy, the carrier likely contains different FM cues for the target and masker, allowing the target envelopes to form one perceptual stream and the masker envelopes to form another stream for better sound segregation. Further study is needed to support this hypothesis.

B. Signal Processing for AM and FM Extraction

The present algorithm is based mostly on pioneering work on phase vocoders by Flanagan and his colleagues [25], [26]. We also note several recent studies on AM and FM representations of speech sounds. Mathematically, there are an infinite number of combinations that can decompose a signal into AM and FM components [24]. Both physical and functional constraints are needed to identify those combinations that are likely useful in real implementation. For example, combinations that produce negative frequencies would be difficult to interpret functionally [34], [35]. The Hilbert transform [12] and the energy operator model [36] are two popular methods to derive AM and FM components. These methods have been used to probe the independent contribution of the envelope and fine structure to auditory perception [12] and to derive efficient coding algorithms by dynamically tracking the AM and FM cues in speech sounds [37], [38]. However, these methods are difficult to apply directly to cochlear implants because the extracted FM generally varies too widely in range and too rapidly in rate.

C. Applications to Cochlear Implants

Both FM range and rate need to be limited for cochlear implant users, because perceptual data have demonstrated that they cannot detect FM range and rate above several hundred Hz [27], [28]. The present FAME strategy has reduced FM for cochlear implant users by removing the center frequency from the subband signal. The center frequency removal might be acceptable because, presumably, it would already be encoded by the position of the stimulating electrode. The present strategy has additionally limited the FM range and rate to several hundred Hertz,
which is within the perceptual abilities of most cochlear implant users. Below we propose several possible ways to implement the FAME strategy in current cochlear implants.

One suggestion would be to frequency-modulate the fixed pulse-rate carrier with the slowly varying FM signal in cochlear implants employing the CIS strategy. This frequency modulation would be additional to the amplitude modulation already implemented in the CIS strategy. Another way would be to replace the fixed pulse-rate carrier entirely with just the slowly varying FM signal. The latter should yield additional power saving because it employs a much slower rate of stimulation than the high-rate stimulation in typical CIS processors.

In cochlear implants employing the N-of-M strategy, the FM signal can be implemented at least for the voiced segment of speech, which tends to be more stable and longer than the unvoiced segment. In cochlear implants employing analog-waveform strategies, both AM and FM components are technically present but might not be readily available to the cochlear implant user. This is because not only are the AM and FM cues in the subband signals still not delineated, but also the FM rate in the subband signals, particularly in the high-frequency bands, is too fast to be perceived. However, the basic idea behind the present strategy could be incorporated into these strategies by removing the center frequency of the analog subband electric signals. Finally, we note that the complicated interaction between place and time cues in actual cochlear implants requires future research to implement and evaluate frequency modulation in improving cochlear implant performance in noise.

VII. CONCLUSION

Based on previous work on phase vocoders, we have developed a novel algorithm to derive slowly varying amplitude and frequency modulations in speech sounds. We presented psychoacoustic data showing the complementary contribution of amplitude and frequency modulations to speech perception: amplitude modulation from a limited number of spectral bands is sufficient to support speech recognition in quiet but frequency modulation is needed to support speech recognition in noise. We have hypothesized an underlying mechanism by which frequency modulation is used to segregate different voices, allowing enhanced performance in noise, particularly when the noise is a competing voice. The present results strongly suggest that frequency modulation be encoded in cochlear implants. We have proposed several implementation methods to stimulate further investigation.
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