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SUMMARY
Medical statistics often involve measurements of the time when a variable crosses a threshold value. The time to threshold crossing may be the outcome variable in a survival analysis, or a time-dependent covariate in the analysis of a subsequent event. This paper presents new methods for analysing threshold-crossing data that are interval censored in that the time of threshold crossing is known only within a specified interval. Such data typically arise in event-history studies when the threshold is crossed at some time between data-collection points, such as visits to a clinic. We propose methods based on multiple imputation of the threshold-crossing time with use of models that take into account values recorded at the times of visits. We apply the methods to two real data sets, one involving hip replacements and the other on the prostate specific antigen (PSA) assay for prostate cancer. In addition, we compare our methods with the common practice of imputing the threshold-crossing time as the right endpoint of the interval. The two examples require different imputation models, but both lead to simple analyses of the multiply imputed data that automatically take into account variability due to imputation.

1. INTRODUCTION
Frequently in medicine, patients are considered in a new risk category when they cross a threshold on some prognostic variable. Because patient examinations occur only periodically, the exact time of crossing the threshold is often unknown. In such cases, one knows only that the time falls within a specified interval; that is, the threshold crossing is 'interval censored'.

An example of interval-censored threshold-crossing data that we consider in this paper involves hip replacements. The routine follow-up of patients who have received a total hip arthroplasty includes an evaluation of radiographs for the presence of radiolucent lines between the prosthesis and the cement interface. Although some lines frequently appear soon after surgery, substantial lines of a specified magnitude indicate that the prosthesis has begun to loosen from the cement and that the patient has an increased risk of an eventual clinical condition, such as severe pain or fracture, that may necessitate revision surgery with insertion of a new prosthesis. The crossing of this threshold by the radiolucent lines typically results in a closer surveillance of
the patient as well as medical intervention, in the sense that the patient may be advised to reduce his activity level.

Another example that we consider involves prostate cancer. One treatment for this disease is radical prostatectomy (removal of the prostate). After surgery, patients are usually followed annually for clinical detection of disease recurrence. Since about 1985, a radioimmunoassay, the prostate specific antigen (PSA) assay, has been available; usually this assay can detect the presence of prostate cancer much earlier than can a clinical examination or bone scan. The level of the PSA assay reflects the magnitude of the cancer present. When a patient's assay exceeds a specified level, it is considered detectably positive, and indicates cancer recurrence. There have been only a negligible number of recurrences among assays that were not detectably positive. Thus a clinical issue is not the utility of the assay as a prognostic device, but rather how long it takes for the clinical examination also to detect disease recurrence. We can answer this question only with existing data sets because current practice is that, as soon as the PSA assay becomes detectably positive, the patient receives adjuvant therapy. Hence, the normal disease course can no longer be observed.

A common practice in analyses of medical data is to date events as having occurred when they were first detected. In particular, for orthopaedic data such as in the above example, one would date the threshold-crossing time as the first visit when one detected radiolucent lines of a certain magnitude. This practice corresponds to imputing the unknown crossing time at the right endpoint of the interval of possible times. The procedure clearly involves some bias, and may lead to inflated estimates of the impact of the threshold variable on the risk of a subsequent event. In a randomized prospective trial or a study of a serious disease, with little time between follow-up visits, we can probably ignore the bias since the time interval in which the threshold crossing occurred is short. For studies of chronic diseases, however, in which patients (or prostheses) may survive for many years after surgery, the bias could be substantial since the time between follow-up visits is typically much longer.

The examples of threshold crossings discussed in this paper illustrate a particular kind of interval-censored data, where one records an event history and knows only that the dates of some events lie within specified intervals. Maximum-likelihood methods for interval-censored outcomes have been considered by Peto, Turnbull, Finkelstein and Wolfe, Finkelstein, and Bacchetti and Jewell. Our problem differs from standard interval censoring in that the event is triggered by a continuous variable crossing a threshold, and measures of the variable are available at the interval endpoints. The methods that we propose make use of this information. We also apply the methods to situations in which the threshold-crossing time is a covariate in a Cox proportional hazards model, a problem which is not addressed in the current literature on interval censoring.

It would be of interest to extend maximum-likelihood approaches to the forms of interval censoring considered here. Existing maximum-likelihood algorithms for the (simpler) problems involving interval-censored outcomes are complex, however, involving iterative algorithms and (in the case of parametric models) numerical integration to evaluate the likelihood function.

In this paper, we propose and apply simple, easily implemented approximate solutions for interval-censored crossing times based on multiply imputing the events within the intervals. Multiple-imputation methods for related censoring problems in AIDS data have been developed by Muñoz et al. and Taylor et al. The multiple imputations for our problems are comparatively simple to implement, and are based on approximate models for the crossing times that take into account important covariate information. As in previous approaches to the analysis of interval-censored data, we assume that the process of interval censoring is non-informative; more
technically, we assume that the data are ‘coarsened at random’ in the sense defined by Heitjan and Rubin.

Section 2 presents a brief introduction to multiple imputation. Sections 3 and 4 develop specific methods that we apply to the two examples mentioned above, that is, the hip-replacement data and the radical-prostatectomy data. A concluding discussion appears in Section 5.

2. MULTIPLE IMPUTATION

We can view the presence of interval-censored threshold-crossing data as a problem of missing data in that the exact time of crossing the threshold is missing. A common method for handling missing data is to impute a value for each missing datum. A major attraction of imputation is the creation of a data set that one can analyse with standard statistical software developed for complete data. Imputation of just one value for each missing datum, however, fails to reflect the uncertainty about which value to fill in, and leads to underestimates of variability and invalid statistical inferences (see for example Rubin and Schenker).

Multiple imputation is a method that avoids this problem while retaining the advantages of imputation. We sample several, say \( M \), draws from a distribution for the missing data estimated using the available data; this results in \( M \) completed data sets, one with the first set of imputes, one with the second set of imputes, and so on. We analyse each completed data set using standard complete-data methods, and then we combine the \( M \) analyses as follows.

Suppose that we base the standard complete-data inference for a parameter \( \theta \) on a point estimate \( \hat{\theta} \) and its associated variance \( U \), so that multiple imputation and the subsequent complete-data analyses result in \( M \) sets of statistics, \( \hat{\theta}_m \) and \( U_m \), \( m = 1, \ldots, M \). The multiple-imputation estimate is then

\[
\bar{\theta} = \frac{\sum \hat{\theta}_m}{M},
\]

with associated variance

\[
T = \bar{U} + (1 + M^{-1})B,
\]

where

\[
\bar{U} = \frac{\sum U_m}{M}
\]

estimates the within-imputation variance and

\[
B = \frac{\sum (\hat{\theta}_m - \bar{\theta})^2}{(M - 1)}
\]

estimates the between-imputation variance (Reference 10 and Reference 13, Chapter 3). The ratio \((1 + M^{-1})B/\bar{U}\), which measures the proportional increase in variance due to imputation, also indicates the fraction of information that is lost due to missing data; larger values of the ratio are associated with larger fractions of missing information.

Multiple imputation is justified theoretically as simulating random draws of the missing values from their posterior predictive distribution given the observed data (Reference 13, Chapter 3). Thus a strict application of multiple imputation would require a full specification of a model for the data and the missing-data mechanism. In addition, drawing each set of multiple imputations should involve two stages. First, we draw a value of the parameter (vector) of the model from its posterior distribution, and second, we draw the set of imputations conditional upon the drawn value of the parameter. This two-stage procedure allows us to build into the imputations the uncertainty due to estimating the parameter of the model.
Although multiple imputation has a Bayesian justification, it also tends to produce inferences with good frequency properties, since the uncertainty due to imputation is properly reflected in the analysis (Reference 10 and Reference 13, Chapter 4). This is often true even when one uses approximations to the true posterior distribution for the missing data. Moreover, References 10, 14 and 13 (Chapter 4) show that for typical fractions of missing data, only a few imputations (say, 3 ≤ M ≤ 10) are needed to produce point estimates that are nearly fully efficient and inferences that are approximately valid. Generally, the larger the fraction of missing information, the larger M should be.

In the applications presented in Sections 3 and 4, we apply the general principles of multiple imputation; we use, however, simple models for the missing values as well as approximate methods for drawing parameters from posterior distributions. This approach, suggested by Rubin, Little and Rubin, and Rubin and Schenker, is based on the idea that if the amount of information that we lose due to missing data is only small or moderate, then we should find sensible but less than pristine methods of imputation adequate. Little6 and Heitjan and Rubin17 provide evidence for this contention in different but related problems.

3. THE HIP-REPLACEMENT PROBLEM

Here we consider imputation methods for the hip-replacement problem described in Section 1. In all applications of multiple imputation, we create M = 10 sets of imputations.

3.1. Data on radiographic evaluations

Three hundred and fifty-two orthopaedic patients at the UCLA Medical Center received cemented THARIES resurfacing prostheses and then had one or more clinical follow-ups that included radiographic evaluations. The common guideline for these evaluations is that when the radiolucent lines cover 100 per cent of the prosthesis with a maximum width of at least 2 mm, the patient has increased risk of eventual revision surgery; we refer to the crossing of this threshold as ‘radiographic loosening’.

In practice, the determination of the time to radiographic loosening is subject to error from the measurement of the maximum width of translucent lines. Following standard practice in analysing data of this kind, we choose to ignore this measurement error and regard the variable of interest as the ‘measured’ rather than ‘true’ time to radiographic loosening. Thus, our focus is not on the measurement-error problem but on the missing-data problem that arises when the crossing times are interval censored.

Because of measurement error, the maximum width, say w, may not be monotonically increasing over time, so radiographic loosening may not be a unique event. We can avoid this problem conceptually by defining the threshold crossing to be the first observed occurrence of w = 2 mm. In our models for imputation that incorporate the values of w at the interval endpoints, we assume that w is monotonically increasing.

Of the 352 patients, there were 167 with radiographic loosening. For 94 of these 167 patients, the time of crossing of the 2 mm threshold is unknown; we know only that the crossing occurred between two visits. The first visit, at time tL, had a measured maximum width of wL < 2 mm, and the second visit, at time tR, had a measured maximum width of wR > 2 mm. Thus we need to impute the crossing time, tC, within the interval (tL, tR).

3.2. Imputation methods

We describe three deterministic methods of imputation and two random methods for multiple imputation.
Deterministic methods

We refer to the method that sets \( t_C = t_R \) for purposes of statistical analyses as \('right-point'\) imputation. As mentioned in Section 1, this method is likely to result in a biased analysis. In the absence of any information regarding where in the interval \( (t_L, t_R) \) the threshold crossing lies, a more reasonable deterministic procedure is \('mid-point'\) imputation, that is, setting \( t_C = (t_L + t_R)/2 \). Since the maximum width measurements are available at the interval endpoints, however, we could incorporate them in the imputation procedure as well. For instance, if \( w_R \) is closer to 2 mm than is \( w_L \), it is plausible that \( t_R \) is closer to \( t_C \) than is \( t_L \). This suggests the use of \('linear-interpolation'\) imputation, that is, setting

\[
t_C = t_L + s(t_R - t_L),
\]

where

\[
s = (2 - w_L)/(w_R - w_L).
\]

Multiple-imputation methods

The technique of multiple imputation requires imputes that are random draws from a distribution, rather than deterministic values. Corresponding to mid-point and linear-interpolation imputation, we develop multiple-imputation methods that draw imputed values from distributions over the interval with means given by the deterministic methods. We find it convenient to formulate the multiple-imputation methods using distributions on the unit interval \((0, 1)\); therefore we describe the procedures in terms of imputing the \('crossing fraction'\)

\[
r = (t_C - t_L)/(t_R - t_L),
\]

that is, the fraction of the interval \( (t_L, t_R) \) that we must travel to reach \( t_C \).

A simple analogue to mid-point imputation in the absence of any information on where in the interval the impute should lie is \('uniform'\) imputation: impute the crossing fraction \( r \) as uniformly distributed over \((0, 1)\), or equivalently, impute \( t_C \) as uniformly distributed over \((t_L, t_R)\). We create multiple imputes by repeating this procedure independently \( M \) times for each missing value.

The uniform distribution is not appropriate for generating a stochastic version of the linear-interpolation method, since it is centred at one-half rather than at the \('interpolation value'\) \( s \) defined in equation (1). A flexible and convenient family of distributions over \((0, 1)\) is the beta family with mean \( \mu \) and variance \( \kappa \mu(1 - \mu) \), where \( \mu \) and \( \kappa \) are parameters. The analogue to linear-interpolation imputation is to set the mean \( \mu \) equal to the value of \( s \) for the case in question.

The task of estimating \( \kappa \) remains. For 22 of the patients with radiographic loosening, the times of the 2 mm threshold crossing are available along with smaller and larger maximum-width measurements at the two adjacent visits; thus we can compute values of both the crossing fraction \( r \) and the interpolation value \( s \). We can estimate the parameter \( \kappa \) from these 22 'complete cases' as follows. Let \( r_i \) and \( s_i \), \( i = 1, \ldots, 22 \), denote the observed values of \( r \) and \( s \). Under the assumption that \( r_i \) has a beta distribution with mean \( s_i \) and variance \( \kappa s_i(1 - s_i) \), the quantity \( (r_i - s_i)^2 \) estimates the variance of \( r_i \) and hence \((r_i - s_i)^2/[s_i(1 - s_i)] \) estimates \( \kappa \). Averaging the 22 estimates of \( \kappa \) yields

\[
\hat{\kappa} = (1/22) \sum (r_i - s_i)^2/[s_i(1 - s_i)].
\]

To approximate drawing \( \kappa \) from its posterior distribution (Section 2), we use the bootstrap:\(^8\) that is, for each set of imputations, we draw a random sample of size 22 (the number of complete cases) with replacement from the complete cases and we compute a new value of \( \hat{\kappa} \) from this bootstrap
sample. The use of the bootstrap to reflect uncertainty in the parameter estimates has been suggested in other contexts by Rubin and Schenker\textsuperscript{10} and Heitjan and Little.\textsuperscript{19}

We summarize the 'beta' imputation procedure as follows. For \( m = 1, \ldots, M \): (i) simulate a bootstrap replicate of \( \hat{k} \), say \( \hat{k}_m \); (ii) for each interval-censored case, draw the crossing fraction \( r \) from the beta distribution with mean equal to the interpolation value \( s \) and variance equal to \( \hat{k}_m s(1 - s) \) and then set \( t_c = t_L + r(t_R - t_L) \).

As mentioned in Section 2, multiple imputation should in principle draw the imputed values from the posterior predictive distribution of the missing data given the observed data. The beta imputation procedure introduced above is only an approximation to this ideal. For example, rather than drawing the parameter \( \kappa \) from its posterior, we use a bootstrap procedure. Perhaps more importantly, the imputation model does not incorporate all the observed data, such as patients' ages, whether they eventually had revision surgery, and calendar time of initial surgery (to capture cohort effects); to keep methods simple, our model uses only the most clearly relevant information for imputing the threshold-crossing time, namely the interval endpoints and width measurements. The approximate procedures used here and in Section 4 are based on the assumption that the data omitted from the imputation models do not contain much information about the missing values. Some simple analyses discussed in Section 5 lend support to this assumption for the hip-replacement data.

3.3. Kaplan–Meier analysis of survival

As a simple analysis of the risk of eventual revision surgery associated with radiographic loosening, Kaplan–Meier estimates of the survival distribution after radiographic loosening have been obtained, where 'survival' refers to not having revision surgery. To illustrate variability of estimates across multiple imputations under a particular model, Figure 1 presents the estimated survival functions for three sets of imputations created using the beta method. There is a tendency for the curves to become more variable later in time.

For all of the methods of Section 3.2, Table I gives the estimated probabilities of survival to three and five years after radiographic loosening. Right-point imputation results in substantially lower estimated probabilities of survival than do the other imputation methods. Thus, with the right-point method, we obtain higher apparent probabilities of revision surgery following radiographic loosening, corroborating the statement in Section 1 that the right-point method can result in inflated estimates of risk.

The mid-point and linear-interpolation methods yield similar point estimates at three and five years. The estimates are noticeably lower than those for their multiple-imputation analogues, however. This is most likely due to the fact that the Kaplan–Meier estimate is not linear in the crossing times: whereas the deterministic methods compute the Kaplan–Meier estimate at the mean of the distribution of missing crossing times, the multiple-imputation methods simulate the approximate mean of the Kaplan–Meier estimate over the distribution of the missing crossing times.

The uniform and beta multiple-imputation procedures also yield similar point estimates at both three and five years. This is not surprising, considering that for the 94 interval-censored cases, the average value of \( s \) (that is, the average interpolation value) is 0.48, indicating that the means of the distributions under both methods centre near one-half. Moreover, for the 22 complete cases, there is not a strong relation between \( s \) and the crossing time \( r \) (correlation = 0.04); thus, in this example, incorporation of the values of \( s \) into the imputation model may not add much information.
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Figure 1. Kaplan–Meier estimates of the survival function for the hip-replacement example using three sets of imputations under the beta method

Table I. Kaplan-Meier estimates (standard errors in parentheses) of the probabilities of survival (no revision surgery) to three and five years after radiographic loosening

<table>
<thead>
<tr>
<th></th>
<th>Three years</th>
<th>Five years</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Deterministic imputation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right-point</td>
<td>0.598 (0.043)</td>
<td>0.384 (0.050)</td>
</tr>
<tr>
<td>Mid-point</td>
<td>0.644 (0.040)</td>
<td>0.468 (0.047)</td>
</tr>
<tr>
<td>Linear interpolation</td>
<td>0.673 (0.040)</td>
<td>0.466 (0.048)</td>
</tr>
<tr>
<td><strong>Multiple imputation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uniform</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimate</td>
<td>0.705 (0.039)</td>
<td>0.509 (0.048)</td>
</tr>
<tr>
<td>Ratio ((1 + M⁻¹)B/U)</td>
<td>7%</td>
<td>9%</td>
</tr>
<tr>
<td>Beta</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimate</td>
<td>0.726 (0.038)</td>
<td>0.513 (0.049)</td>
</tr>
<tr>
<td>Ratio ((1 + M⁻¹)B/U)</td>
<td>8%</td>
<td>11%</td>
</tr>
</tbody>
</table>

Standard errors for the deterministic methods are computed using Greenwood's formula. Standard errors for the multiple-imputation methods are given by [(U + (1 + M⁻¹)B)¹/²] (see Section 2), with the U determined by Greenwood's formula.

The multiple-imputation analyses for beta imputation show that the fractional increase in variance due to imputation, (1 + M⁻¹)B/U, is in the moderate range of 8 to 11 per cent. This is perhaps surprising since 56 per cent (94/167) of the cases were interval censored. However, the fraction of missing information, as measured by the fractional increase in variance, depends on factors other than the simple rate of missing data, including the quantity being estimated and the variability of the imputations; we discuss this further in Section 5.
Table II. Estimates of the coefficient for radiographic loosening (standard errors in parentheses) in the Cox regression of time from initial surgery to revision surgery on radiographic loosening and age at initial surgery

<table>
<thead>
<tr>
<th>Deterministic imputation</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Right-point</td>
<td>1.119 (0.186)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mid-point</td>
<td>0.824 (0.183)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear interpolation</td>
<td>0.804 (0.183)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Multiple imputation</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>0.842 (0.184)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimate Ratio ((1 + M⁻¹)B/\bar{U})</td>
<td>1%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>0.820 (0.183)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimate Ratio ((1 + M⁻¹)B/\bar{U})</td>
<td>1%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Standard errors for the deterministic methods are computed from the observed information matrix. Standard errors for the multiple-imputation methods are given by \([\bar{U} + (1 + M⁻¹)B]^{1/2}\) (see Section 2), with the \(U_m\) determined from the observed information matrix.

3.4. Cox regression analysis of risk

To examine the change in the risk of eventual revision surgery associated with radiographic loosening, we estimated the Cox proportional-hazards regression model using time from initial surgery to revision surgery as the outcome variable, age at initial surgery as a fixed covariate, and the occurrence of radiographic loosening as a binary time-dependent covariate. The parameter of interest (\(\theta\)) is the coefficient of the covariate for radiographic loosening. Results appear in Table II.

Right-point imputation yields a point estimate substantially larger than those for the other imputation methods, and thus inflates the apparent increase in the probability of revision surgery associated with radiographic loosening. Once again, there appears a positive bias associated with the right-point method. The mid-point, linear-interpolation, uniform, and beta imputation procedures yield similar point estimates.

The results for multiple imputation indicate that the fractional increases in variance due to imputation are equal to 1 per cent, much lower than the values seen for the Kaplan–Meier analysis. This is due in part to the lower missing-data rate of 27 per cent (94/352), but it also illustrates the dependence of the fractional increase in variance on the quantity estimated (see Section 5). The multiple-imputation point estimates are more than four times as large as their standard errors. Thus, radiographic loosening appears to increase the risk of revision surgery, and the effect is highly statistically significant.

4. THE RADICAL-PROSTATECTOMY PROBLEM

We require somewhat different imputation methods for the radical-prostatectomy problem introduced in Section 1, as we now discuss. Once again, we apply all multiple-imputation procedures with \(M = 10\) sets of imputations.
4.1. Data on the PSA assay

One hundred and ninety (190) patients received radical retropubic prostatectomies for clinical localized prostate cancer at UCLA between 1977 and 1989 and had one or more PSA assays administered during follow-up examinations. The assay is considered detectably positive if its value crosses the 0.4 ng/ml threshold. As in the hip-replacement problem, our focus is on the ‘measured’ time of threshold crossing rather than the ‘true’ time that would be recorded in the absence of assay error. Fifty-nine (59) of the patients had one or more PSA assay values detectably positive, and 20 out of these 59 received a clinical diagnosis of recurrence before the study’s conclusion.

Of the patients with PSA assays that crossed the threshold, only 11 have known crossing times; the times are interval-censored for the other 48. In the absence of measurement error, we expect the assay values for a patient to remain constant at 0.2 ng/ml until a certain point in time at which they begin to increase. Thus, for each interval-censored case, we know that the threshold-crossing occurred between two visits. The first visit, at time \( t_L \), has an assay value of 0.2 (plus error). The second visit, at time \( t_R \), and all subsequent visits, have detectably positive and monotonically increasing values (plus error). We need to impute the crossing time, \( t_C \), within the interval \((t_L, t_R)\) based on an extrapolation from the detectably positive values.

For developing imputation models in the next section, it is useful to classify the incomplete cases according to the number of detectably positive PSA readings as follows. Seventeen (17) cases have only one positive reading, 21 cases have exactly two, and 10 cases have three or more. Some illustrative plots of detectably positive values for different patients appear in Figure 2.

4.2. Imputation methods

The right-point, mid-point, and uniform imputation methods are identical to those described in Section 3.2 for the hip-replacement problem. To incorporate observed data other than the interval endpoints, however, into an imputation method for the radical-prostatectomy problem, we must discuss models other than the simple linear-interpolation model used for the hip-replacement data, owing to differences in the PSA assay response curve.

Recall that the linear-interpolation method of Section 3.2 assumes in theory that the maximum widths are increasing linearly over time inside the interval \((t_L, t_R)\). As discussed in Section 4.1, the theoretical response curve for the PSA assay values remains at 0.2 ng/ml over time until a certain point at which it increases monotonically. Inspections of the existing literature as well as several patients with multiple detectably positive PSA assay values suggest that once the response curve becomes positive, its logarithm increases linearly over time; that is, the detectably positive values are consistent with an exponential growth model. Figure 3 illustrates that the PSA response curve is expected to lie below the interpolating line within the interval \((t_L, t_R)\); equivalently, the PSA curve should predict a larger value for \( t_C \) than should linear interpolation.

Suppose that for each patient, the growth curve for the PSA assay values \( v \) has the form

\[ \log(v) = \beta_0 + \beta_1 t + \epsilon, \]

where \( t \) denotes the time from prostatectomy to the PSA measurement, \( \beta_0 \) and \( \beta_1 \) may vary across patients, and the error term \( \epsilon \) has mean 0 and variance \( \sigma^2 \) that is constant across patients. Given estimates of the intercept \( \beta_0 \) and the slope \( \beta_1 \) in (2), it is possible to estimate the threshold-crossing time \( t_C \) by setting \( \epsilon = 0 \) and \( v = 0.4 \) ng/ml and then solving for \( t \). This is an example of the ‘linear calibration’ or ‘inverse regression’ problem (Reference 20, Chapter 9; Reference 21, Chapter 1). We now describe deterministic and random imputation procedures based on linear calibration.
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Figure 2. Detectably positive PSA readings for four patients. Patient (a) has only one reading at 54 months after surgery; patient (b) has two readings with the threshold-crossing time known; patient (c) has four readings with a known crossing time; patient (d) has four readings but the crossing time is unknown.

Figure 3. Two theoretical functions for the change in a variable ($Y$) within the censoring interval. The linear-interpolation and beta imputation methods for the hip-replacement example are based on the interpolating line, with $Y$ denoting the maximum width of the radiolucent lines. The deterministic- and random-calibration methods for the radical-prostatectomy example are based on the piecewise linear function, with $Y$ denoting the logarithm of the PSA value.
The deterministic-calibration method

For each interval-censored case with two or more detectably positive PSA assay values, we obtain least-squares estimates $\hat{\beta}_0$ and $\hat{\beta}_1$ of the intercept and slope in (2) and then impute the threshold-crossing time as

$$ t_c = \frac{[\log(0.4) - \hat{\beta}_0]}{\hat{\beta}_1}. \quad (3) $$

When only one detectably positive reading exists for an interval-censored case, say $v_R$ at time $t_R$, we impute the crossing time $t_c$ as follows. Let $\bar{\beta}_1$ be the average slope estimate over all cases (including complete ones) having two or more detectably positive values. Then we draw a line with slope $\bar{\beta}_1$ passing through the point $(t_R, v_R)$, and we impute the $t$-coordinate corresponding to $v = 0.4$ ng/ml on this line for $t_c$. Another way to describe this procedure is that we estimate $\beta_1$ from all of the cases having two or more detectably positive values, we estimate $\beta_0$ from the point $(t_R, v_R)$ for the incomplete case in question, and then we impute $t_c$ by substituting these estimates into (3).

Because the above procedures do not use the left endpoint $t_L$ of an interval, they occasionally predict a value for $t_c$ that lies to the left of the interval. When this occurs, we replace the predicted value for $t_c$ by the linear-interpolation prediction, since as discussed above, linear interpolation provides an expected lower bound for $t_c$ that lies inside the interval. We suspect that this fix-up is a minor source of bias, and we prefer the following random method.

The random-calibration method

Conditional on $\sigma^2$, an approximate standard error for the predicted value (3) is

$$ SE = \frac{\sigma}{\sqrt{\bar{\beta}_1}} \left[ 1 + 1/q + (t_c - \bar{t})^2/\Sigma(t_i - \bar{t})^2 \right]^{1/2}, \quad (4) $$

where $q$ is the number of points used in estimating the intercept $\beta_0$, $t_1, t_2, \ldots$, are the times at which there are detectably positive readings for the interval-censored case in question, and $\bar{t}$ is the average of these times (Reference 20, Chapter 9; Reference 21, Chapter 1). Of the three terms in square brackets in (4), the first reflects uncertainty due to predicting in individual value, the second reflects uncertainty due to estimating the intercept, and the third reflects uncertainty due to estimating the slope. The use of (4) is most appropriate when the estimate $\hat{\beta}_1$ differs significantly from zero, which was usually the case for the data set discussed here.

The random-calibration imputation method first obtains an estimate $\hat{\sigma}^2$ of $\sigma^2$ by pooling the error sums of squares over the least-squares regression fits for all cases (including complete ones) with three or more detectably positive PSA assay values and then dividing by the total degrees of freedom, say $v$. For each set of imputations ($m = 1, \ldots, M$), we then draw a random value of $\sigma^2$ as

$$ \sigma^2 \sim v\hat{\sigma}^2/\chi^2, $$

where $\chi^2$ is a chi-square random variable with $v$ degrees of freedom; this step is equivalent to drawing $\sigma^2$ from its posterior distribution under the Jeffreys prior (Reference 22, Chapter 2) and is done to reflect uncertainty due to estimating $\sigma^2$. Given the drawn value of $\sigma^2$, we create imputations for $t_c$ as follows. For interval-censored cases with two or more detectably positive readings, the imputed value is

$$ t_c + z \text{SE}, \quad (5) $$

where $t_c$ is the deterministic impute given by (3), $z$ is a standard normal random variable, and SE is given by (4); note that $q$ in (4) is simply the number of detectably positive readings. For
Table III. Kaplan-Meier estimates (standard errors in parentheses) of the probabilities of survival (no clinical detection) to two and four years after the first detectably positive PSA reading

<table>
<thead>
<tr>
<th>Deterministic imputation</th>
<th>Two years</th>
<th>Four years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right-point</td>
<td>0.455 (0.105)</td>
<td>0.216 (0.119)</td>
</tr>
<tr>
<td>Mid-point</td>
<td>0.729 (0.064)</td>
<td>0.589 (0.077)</td>
</tr>
<tr>
<td>Calibration</td>
<td>0.765 (0.062)</td>
<td>0.547 (0.084)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Multiple imputation</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimate</td>
<td>0.730 (0.066)</td>
<td>0.527 (0.092)</td>
</tr>
<tr>
<td>Ratio ((1 + M^{-1})B/\bar{U})</td>
<td>9%</td>
<td>12%</td>
</tr>
<tr>
<td>Random calibration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimate</td>
<td>0.749 (0.069)</td>
<td>0.487 (0.102)</td>
</tr>
<tr>
<td>Ratio ((1 + M^{-1})B/\bar{U})</td>
<td>11%</td>
<td>22%</td>
</tr>
</tbody>
</table>

Standard errors for the deterministic methods are computed using Greenwood's formula. Standard errors for the multiple-imputation methods are given by \([\bar{U} + (1 + M^{-1})B]^{1/2}\) (see Section 2), with the \(U_n\) determined by Greenwood's formula.

Interval-censored cases with only one detectably positive reading: (i) we draw a slope \(\beta_1\) at random from the set of slope estimates for all cases (including complete ones) with two or more detectably positive readings; (ii) we compute \(t_C\) by the deterministic method with the drawn value of \(\beta_1\) replacing \(\hat{\beta}_1\); and (iii) we determine the imputed value by (4) and (5) with \(q = 1\) and the term in (4) reflecting variability due to estimating the slope omitted (since we have already incorporated this variability by drawing a slope randomly).

As with the deterministic-calibration method, the random method occasionally imputes a value for \(t_C\) that lies outside the interval. When this occurs, we repeat the random procedure independently (except for the drawing of \(\sigma^2\), which is not repeated) until either we obtain a value inside the interval or we have made ten repetitions. If we do not obtain an acceptable value in ten repetitions, then we use the linearly interpolated value.

Note that the imputation method described here is quite complicated to explain, but is easy to implement, involving only linear regression fits and draws from normal and chi-square distributions. In contrast, a full maximum-likelihood solution that captures the main features of the interval-censoring process appears to us very hard to develop and implement.

4.3. Kaplan-Meier analysis of survival

We computed Kaplan-Meier estimates for the probabilities of survival to two and four years after the PSA assay first became detectably positive, with ‘survival’ referring to lack of clinical detection of cancer recurrence. This addresses the clinical issue discussed in Section 1. Results for the three deterministic and two random multiple-imputation methods appear in Table III.

As in the hip-replacement example, the right-point imputation method results in much lower estimated survival probabilities (higher estimated ‘risk’) than do the other methods, thus indicating substantial bias. The mid-point, uniform, deterministic-calibration, and random-calibration
procedures yield similar estimates, although the four-year estimates for the multiple-imputation methods are somewhat lower than their deterministic counterparts.

The assessment of variability due to missing data from the multiple imputes is useful for this example, with the estimated fractional increase in variance reaching a substantial 22 per cent for the four-year estimate.

5. DISCUSSION

This paper has proposed methods for multiply imputing interval-censored data on threshold crossings that seek to model the occurrence of the crossing within the interval in simple ways. For the two examples considered, these procedures resulted in point estimates that differed substantially from those obtained using the common fix-up of setting the threshold crossing time at the right endpoint of the interval. Typically, the right-point method yielded inflated estimates of risk compared with the other methods. We suspect that the methods proposed here are superior to the right-point method because they are based on more reasonable models for the threshold-crossing times given the observed data. We could formulate even more detailed models that incorporate, for example, subsequent outcomes of interest; this would result, however, in increasing complexities in estimating the models and resultant difficulties in implementing the imputation procedures.

As discussed in Section 3.2, the use of less detailed models assumes that the variables omitted do not contain much information about the missing values. If covariates were available that were thought to predict the threshold-crossing fraction \( r \), then the models described could be modified to include them, although in our examples the small numbers of complete cases severely limit the number of covariates that can be incorporated satisfactorily. Variables involved in the main analyses should have relatively high priority for inclusion in the imputation model, since omitting them may lead to bias if they influence the predictive distribution of \( r \). (See the theoretical development in Reference 13, Chapter 3.) As a limited evaluation of the effect of omitting covariates in the hip-replacement example, we examined plots for the complete cases described in Section 3.2 of the interpolation value \( r \) versus two variables that were used in the Cox regression analysis but were omitted from the imputation model; the two variables were age and time from radiographic loosening to revision surgery. The plots showed little relationship between the two omitted variables and \( r \), implying that the variables contain little information for imputing \( r \). Thus, for the hip-replacement example, we found no evidence that the use of less detailed models for imputation entails bias.

The fractional increase in variance due to missing data, as assessed using multiple imputation, ranged from 1 per cent to 22 per cent for the analyses presented here. These values were lower than one might have anticipated given that the missing-data rates ranged from 27 per cent (94/352, for the Cox regression analysis of Section 3) to 81 per cent (48/59, for the Kaplan–Meier analysis of Section 4). This illustrates, however, that the actual fraction of missing information generally tends to be lower than the missing-data rate for a variable if there is auxiliary information available (such as interval endpoints and other variables) that predicts the variable well. In addition, the fraction of missing information can vary greatly depending on the quantity estimated, as illustrated by the differences between the Cox regression results and the Kaplan–Meier results in Section 3.

To illustrate these ideas further, consider the simple problem of estimating the mean from a sample of values, some of which are interval censored, using the sample mean and its usual associated estimate of variance. Let \( m_i \) and \( v_i \) denote the mean and variance of the posited imputation model for the \( i \)th sample value; if the case is not interval censored then \( m_i \) is the
observed value and \( v_i = 0 \). Under suitable conditions, the expected value of the fractional increase in variance due to imputation over the distribution of the missing values is approximated by

\[
f(1 + s^2_m/\bar{v})^{-1},
\]

where \( f \) is the fraction of missing values, \( s^2_m \) is the sample variance of the \( m_i \) and \( \bar{v} \) is the sample mean of the \( v_i \). Expression (6) shows that the expected fractional increase in variance depends not only on \( f \), but on the ratio \( \bar{v}/s^2_m \); this ratio measures the average variance of the imputed values relative to the variability in the data set. As the ratio increases from zero to infinity, approximation (6) increases from zero to \( f \). Of course, approximation (6) does not apply directly to analyses other than estimating the mean. The principle demonstrated by (6), however, does apply in most cases.

One particular factor that can affect greatly the variability of the imputed values is the typical width of the intervals in which the missing values lie. If an interval is narrow, then the imputed value within the interval cannot have much variability even with no other information available; conversely if the interval is wide, then the imputed variable may have a high variance. This is an important factor in the radical-prostatectomy example, in which the ratio \( (1 + M^{-1})B/\bar{U} \) reached 22 per cent. The PSA assay first became available in 1985 whereas the surgeries in the study date as far back as 1977; thus in some cases the first PSA reading occurred as late as eight years after surgery and led to some very wide intervals.

A possible reason for the major difference seen in Section 3 between the Cox regression analysis and the Kaplan–Meier survival analysis with respect to the fractional increase in variance due to imputation is as follows. The partial likelihood used in estimating the Cox model receives a contribution from each member of the risk set for every failure. The particular value imputed for an interval-censored case can only change the contribution to the partial likelihood for those failure times that fall inside the interval. For the hip-replacement data, let \( a_i \) denote the number of intervals containing the \( i \)th revision-surgery time and let \( b_i \) denote the size of the risk set for that time. The ratio \( \Sigma a_i/\Sigma b_i \) is 11 per cent, indicating that only 11 per cent of the contributions to the partial likelihood had a chance of being affected by the imputation procedure, compared with the 27 per cent interval-censoring rate. Depending on where in the interval each failure time falls and the variability of the imputation method within the interval, the probabilities of affecting the partial likelihood are even smaller.

Further study of the fraction of missing information in interval-censoring problems is of theoretical interest. A useful feature of multiple imputation, however, is that the imputation variance is automatically included in the analysis without the need for special additional analyses. Once we had constructed reasonable imputation models for the two examples in this paper, the task of carrying out the multiple-imputation analysis was straightforward, particularly compared with the effort needed to develop and program full maximum-likelihood methods.
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