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Abstract—Anisotropic impedance surfaces have been demonstrated to be useful for a variety of applications ranging from antennas, to surface wave guiding, to control of scattering. To increase their anisotropy requires elongated unit cells which have reduced symmetry and thus are not easily arranged into arbitrary patterns. We discuss the limitations of existing patterning techniques, and explore options for generating anisotropic impedance surfaces with arbitrary spatial variation. We present an approach that allows a wide range of anisotropic impedance profiles, based on a point-shifting method combined with a Voronoi cell generation technique. This approach can be used to produce patterns which include highly elongated cells with varying orientation, and cells which can smoothly transition between square, rectangular, hexagonal, and other shapes with a wide range of aspect ratios. We demonstrate a practical implementation of this technique which allows us to define gaps between the cells to generate impedance surfaces, and we use it to implement a simple example of a structure which requires smoothly varying impedance, in the form of a planar Luneberg lens. Simulations of the lens are verified by measurements, validating our pattern generation technique.

Index Terms—Anisotropic surface, artificial material, luneberg lens, metasurface, patterning, surface impedance, surface waves.

I. INTRODUCTION

A N ARTIFICIAL impedance surface is a metasurface which is fabricated with periodic metallic patches on a grounded dielectric substrate. It has been used for various applications including control of surface waves [1], [2], scattering [3], conformal antennas [4], and waveguides [5]–[7]. Their electromagnetic properties are defined by the thickness of the substrate, and the capacitance between patches, which together determine the effective surface impedance. Varying the cell size and shape allows the impedance to be controlled. Vertical conducting vias are sometimes also used, but they are only necessary if very high impedance values are needed, or to completely block surface waves [8]. Initial impedance surfaces consisted of simple square or hexagonal cells. However, reducing the symmetry of the cells allows the surface to have anisotropic impedance properties. This is important for applications such as surface wave cloaking, interference reduction between RF apertures, control over polarization, and conversion between transverse magnetic (TM) and transverse electric surface waves.

Until recently it was not possible to create smoothly varying, highly anisotropic impedance functions because of the difficulty of patterning regions in which the cell size, shape, and orientation varied. Illustrated in Fig. 1, there was no available method to smoothly connect these regions with different impedance values and with different primary directions, aside from drawing each cell manually, which is impractical. The challenge is how to pattern elongated unit cells which allow high anisotropy, but to also create arbitrary and smoothly varying impedance patterns. All previous work in this area used discrete regions of different impedance values or directions [3], [5].

Several existing approaches to patterning anisotropic surfaces can be found in the literature, and examples are shown in Fig. 2. The first anisotropic impedance surface [9] shown in Fig. 2(a) used slices in a lattice of square patches, that are rotated to an arbitrary angle. For example, if the slices are oriented along the y-direction, the structure has twice as many capacitive gaps along x as along y, due to the extra capacitance of the slice. Thus, the maximum anisotropy of
Fig. 2. Examples of anisotropic surfaces include (a) square or (b) circular patches with slices rotated to an arbitrary angle, or (c) other patterns confined to a square lattice, as well as (d) lower symmetry cells that cannot be arranged into arbitrary patterns.

Fig. 3. Other possible approaches to patterning smoothly varying impedance surfaces include (a) conformal mapping and (b) mesh generation techniques. Neither of these produces anisotropic impedance surfaces with the properties needed for applications.

Fig. 4. Another method called the point density approach involves choosing points with a density based on (a) function whose slope represents the local impedance function. (b) Resulting set of points represents the centers of the cells, but their location depends on the path over which one traverses the original function. Discrepancies are indicated at the red and blue squares.

such a structure is roughly 2:1. A structure based on circular patches [10] shown in Fig. 2(b) is similar and suffers from the same limitation. In Fig. 2(c), the structure [11] involved capacitive regions connected by inductive bars that are rotated to arbitrary angles. If the angle of rotation varies too rapidly between adjacent cells, the capacitive regions do not line up. It is also limited by the use of a square grid. Fig. 2(d) shows that elongated unit cells [3] can provide a high range of anisotropy, however, these require a rectangular grid. Any design that reduces symmetry of the lattice itself cannot be patterned to include an arbitrarily varying angle of anisotropy.

Other approaches exist for creating smoothly varying and arbitrary geometrical patterns, however, they do not have the required properties for artificial impedance surfaces. Conformal mapping [12], [13], illustrated in Fig. 3(a) is one option which is commonly used for defining effective permeability or permittivity in transformation optics applications [14]. It could potentially be applied to generating cells for impedance surfaces. However, it has the limitation that the cell size, shape, and orientation would be highly dependent on the divergence of the local impedance function. As illustrated in Fig. 3(a), as the lines diverge, the cells get larger in the direction perpendicular to the lines, which also sets their orientation. This is true of any patterning technique that relies on defining cell boundaries by continuous lines. Thus, while conformal mapping is useful for determining impedance profiles to achieve certain functional properties, it is not appropriate for defining the unit cells to create those impedance profiles. Our approach to be described below provides more freedom in defining impedance surfaces that have dramatic changes in impedance over short distances.

Mesh generation techniques have been developed for physical modeling codes for many years, and typically produce patterns such as shown in Fig. 3(b) [15]. These could potentially be applied to patterning impedance surfaces as well. However, they are generally designed to provide a specific average cell density, without concern for the details of the cell shape. For impedance surfaces the cell shape is very important for determining the anisotropic impedance values.

We explored another option that we called the point density method as illustrated in Fig. 4. The idea is to start with a function in Fig. 4(a), the slope of which represents the local impedance. By traversing that function, we can define a point which represents the center of a unit cell each time the function reaches an integer value, or at some other uniform interval of z-axis and another axis among x- and y-axis. The problem with this approach is that it is highly dependent on the path over which one traverses the function. As shown in Fig. 4(b) it does not produce a unique set of unit cells. This is one example of many path-dependent approaches that we determined were unable to produce patterns which required properties for impedance surfaces.

In this paper, we introduce a new patterning technique based on a point shifting method with cells defined using the Voronoi technique. In Section II, we describe the details of how the method is implemented, and illustrate the range of patterns that can be created. In Section III, we demonstrate that it can produce useful structures by building an example of a smoothly varying impedance function, in the form of a well-known planar Luneburg lens [16]–[18]. Measurements show
II. PATTERNING PROCESS

We developed a patterning technique to produce arbitrary anisotropic surfaces which we call the point shifting method. For our patterning method, we define a function that is related to the desired surface impedance in each direction, which is related to the cell size in that direction. We currently choose this starting function based on knowledge of the desired cell profile. We then define a uniform grid of points with a period equal to the average cell size. Next, we shift each point in proportion to the gradient vector of the starting function. This is illustrated in Fig. 5(a) which shows a function with a local maximum, and in Fig. 5(b) which shows each point moving with a direction and magnitude that is in proportion to its gradient vector. The result is that the distance between neighboring points is expanded near local maxima, and compressed near local minima. In regions with constant slope, the points all shift by the same amount, resulting in no change in the distance between them. Fig. 5(c) shows the final lattice of points for this example. Anisotropic cells are created by compressing or stretching the distance between points in one direction relative to the other. Thus, the anisotropy in the final lattice of points is defined by the anisotropy of the curvature in the starting function. The cells are generated from the grid of points using a Voronoi technique, as shown in Fig. 5(d).

A Voronoi diagram is an approach for dividing regions based on a set of points and the Euclidean distance between those points [19]. To create a 2-D Voronoi diagram, one draws a midline between each pair of neighboring points, which is perpendicular to a line drawn from one point to the other. For each point, the collection of midlines to each of its neighbors defines the cell associated with that point. This is the same method used to define Brillouin zones for crystals [20]. Fig. 6 shows an example of Voronoi diagram for a random set of points. The Voronoi function is available in codes such as Mathematica and MATLAB.

The relationship between the properties of the Voronoi cells and the surface impedance is defined by the details of the cell geometry. For a fixed substr ate thickness and dielectric constant, higher impedance can be obtained using larger cells, or smaller gaps [1]. The surface impedance is defined as the ratio of the tangential electric and magnetic fields. It can be direction-dependent in the case of anisotropic surfaces, and the impedance along a particular direction is primarily determined by the length and gap width in that direction [5]. Varying only the gap width limits the range of available impedance values, but allowing the cell size to vary provides a wider design space. Furthermore, more complex anisotropic structures cannot be designed without either elongated unit cells (which cannot be patterned into arbitrary functions with any existing techniques) or more complicated cell geometries [11]. For this reason, we are developing a patterning technique that allows for continuous variation of cell size, shape, and orientation.

After an array of cells is patterned on the $xy$ plane, a gap is required between neighboring cells to define an artificial impedance surface. The process of generating a constant gap width starts with calculating the distance between the center point and one side of the cell. Each cell is defined by its center point and vertices. We define a line connecting each pair of vertices, as shown in Fig. 7(a), and then calculate the length of the segment running from the center point and perpendicular to this line, as shown in Fig. 7(b). The next step is calculating the ratio between the distance calculated in Fig. 7(b) and half of the assigned gap which is shown in Fig. 7(c) as a blue line. After the ratio is obtained, it can be used to calculate the coordinates of new vertexes for each cell. Each vertex is moved...
toward the center of the cell by a distance that is defined by the ratio calculated above, as shown in Fig. 7(d). This process is used to create each new side of the cell, as shown in Fig. 7(e). However, the varying angles between sides create errors in the definition of the new cell which must be corrected. The solution is to take the intersections of lines created from the new sides to generate corrected vertices, shown as blue dots in Fig. 7(f). These new points complete the new cell with a constant gap width. This process is repeated for all cells in the array to generate a file which defines the metallic pattern that forms the artificial impedance surface.

The cells are generally designed to be electrically small at the frequency of interest so that they can be considered in the effective medium limit, and the surface can be described as an effective impedance boundary. Refraction or reflection [1] does not occur at the individual cell boundaries, but rather due to large-scale variation in the effective surface impedance.

Fig. 8 shows the range of properties that can be created using our point shifting method. This approach enables not only smoothly varying impedance functions, but also varying cells with arbitrary shapes, sizes, and direction of anisotropy as a function of position. The patterns in Fig. 8 were generated by starting function with a square grid. However, we have also developed code to start with a triangular grid, which can produce similar results, allowing a wider range of possible patterns. After having demonstrated the range of properties that are achievable with this method we now use it to create a simple example of a structure which requires a smoothly varying impedance profile, in the form of a planar Luneburg lens. We should note that our method is applicable to general tensor impedance surfaces having a wide range of properties including anisotropy, as illustrated in Fig. 8. However, since canonical anisotropic impedance surface problems are not widely known, for the purpose of demonstrating and validating our patterning method we choose a common problem with a well-defined solution that requires a smoothly varying surface impedance. For this reason, we have selected a planar Luneburg lens design as an example.

### III. Luneburg Lens Patterning

A Luneburg lens is a spherically symmetric gradient-index lens [16]. The refractive index $n$ of the lens follows the function:

\[
    n = \sqrt{\varepsilon_r} = \sqrt{2 - \left(\frac{r}{R}\right)^2}
\]

where $r$ is the radial distance from the center of the lens and $R$ is the radius of the lens. The index $n$ falls from $\sqrt{2}$ to 1 from the center to the edge. It has also been demonstrated in planar form using impedance surfaces [21], [22]. As an example of a practical application of our point shifting method, we generate an inhomogeneous impedance surface with the Luneburg lens profile. We then simulate and measure it to verify that this approach can produce the intended impedance pattern.

#### A. Patch Simulation Results and Impedance Data

The patterned Luneburg lens consists of patches which set the surface impedance. Therefore we first analyze the
Effective TM index for surface waves is defined as the cells which follows the index profile of a Luneburg lens. The analysis allows us to find an appropriate range of cell sizes for a given substrate and thickness. Assuming grounded 2.5 mm thick Rogers 6010 substrate ($\epsilon_r = 10.2$), we studied cells ranging in size from 1 to 5 mm, shown in Fig. 9. The gap was 0.25 mm for each case. Although the patches will have various shapes, we studied square patches as a compromise that is representative of a typical patch. We have previously shown that for anisotropic surfaces with rectangular unit cells, the impedance along one direction is independent of the cell size in the orthogonal direction [1], so simulations of square cells provide an understanding of the behavior of rectangular cells as well.

The unit cell structure was simulated in the eigenmode solver in Ansys HFSS version 15.0.3 (a full-wave, commercial software package). The surface impedance for TM waves was calculated as

$$Z_{TM} = Z_0 \sqrt{1 - \left(\frac{k_{TM}c}{\omega}\right)^2}$$  \hspace{1cm} (2)

based on the dispersion results of the unit cell [8], [23].

Fig. 9 shows the frequency-dependent surface impedance plot of unit cells from $1 \times 1$ mm to $5 \times 5$ mm. In this plot TM surface impedance can be translated to the index so that the analysis allows us to find an appropriate range of cells which follows the index profile of a Luneburg lens. The effective TM index for surface waves is defined as [24]

$$n_s = \sqrt{1 - \left(\frac{Z_{TM}}{Z_0}\right)^2}.$$  \hspace{1cm} (3)

According to the simulation results we can find appropriate cell sizes which support the surface impedance range for the Luneburg lens index at around 7–8.5 GHz. Fig. 9 shows the result at 7.5 GHz which is selected as the operating frequency of our Luneburg lens pattern. In order to approximate the Luneburg lens profile, we choose a range of cells varying from 1 to 3 mm, which corresponds to an impedance range of 370.21 to 766.08 jΩ. Using (3), this corresponds to an index ratio of approximately 1.6. The next step is to select a starting function for our pattern generation code which will produce a rotationally symmetric array of cells that vary smoothly from 3 mm in the center to 1 mm at the edges.

### B. Patterns by Point Shifting Method and Simulation Results

We do not have a direct method to produce an arbitrary impedance function. Instead, we begin with a function that has the appropriate properties for our intended application, and then fit that function to produce the range of cell sizes that correspond to the desired impedance range. For example, a planar Luneburg lens requires a function with circular symmetry, and a local maximum in the center. The Luneburg lens pattern was generated by the point shifting method on a 93 $\times$ 93 point array with a starting function $f$

$$f = \sqrt{1000e^{-0.2(x^2+y^2)^{0.9}}}.$$  \hspace{1cm} (4)

This function was chosen empirically to generate a smoothly varying pattern of cells with rotational symmetry to approximate the Luneburg lens function. A section of the lens, and details of the unit cells from the center and edge are shown in Fig. 10. As shown in Fig. 9, the range of patch sizes varies from 1 to 3 mm from the edge to the center of the lens, and these sizes were chosen to provide an index ratio of 1.4 as required for the Luneberg lens profile. The substrate is the same 2.5 mm thick Rogers 6010 as used in the unit cell analysis. The diameter of the lens is approximately 90 mm and the whole pattern dimensions are 140 $\times$ 140 mm. The pattern consists of 8281 PEC patches and there are 0.5 mm gaps between the cells.

This lens differs from the true Luneburg lens profile in several ways. First, it does not match the function in (1) exactly, it is only an approximation. Second, it does not have a distinct edge, as the cells simply get smaller away from the center at a rate that exponentially approaches the background cell size of approximately 1 mm. Nonetheless, we can define an approximate edge to roughly match the edge of the Luneburg lens function. Third, the cells end about 2 cm past the edge of the lens, and the surrounding material is dielectric clad ground plane, with an impedance of 75.5 jΩ [25]. In spite of these differences, this approach has the advantage that the index varies smoothly, aside from the
Fig. 11. (a) Normalized electric field at 7.5 GHz. Simulated data showing the field of a collimated surface wave produced from a monopole feed. (b) Area of the lens and surrounding board. The edge of the lens is approximate because it does not have a distinct boundary.

discrete nature of the cells, and we do not need to use shells or rings as in some other planar lens structures [26].

Furthermore, we do not need to match (1) exactly to obtain a structure with measurable lensing effects. Note that the purpose of this paper is not to build a planar Luneburg lens—that has been done many times before. The purpose is to introduce a new patterning technique for producing smoothly varying artificial impedance surfaces. The lens is just an example of a simple, well-known function with practical applications. We include it here to validate that our patterning method can produce structures with predictable and measurable properties.

The Luneburg lens pattern was simulated using the driven modal solver in Ansys HFSS. Fig. 11 shows the field plot at 2 mm above the board at 7.5 GHz. There is a coaxial feed in front of the pattern which generates circular waves that propagate over the lens pattern. The wavefronts are flattened as they pass through the lens pattern. As shown in this figure, the printed impedance surface produces a collimated beam at the output of the lens, as expected, validating our patterning procedure.

IV. BEAM SHIFTING PATTERNING

In addition to the lens, we have also studied a structure that explicitly requires anisotropy, to demonstrate the usefulness of this structure for generating anisotropic patterns. As an example, we have designed a beam shifting structure. Such structures have been designed previously using anisotropic metasurfaces [3]. However, previous work involved homogeneous impedance surfaces because of the difficulty of patterning inhomogeneous anisotropic surfaces.

The beam shifter can be understood by considering that waves in an anisotropic medium will refract toward the lower index direction [27]. By gradually tilting the direction of low impedance, the beam can be made to follow a desired path.

The beam shifting pattern was generated with starting function $f$

$$f = \frac{x}{2} - 2\sin(5x + y).$$

(5)

For the elongated patches near the center of the beam shifting structure, the impedance was $260 \, \text{j}\Omega$ in the low direction and $374 \, \text{j}\Omega$ in the high direction. Simulations, shown in Fig. 12, indicate that a beam excited at one end of the structure (such as generated by a waveguide aperture) will be shifted by nearly an entire beamwidth at the other end of the structure. This smoothly varying beam shifting structure represents a pattern that would be impossible to produce using existing techniques. The performance of both the Luneburg lens and the beam shifting surface were verified experimentally, as described in the following section.

V. EXPERIMENTS

The Luneburg lens pattern was fabricated using printed circuit fabrication technology, and is shown in Fig. 13. The panel is $190 \times 180$ mm with 8281 copper patches on top of the board, and bottom of the board is a ground. There is a 5 mm diameter hole in front of the pattern for a coaxial feed which is the excitation source. A vertical probe was swept 2 mm above the surface along a 1 mm grid and an Agilent E5071C vector network analyzer recorded the magnitude and
Fig. 13. (a) Normalized near field plot of the surface waves scanned over a 190 × 165 mm area, indicating the collimating capabilities of the lens. The scan starts just beyond the feed point. (b) Closeup photo of the fabricated Luneburg lens pattern. (c) Details of the feed and the measurement technique, including the probe visible at one extreme of the scan region.

the phase of the surface wave. Normalized field results are shown in Fig. 13(a). The circular wavefronts generated by the feed are transformed into flat wavefronts at the opposite side of the lens, as expected. The essential characteristics of the pattern match that shown in Fig. 11, verifying that our technique produces practical impedance surface patterns that match simulation results, and perform a useful function of collimating surface waves. The flat wavefronts emerging from the surface of the lens opposite to the feed are the expected behavior for a Luneburg lens. The additional variations along the edges of the measurement area are artifacts that are indicative of a standing wave pattern which is likely caused by reflections from the edges of the board.

The beam shifting structure was excited by a WR137 waveguide placed adjacent to the surface at one edge. A field map was produced in the same way as for the lens described above, and is plotted in Fig. 14. The beam center is smoothly shifted from 50 to 70 mm along the length of the structure. Note also that the phase fronts begin and end parallel to the front and back edges of the surface, gradually tilt to the right in the central region, following the anisotropic impedance pattern.

Fig. 14. (a) Normalized near field plot of the surface waves scanned over a 130 × 07 mm area. The arrow represents waves propagating direction to the tilted angle. (b) Fabricated beam shifting pattern.

VI. CONCLUSION

We have introduced a patterning technique for generating arbitrary impedance surfaces. It provides several advantages over other patterning approaches such as the ability to produce a range of cell sizes, shapes, and orientations, including smoothly varying and highly anisotropic impedance surfaces. Specifically, the ability to produce smoothly varying impedance surfaces with reduced symmetry cells, which are
important for achieving high anisotropy, has been absent from all previous patterning methods. We have illustrated the limitations of existing techniques, as well as other potential approaches such as conformal mapping, and path-dependent methods. We have shown that our technique based on point shifting with Voronoi cell generation can produce impedance surfaces with a wide range of useful properties. We have chosen a simple and practical example to validate our method experimentally, in the form of a planar Luneburg lens as well as an anisotropic beam shifting structure.

We expect that this method will be used to design a wide range of future impedance surface for applications such as planar antennas, scattering control, and interference mitigation. However, there are also several fundamental questions that are topics for future research. First, the starting function is currently chosen empirically to produce a described range of predetermined cell geometries. We need a method to translate the desired impedance function directly to the starting function. Second, the limitations of this method are not known, such as the range of impedance functions that are achievable. Third, aside from certain special cases such as the lens illustrated here, it is not known what impedance function is required to produce a specific surface wave or scattering response. Addressing these issues will allow us to use the method described here to produce arbitrary impedance surfaces for a wide range of applications.
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