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Evolution and Function of *Drosophila melanogaster* cis-regulatory Sequences
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In this work, I describe my doctoral work studying the regulation of transcription with both computational and experimental methods on the natural genetic variation in a population. This work integrates an investigation of the consequences of polymorphisms at three stages of gene regulation in the developing fly embryo: the diversity at *cis*-regulatory modules, the integration of transcription factor binding into changes in chromatin state and the effects of these inputs on the final phenotype of embryonic gene expression.
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Chapter 1

Introduction

The power of Selection, whether exercised by man or brought into play under nature through the struggle for existence and the consequent survival of the fittest, absolutely depends on the variability of organic beings. Without variability, nothing can be effected; slight individual differences, however, suffice for the work, and are probably the chief or sole means in the production of new species.

(Charles Darwin 1868[1])

When Charles Darwin described the mechanisms of evolution[2], he had no knowledge of the genetic mechanisms of inheritance. He proposed gemmules[1], small packages carrying information for each part of the organism to the germ cells where they were collected and integrated forming the next generation. Darwin’s erroneous solution was motivated by the puzzle as to how quantitative and discrete heritable variation could function. We now know that both result from the interaction of a multitude of genes and their variants [3]. These networks of interactions have explained several of Darwin’s original observations of variability in and between species. The heritable variance that lead to differences in finch beaks[4] and dog varieties[5] have been traced down to the level of individual nucleotides through the study of the molecule of inheritance we now know to be DNA[6].

DNA contains the information for producing enzymatic and structural proteins and ultimately all metabolic processes and products are encoded in DNA. DNA is heritable and is passed down from parents to offspring over generations, accumulating changes in both the regions which encode proteins and the regulatory regions that control when, where, how much, and what form of protein is produced. DNA can be modified in the short term through the addition of chemical modifications such as methylation[7] but these effects do not persist over evolutionary time scales[8], only the changes of the sequence itself. Understanding how the primary sequence of DNA is interpreted and translated into the complex form of life has been one of the major scientific efforts since the 1950s.

As time and resources were put into determining the genomes of species, we collected genomes on larger scales starting with small viruses with only 4 genes[9], bacteria[10], and finally model eukaryotes such as yeast[11], worms[12], and flies which have around 14,000 genes[13]. Based on comparisons of the protein content between eukaryotes and the observed
and apparent difference in complexity between these model organisms and humans it was predicted that there should be at least 100,000 genes in the human genome[14]. It was a great surprise to observe that in fact there is only a small amount of additional genes in the human genome[15, 16] compared to worms and far less than the 60,000 genes found in Trichomonas vaginalis, a single celled infectious protozoa[17]. The amount of alternative splicing and variety in the expression regulation of the genes in the human genome suggested that gene regulation plays a major role in the interpretation of the genome into an organism. Humans were not unique in this regard and careful examination of gene expression within other species confirms that the majority of differences in tissues are due to regulatory control and modulation[18, 19].

Regulation of gene expression is a complex process with a network of positive and negative feedback[20] that act on DNA before and during gene expression and after expression on the transcribed RNA[21]. DNA is rarely found without any interacting protein and is packaged within the nucleus by wrapping around histones complexes known as nucleosomes[22]. These nucleosomes can be further organized into heterochromatin structures so dense that they sequester DNA away from other proteins[23]. Entire chromosomes can be prevented from expressing by this mechanism[24, 25]. DNA in an euchromatin state consists of nucleosomes that are compacted but not so much that the DNA is completely inaccessible. Histone acetyltransferase can initiate the process of opening up these DNA-protein complexes by adding chemical groups to the histones, decreasing their affinity for the DNA and allowing the DNA more freedom to move[26]. This exposes sequences which broadly fall into two classes: the promotor region immediately proximal to the start of transcription and distal cis-regulatory modules.

The promotor region is predominantly a scaffold for the organization of generic transcriptional machinery by the relative positioning of a short self-descriptive DNA motif called the TATA box to the beginning of the gene[27]. Eukaryotic promotors contain a core set of binding sites for transcription factor TFIID recognition and binding[28]. TFIID itself is part of and recruits the RNA polymerase II holozyme complex including a general transcription factor TATA-binding protein (TBP)[29]. While the promotor region contains transcription factor binding sites, they recruit a common set of transcription factors to all transcribed genes. It is the cis-regulatory modules that contain combinations of transcription factor binding sites for transcription factors that are expressed at specific developmental times, in spatially restricted domains, or tissues[30]. These transcription factors recruited to cis-regulatory modules contain additional domains for recruiting combinations of other proteins, coactivators and corepressors, through protein-protein interactions[31]. Through these combinations of transcription factors, a cell can gain spatial and temporal information or respond to external conditions[32]. In contrast to the number of genes, the number of transcriptions factors found in the genome increases as the organism increases in complexity resulting in multiple layers of regulation[33].

cis-regulatory modules are found at almost every gene that is not expressed at all times[34]. Genes with a specific expression patterns often have multiple cis-regulatory modules allowing a single gene to be expressed in multiple tissues or times[35]. Despite the
importance of *cis*-regulatory modules, only a few have been studied in great detail. Dissecting these regions and discovering the connections between sequence and transduction factor binding has yielded few general principles. This is largely due to the large range of conditions *cis*-regulatory module are exposed to. Describing *cis*-regulatory module effects by modulating the *trans* environment of the simultaneous combination of transcription factors is difficult to precisely control in an experiment. The majority of experiments on *cis*-regulatory modules modify or disrupt individual transduction factor binding sites or combinations of transcription factor binding sites revealing two major classes of organization. In some *cis*-regulatory modules, the disruption of a single transcription factor binding site or modification of the spatial arrangement is sufficient to ablate the activity of the entire enhancer or silencer[36, 37, 38]. These *cis*-regulatory modules are likely to function through the coordination of several transcription factors, all of which are required for proper function of the *cis*-regulatory module. In other *cis*-regulatory modules, there is remarkable flexibility in both the affinity of the transcription factor binding sites and also the spatial organization[30, 39]. These regions likely function through a combination of transcription factors that compensate and actively coordinate with each other to maintain a consistent output[40]. Classifying *cis*-regulatory modules into these two groups is crucial for the interpretation of their function. However manipulating individual *cis*-regulatory modules is extremely laborious and genome wide comparative approaches that found conserved and functional protein coding regions yield less definitive information in comparisons of *cis*-regulatory modules between and within species[41]. The conservation of physical binding is observed in the absence of sequence conservation between species and variability in transcription factor binding site sequence may represent a conserved tuning to species specific inputs and not a lack of functional conservation[41, 42]. These comparisons are also all limited by our ability to describe and predict which sequences are bound by transcription factors.

Prediction of transcription factor binding sites has been informed by the experiment that defined biological interactions. The first steps in defining a transcription factor binding site were to discover which bases are physically associated with the transcription factor through DNA footprinting[43]. In this assay a DNA fragment of interest is incubated with the transcription factor and then digested with an endonuclease, DNaseI. The DNA that is bound by the transcription factor will be protected from the catalytic activity and by separating the fragments of digested DNA by length, the protected bases can be found. Repeating this process on potential *cis*-regulatory modules reveals a handful of locations with an affinity to the transcription factor of interest. However, this is a low throughput method and is restricted to relatively small DNA fragments. The handful of binding sites collected are examined for similarities and a first approximation of the properties of the binding sites is made from the consensus sequence[44, 45]. These sequences are short, usually between six and 11 base pairs long and are found at thousands to millions of locations within a genome, both within *cis*-regulatory modules and outside of presumptive *cis*-regulatory modules[44]. Additionally, a single transcription factor can bind to a range of transcription factor binding sites that may be related by only a handful of nucleotides that are consistent between them yielding a degenerate consensus sequence[45]. A single transcription factor binding site does
not necessarily only recruit a single transcription factor but may bind to several transcription factors [46, 47] leading to an explosion in possible binding events predicted from consensus sequences.

Efforts to more precisely characterize the binding site of a transcription factor have taken the collection of short sequences and instead of reducing them to only of the most common nucleotides, collated them into a matrix which describes the frequency of observing each nucleotide at each position [44]. This is called a position weight matrix (PWM) and can be used to predict the location of a binding site by the scoring the match of the input sequence against the values in the matrix [44]. Now instead of a binary match to a nucleotide polymer of length K (kmer), a p-value can be calculated taking into consideration aspects such as expected frequencies of each nucleotide in the genome. For these PWM to be useful, a larger number of inputs is required, more than the handful collected with DNaseI footprints. SELEX is an in vitro method of exposing a transcription factor binding domain to a large pool of random sequences and purifying those that bind [48]. The advantage of SELEX methods is that relative affinities to be measured, the PWM can be refined by the thousands of input sequences and the predictive power the PWM is increased [49]. The drawback of these PWMs are that they measuring an affinity that only exists in isolation and not in the context of larger sequences or other bound transcription factor interactions [50].

While comparative genomes has been highly informative for protein sequence inference, proteins are well defined in their primary encoding and understood well enough in their secondary structures [51, 52] in ways that are not true for regulatory codes. It is not to say that no useful evolutionary inferences can be made on transcription factor binding sites individually and together as modules. Position specific rates of evolution have been found in motifs defined by the PWM. Columns of this matrix in which a single nucleotide is strongly represented are under stronger purifying selection to maintain that representation than columns in which there is no specific requirement for particular nucleotide [53]. Comparing enhancers that drive identical expression patterns in different species of Drosophila [54] and other Dipterans [55] has shown that very divergent sequences at the nucleotide level can define identical expression patterns through the conservation of the total composition of binding sites. Comparative protein analysis has been successful because large numbers of proteins with conserved functions in divergent species have been identified. The function of cis-regulatory modules is far less understood and there are far fewer examples of homologous cis-regulatory modules between species.

Chromatin immunoprecipitation (ChIP) methods have avoided predictions and directly measured the position and strength of the binding [56, 57]. Briefly, this method isolates protein DNA complexes for a transcription factor recognized by an antibody. The protein-DNA interface is fixed with a chemical cross-link in vivo and then separated from non-bound DNA by fragmentation. The mixture of fragmented protein-DNA is then exposed to the antibody which is fixed to a column so that DNA which is bound by the transcription factor of interest is recovered. These fragments of DNA can be mapped back to the genome using chip hybridization or direct sequencing [58] and the genome wide position of the transcript factor can be inferred to within hundreds or tens of base pairs depending on the method.
This method has been applied to hundreds of transcription factors, creating a complete map of the regulatory landscape in yeast [59, 60], and to a lesser extent in humans [61, 62] and Drosophila [63, 64]. In particular, the use of high throughput sequencing of highly fragmented short pieces of bound DNA to the point that the bound region is near the end of the fragment leads to stand specific peaks, flanking the binding site. With sufficient sequencing depth, the position of the binding site can be inferred [65]. While this method has been very successful in creating genome wide graphs of binding activity, it has illuminated an feature of transcription factor bind that was previously unappreciated: pervasive genome wide clusters of weak binding [63]. In D. melanogaster clusters of weak binding were observed in ChIP-chip assays of 21 transcription factors [66] known from genetic screens to regulate the progression of anterior-posterior and dorsal-ventral patterning in early embryogenesis. These overlapping positions of multiple weakly bound transcription factors were found away from known targets of these factors.

What is the function of a transcription factor binding event? What is the impact? What kind of binding thresholds are biologically relevant? The presence of clusters of weak binding puts a new perspective on these questions. If transcription factor binding to cis-regulatory modules does not necessarily have any impact on the regulation of nearby genes then new models need to be constructed. Previously the assumption was that a bound protein was bound because it was functioning in gene regulation. However we do not have a good understanding of function and therefore computationally thresholding weak versus strong binding and linking this to function is fraught with error. It is possible that weak binding as defined by the graph of signal strength over a background is functional in a way that we do not understand due to the architecture of the cis-regulatory module. Indeed in many cases of weak binding the cognate transcription factor binding site is absent and our knowledge of the of these sequences is insufficient to determine whether this is due to random protein DNA interaction without any functional consequence or that it represents an unknown but functional protein DNA interaction.

To solve the translation of genotype to phenotype in cis-regulatory modules, we need a large set of divergent sequence that drive the same expression pattern so that conserved components and interactions can be identified, or a large set of highly similar sequences with informative differences at key positions so that inferences can be made from the disruptions. Here I show progress in interpreting the within species variation in cis-regulatory modules with particular focus on weakly bound regions by:

1. Classifying cis-regulatory modules by diversity (chapter two)
2. Exploring chromatin state changes between individuals (chapter three)
3. Linking chromatin variation to expression variation (chapter four)
Chapter 2

Within Species Diversity in \textit{cis}-Regulatory Modules

The early embryo of \textit{Drosophila melanogaster} has several of the best studied gene regulatory networks in animals. In particular, the factors that regulate anterior-posterior patterning were identified by genetic methods several decades ago, and we now well understand many of their activities, expression patterns and targets. Previous work in the Eisen lab has shown that these factors bind to thousands of regions across the genome. The most strongly bound regions contain most of the sequences known to be involved in gene regulation, while the function - if any - of the more abundant weakly bound regions is unclear. Our limited understanding of the molecular forces that shape transcription factor binding limit our ability to predict how altering these sequences will affect binding and activity. Examination of these regions shows that the underlying \textit{cis}-regulatory modules are under strong purifying selection regardless of the strength of the \textit{trans}-acting factor binding, suggesting that these regions are under selection to be in an open chromatin state.

2.1 Introduction

Gene expression is modulated by the biochemical interaction of \textit{trans}-acting proteins known as transcription factors with \textit{cis}-regulatory sequences spatially linked to the effected gene. These \textit{cis}-regulatory sequences contain nucleotide sequences that are bound by a DNA binding domain in the transcription factor. Each \textit{cis}-regulatory sequences can contain several transcription factor binding sites for the same transcription factor and also for combinations of transcription factors. These combinations of transcription factor binding sites can regulate genes in a unique pattern across tissues and development. Identifying these regions, the transcription factors that bind to them and how they interact to regulate nearby genes is a major goal for the understanding of expression. Changes within the \textit{cis}-regulatory sequences lead to changes in the transcription factor binding and thus the expression of the regulated gene. These gene expression changes has been linked adaptive phenotypes\cite{67, 68}.
and diseases\[69\] both between and within species.

Although these transcription factor binding sites play an important regulatory role, we have a very poor understanding how the combination and composition into cis-regulatory modules effect gene regulation. Defining the gross location of the cis-regulatory sequences is assisted by the conservation of these regions \[70\] but experimentally isolating, verifying and manipulating a single region is a time consuming and expensive process. The projects that have put the time into testing cis-regulatory sequences conserved across distant species showed that massive sequence changes are tolerated and integrated to conserve function\[55\]. Examination of the conserved sequence features of the eve locus in Drosophila melanogaster shows that the conserved combinatorial composition of transcription factor binding site explains the majority of the functional conservation although the expression domain of eve is not perfectly conserved\[55\].

Since it is conserved binding of transcription factors that drives conservation of gene expression patterns, knowing where these transcription factors bind genome-wide is crucial for developing a global model of cis-regulatory sequence regulation of gene expression. By making DNA-protein crosslinks and using antibodies against transcription factors known to be present and active in the cell, and then recovering the DNA, we can capture the locations of these transcription factor - DNA interactions by hybridization or sequencing. This technique is called ChIP-seq or ChIP-chip (chromatin immuno-precipitation followed by sequencing or chip hybridization) and the Eisen lab has used ChIP-chip for six transcription factors (BCD, CAD, GT, HB, KNI, KR)\[63\] regulating anterior-posterior patterning during early embryogenesis of D. melanogaster helping to expand the gene regulatory network of the early embryo of D. melanogaster, one of the best studied gene regulatory networks in animals.

These transcription factors bound with a range of strengths to thousands of regions, including near genes not previous thought to be regulated by these factors\[63\] such as anterior-posterior regulators binding at genes that are expressed in a dorsal-ventral pattern. The unexpectedly bound regions also tended to be less strongly bound than at known anterior-posterior patterning genes. Explanations for this observation are that they might regulate expression at another stage in development, they might have a structural function within the chromatin, or they might not be functional at all. Several HB bound regions were known to be regulated by HB at later stages but there are only a handful of examples that link these transcription factors, which are at their peak expression now, to later regulation and the majority of regions weakly bound by KR showed no activity during development\[71\].

These bound regions were enriched for the presence of the corresponding transcription factor binding sites, including the weakly bound regions, but only BCD binding sites were more conserved within bound regions than without when compared to the sister species D. simulans. However, comparing under 200 regions of Drosophila species X chromosome diversity with a McDonald-Kreitman approach\[72\] results in estimates of over 50% of intergenic sequence, including cis-regulatory modules, is under constraint and functional\[73\].

Here, I leverage the advent of next-generation genome sequencing to obtain a whole genome perspective of D. melanogaster diversity and specifically the diversity in regions
bound by transcription factors. I sequence several whole genomes of *D. melanogaster* and use additional public resequencing *D. melanogaster* projects to create a high quality set of variants. Using previously collected ChIP data and predictions of transcription factor binding sites, I show that bound regions are under strong purifying selection, including the weakly bound regions.

## 2.2 Results

### 2.2.1 Genome wide diversity in transcription factor binding sites

The primary set of *D. melanogaster* genetic lines used in this work are the Drosophila Genetic Resource Panel, a set of 165 inbred and sequenced lines from Raleigh, North Carolina, USA led by Dr. Trudy Mackay[74]. A subset (37) of these lines were independently genotyped as part of the Drosophila Population Genomics Project led by Dr. Charles Langley [75]. These lines were originally collected from gravid females used to create individual lines from 20 generations of full-sib inbreeding. These strains were one of the first large scale resequencing efforts after yeast[76] to use next generation high throughput short read sequencing. These line were sequenced to at least 15x coverage with 36bp single-end reads with first generation Illumina GAI machines[74, 75]. This coverage was not sufficient to fully sequence single nucleotide polymorphisms (SNPs) with low error rates[77, 78, 79] and and the length of the reads provided very low ability to find small insertions and deletions (INDELs). To supplement this set, 100bp paired-end genomic libraries were made for four strains and resequenced with an Illumina HiSeq 2000.

Additional high quality, high depth sequencing libraries were also available for 20 strains *D. melanogaster* of isolated from Europe [80] and 139 strains from African, the ancestral home of *D. melanogaster*. The French strains are isofemale full-sib inbred lines from Montpellier, France and were sequenced to 50x coverage with an Illumina HiSeq 2000 by the BGI. The African isofemale strains were collected from 20 populations across Africa and while not inbred through full-sib matings, libraries were made from haploid embryos[81, 82] and sequenced with an Illumina GA2[83].

The largest high quality set of variants from a N. American population of *D. melanogaster* is from a collection of 96 inbred strains derived from a population in Winters, CA in which a 148kb bab locus has been Sanger sequenced [84]. Comparing the alleles and frequencies from the DGRP and Winters populations in Figure 2.1 shows that nearly all variants at the locus are shared and at similar frequencies. In total, my final variant collection contains 5,594,892 variants: 3,274,246 substitutions and 2,320,646 indels. This is 1,398,051 less than the 4,672,297 substitutions than were found using the DGRP project’s Joint Genotyper for Inbred Lines[85] variant caller which does not take pervasive sequencing technology errors into account and reflects the benefit of using the global strain collection while jointly variant calling [86]
2.2.2 Genome wide purifying selection on cis-regulatory modules

Conservation and scans for selective pressure may allow us to classify the thousands of transcription factor binding sites [87]. My approach was to first define the general selective pressures on the D. melanogaster genome and then to narrow down my focus to the bound regions and the variations in predicted binding sites. Previous studies of isolated loci on the X chromosome suggested that most of the genome is under selection, including most of the noncoding sequence [73]. This observation is supported by measuring the overabundance of rare alleles across the entire genome, summarized by Tajima’s D in Figure 2.2. If particular bound regions or regulatory sequences are under stronger selective pressures then we should observe further excess in rare alleles in these regions when compared to other noncoding regions. However, for most bound regions we do not observe a significantly larger selective pressure. To further characterize the effects of selection on bound regions, I measured the relationship between selection and binding strength (Figure 2.4) as well as the relationship between the binding strength and the conservation of the predicted binding sites in the bound regions (Figure 2.3). In both cases there is no significant relationship, which indicates that while these regions are under a general purifying selection, there is no simple relationship between the strength of binding and the selective pressures on that bound region. However, there is an enrichment of bound regions that contain a small number of polymorphic predicted binding sites in Figure 2.3.

To test if this enrichment of polymorphic predicted binding sites was significant, I modified the Tajima’s D test so that instead of measuring the skew in the allele frequency of all single nucleotide polymorphisms in the bound regions, I measured the skew in only the polymorphisms that disrupted a predicted binding site in a bound region (Figure 2.5), essentially focusing the test to be most sensitive to only the features we are interested in and removing possible confounding background polymorphisms when looking at regions in different contexts across the genome. This skew was not significant when compared to an analysis of the same regions but using a randomly permuted matrix of the binding motif ($p > 0.35$, Wilcoxon rank-sum test).

2.3 Discussion

The diversity within the North American population of D. melanogaster from which the common lab strain Oregon-R was derived [88] was screened for polymorphism which disrupt transcription factor binding sites and compared to the binding strength of the cognizant transcription factor in those regions. These data suggest that even though the strength of binding of the transcription factors for anterior - posterior patterning has a very dynamic range, even low levels of binding are under purifying selection. However several factors may be obscuring the analysis.

First, the low levels of polymorphism in general reduces the number of polymorphic binding sites I have to measure. The average bound region contains 0.0491 segregating sites/bp but only 0.0083 segregating binding site motifs/bp. In spite of this, the mean
binding site $D$ is within the range of intergenic $D$ (Figures 2.2,2.5). The general trend of an excess of rare alleles within all bound regions including those in binding sites indicates that although there is a deficit of informative variants, the general trend is consistent. In addition, these strains were also largely purged of rare strongly deleterious alleles through the generations of inbreeding[74] so the tests are conservative and if unbiased population samples were collected it is possible that a subset of these regions would be found to be under differential selective pressures.

Related to the biases of the DGRP strains is the demographics of the N. American strains in general. $D. melanogaster$ has experienced an bottleneck and expansion into N. American within the last 10,000 years[89, 90, 91] which will lead to an excess of rare alleles if the population has not reached equilibrium[92]. The impact of demographics has been considered by contrasting the allele distributions of disrupted binding sites with genomic regions, introns (Figure 2.2), that are undergoing less selection and should more sensitive to demographic effects. Compared to these regions, bound cis-regulatory sequences appear to be under stronger purifying selection. An additional assumption is the independence of the each segregating site. In contrast to humans[93], this assumption is largely justified since $D. melanogaster$ has a recombination rate that, while not completely uniform, is largely free of dominating recombination hotspots[94] and much smaller linkage between loci[74], $r^2$ decaying to less than 0.1 within 100bp.

Lastly, the motifs predictions themselves are subject to some inaccuracy due to the stochastic binding and context dependency of transcription factor binding[95]. The motifs themselves were defined by a variety of methods, SELEX, Y1H and DNase footprints, which measure slightly difference features of the binding motifs. These motifs do have reason to be relied upon with some confidence though since occupancy can be predicted from these motifs once other genomic contexts have been accounted for[96].

In total, these analysis show that weakly bound regions are under purifying selection as strong as the highly bound regions. Whether these the selection acting on these regions is actually a consequence of the weak binding of transcription factors is not clear. Transcription factors are known to transitivity bind in a nonspecific manner and the presence of these factors could be of no biological consequence[97]. Indeed, the complete lack of differential selection on the binding sites and correlation with occupancy suggests that the binding is not the phenotype under selection. This supports a hypotheses that the it is a general feature of the region that is under selection and the binding is a spandrel[98]. A possible explanation is that the chromatin in all bound regions is under selection to be in an open state, perhaps so that the region will be accessible for regulation at a later time in development. However, there could also be an unknown transcription factor that is actively regulating during this stage and primarily responsible for the open chromatin. If this is case, variants that effect the binding of these unknown actors could causes observable changes in the chromatin state and I explore this possibility in Chapter 3.
2.4 Methods for finding polymorphisms

Raw short Illumina reads for public data sets DGRP and DPGP2 were downloaded from the NCBI SRA, accessions SRP000694 and SRP005599 respectively. European D. melanogaster data courtesy of Casey Bergman and retrieved from Bergman lab webpage [80]. Additional high quality paired-end libraries were generated and sequenced on an Illumina HiSeq to over 50x coverage for four strains: DGRP208, DGRP324, DGRP437, DGRP505. Libraries were made from adult females and the reads are available on request. Each read set was filtered for reads that failed standard Illumina quality controls and adapters removed with Timmomattic [99] using settings 'ILLUMINACLIP:TruSeq2-SE.fa:2:30:10'.

True positive data sets: Odorant Receptor loci [100] from the same DGRP lines were retrieved from NCBI Genbank [GQ919302 - GQ920615] and bab locus sequences [84] from an unrelated North American population from Winters, CA, USA were obtained through personal communication with Ryan Bickel. Each loci was aligned to the reference genome loci with FSA [101], ambiguous alignment regions were fixed by manual inspection.

Quality controlled reads for each genomic library were aligned separately to the dm5 genome from FlyBase [102] with stampy v1.0.21 [103, 104] with ’–substitutionrate=0.01’ using bwa 0.5.9-r16 [105] as a prealigner. Strains with multiple libraries were merged with picard [106] MergeSamFiles into single bam files. Duplicate reads were removed from each bam file with picard MarkDuplicates. Each strain bam file was then preprocessed with GATK IndelRealigner and ReduceReads and all strains were jointly genotyped with GATK UnifiedGenotyper [107]. A preliminary high quality variant set was generated with the high coverage strains using the intersection of GATK and bcftools [108] whole genome hard filtered variant calls; SNP filters QD < 2.0, MQ < 40.0, FS > 60.0, MQRankSum < -12.5, ReadPosRankSum < -8.0 and INDEL filters QD < 2.0, ReadPosRankSum < -20.0, FS > 200.0. The raw variant calls were recalibrated with GATK VariantRecalibrator using the Sanger validated variants as truth and preliminary variants with high confidence. Final variants were accepted if they fit the GATK true positive model and were in the highest specificity category.

2.5 Methods for inferring selection on binding sites

Bound regions were defined using the ChIP-seq footprints from previous experiments [109]. Transcription factor binding sites used matrices from in vitro footprinting [110], one-hybrid assays [111], and SELEX [63]. Thresholds were set to match in vitro binding [55] using patser-v3e [112].

Tests for neutrality of binding motifs were performed by encoding the presence and absence of motifs in bound windows and a neutrality score was calculated with custom scripts available on request. The score is defined as:

$$\pi - \frac{S}{a_i} \sqrt{e_1 S + e_2 S(S - 1)}$$

(2.1)
where $S$ is the number of segregating motifs, $\pi$ is the mean number of motif differences, $a_i$ is the sum of the harmonic series of $i$, the number of samples, and $e_1, e_2$ are normalizing parameters defined by Tajima[113].

### 2.6 Figures

*Figure 2.1*: Histogram of allele frequencies from two populations of N. American strains. The alleles found from the Raleigh population measured with short reads correlate highly with alleles in the Winters population from Sanger sequencing.
Figure 2.2: Distribution of Tajima’s D values for classes of *D. melanogaster* DNA. Bar are given with whiskers indicating two standard errors. Transcription factors regions for each factor were appended together.
Figure 2.3: Strength of AP transcription factors binding in relationship to population motif diversity in bound regions. Strength of binding is measured by the maximum fragment depth of the region and motifs were considered as binary absent or present if the motif passed a p-value threshold.
2.6. FIGURES

Figure 2.4: Binding of AP transcription factors in relationship of excess low frequency motifs $D$ as calculated in equation 2.1
Figure 2.5: Transcription factor binding sites are under similar selective pressures as the entire cis-regulatory module. Each motif was shuffled by column followed by row and scored against the bound regions using the same thresholds as the canonical motif. The score distributions were compared with Wilcoxon rank-sum test and no significant differences were found.
Chapter 3

Early Embryo Chromatin Landscape

The foundations of Metazoan body plans are laid during early embryogenesis. Combinatorial expression of transcription factors over time progressively refine cellular domains and impart eventual tissue specificity. Expression of these genes is proceeded by the integration of regulatory proteins binding to and/or creating regions of DNA released from the tightly wrapped chromatin. Regulation of all but a few well studied genes is poorly understood and the variation in the accessible regions of DNA within \textit{Drosophila melanogaster} has not been explored previously. I used DNaseI hypersensitivity to define this accessibility landscape and find that is it highly constrained between strains during embryogenesis. Within the limits of this constraint, there are DNA motifs that are associated with quantitative variation in the level of accessibility which are linked in transcription factors. The overall stability of the accessible region combined with sequence variation within those regions leads to a model of chromatin regulation defined by the combination of transcription factors.

3.1 Introduction

DNA packaging and nucleosomes Metazoan development is process in which a single cell divides and differentiates into a diversity of cell types mediated by a set of interactions between proteins and DNA that leads to a complex network of gene expression patterns\cite{114, 115}. The genetic regulatory elements of this process include short DNA sequences both proximal and distal to the regulated gene that will bind to proteins and affect a multitude of processes such as to enhance\cite{116, 117}, repress or silence gene expression\cite{118, 119, 120}. Additional regulatory elements act at the promoters of genes\cite{121}, at the far edges to insulate inappropriate regulation\cite{122}, or to tether multiple regulatory elements together\cite{123, 124}. These regulatory elements are regulated themselves by sequestering these regions in tightly wrapped and inaccessible protein complexes called nucleosomes or displaying these sequences in nucleosome free regions\cite{125, 126, 127}. In addition, these regulatory regions are often found together allowing for combinatorial regulation and interactions between the bound proteins\cite{128, 129}.

During development, the chromatin DNA/nucleosome complexes at the promoter are
remodeled to regulate gene expression. The histones in the nucleosome are modified at the promoter to include the H2A.Z variant [130] which assists in recruiting RNA polymerase [131]. Chromatin modifications also occur in other regions as transcription factors are recruited to cis-regulatory regions. Several examples in embryogenesis and cellular differentiation show that transcription factors bind in an orderly fashion, starting with a pioneering transcription factor [132] which recruits histone modifying complexes [133, 126] and decreases the affinity of the nucleosomes to DNA [134]. The relaxed chromatin to then accessible to additional transcription factors which can bind and enhance gene expression. Conversely, repressors and insulators of gene regulation can recruit Polycomb complexes [135, 136] that tighten the chromatin and prevent further transcription factor binding [137, 138].

The two dominant models of transcription factor binding in cis-regulatory modules are the "billboard" [39, 30, 139] model and the enhanceosome [38, 140] which differ in the interactions of the bound transcription factors. The enhanceosome model fits situations where a collection of transcription factor binding sites regulate synergistically and a single mutation in one the binding sites will obliterate the functional activity as seen in the IFN-beta gene regulation [38] and some dorsal-ventral regulators [140]. The billboard model on the other hand describes the display of a collection of semi-independent binding sites where regulation is mediated the binding of a subset of these site, allowing for some flexibility in the composition of the CRM, a model which more accurately describes the enhancers of eve. Both models require the depletion of nucleosomes for transcription factor binding.

Previously Bradley et al. examined the binding of a set of transcription factors regulating anterior-posterior patterning in the closely related species D. melanogaster and D. yakuba [109]. The evolutionary distance between these two Dipteran species is small enough that 95-98% of the transcription factor binding sites are conserved between them in contrast to the 11-59% conserved between humans and mice [141] or the 22-34% [142] and 7-42% [143] conserved between yeast species. While these transcription factor binding sites contained divergent positions, the predictive value of these changes where limited and the dominate predictor quantitative changes in transcription factor binding was the presence or absence of a CAGGTAG kmer known to be a binding site of Zelda [144], an activator of the early zygotic genome [145]. This kmer was associated with the joint increase or decrease in binding of several transcription factors simultaneously suggesting that the changes in the accessibility of the chromatin mediated divergence between species.

When using comparative genomics, we need to consider the amount and context of the divergence we observe. Observations of conservation in comparisons between distantly related species in which genomic sequences have accumulated large amount of divergence allows for identification of the core elements required for a particular process. However, when trying to determine the consequences of variations in a process, comparisons between divergent species is complicated by the large number of variations, leading to difficulty determining which variations are of interest. A further consideration is that the comparison between species that are diverged could result in erroneous conclusions about variation if the process has diverged in function. In contrast, variations between very closely related species or even variation within a species occur in a more highly conserved background, increasing
the power to link the consequences of a polymorphism to a change in the phenotype. The trade-off is that there are much fewer number of variations which we can observe. While *D. melanogaster* is relatively closely related to *D. yakuba* and contains extensive changes in binding but we are unable to predict the underlying sequence changes that influence these changes due to the large number of polymorphisms between species. I will avoid this issue by using a within species comparison.

Ideally, I would like to characterize all DNA-protein interactions in all of the sequenced *D. melanogaster* strains, and thereby directly identify specific protein-DNA interactions that vary in the population. However, such an experiment is not practical in either time or resources. It would be feasible to carry out a more limited version of this experiment - looking at a few factors in a subset of strains. But this is likely to have low yield. So I have designed an alternative strategy.

In this work, I identified regions of the *D. melanogaster* genome whose chromatin accessibility in blastoderm embryos varies among the sequenced strains. There is an emerging body of evidence that nucleosome occupancy and transcription factor binding are inversely correlated[146], and that changes in transcription factor binding are associated with changed in chromatin accessibility[109]. Thus, if a particular protein-DNA interaction varies among strains, it will be associated with variable nucleosome occupancy and chromatin accessibility. A genome-wide screen for variable chromatin accessibility revealed polymorphic chromatin accessibility generically for all factors active in the embryo. From these regions of differential accessibility I identified drivers of chromatin state change within *D. melanogaster*. These results will inform future models of transcriptional regulation and evolution.

### 3.2 Results

An embryo undergoing early development is a very dynamic system, with rapid cellular divisions and the activation and refinement of zygotic gene expression. Measurements of the embryo during this active stage must take special care to ensure that samples of embryos are of comparable states. For example, the contamination of 5% stage 11 embryos with 40,000 nuclei per embryo [147] into a otherwise pure collection of stage 5 embryos with 6,000 nuclei per embryo [148] will represent contamination of 25.6% of the nuclei. Taking extreme measures such as hand sorting embryos to ensure purity has been used to discover fine stage specific differences in transcription factor binding at a mitotic cycle resolution [96]. The chromatin accessibility landscape is tightly correlated with the proximal transcription factor binding and exclusion of nucleosomes [149, 150, 151, 132] and therefore should mirror the dynamic binding of transcription factors. Previous surveys of DNaseI hypersensitivity (DHS) across longer time windows in *D. melanogaster* development sampling stages 5 to 14, found that many DHS regions are stage specific, are linked to stage specific expression of nearby genes, and are associated with motifs presumed to also be bound in a stage specific manner[152].

DNaseI hypersensitivity is an assay based on the steric blockage of cleavage capacities
of the active site of the deoxyribonuclease by DNA-protein complexes \cite{153, 154, 155}. DNA wrapped up and bound by nucleosomes are protected from the cleavage of DNases while regions that are nucleosome free are susceptible to fragmentation \cite{154}. Chromatin that has been digested to a degree that results in several hundred base-pair fragments followed by next-generation sequencing results in the ability to determine at base-pair resolution the accessibility of the chromatin \cite{156}, a substantial improvement over previous DNaseI microarrays \cite{157}. Since both ends of the fragment should be cleaved by DNaseI and cleavage is a stochastic process, the degree of the digestion and therefore the average fragment size will lead to different distributions of cleavage sites \cite{158}.

For those reasons, the chromatin and DNaseI treatment comparisons were collected in a pairwise fashion where each strain was mixed at the embryo stage as shown in Figure 3.1. This design attempts to equalize all DNaseI treatments so that any differences in recovered fragments reflects the genetic differences between strains and sample input instead of staging problems or variations in fragmentation. When collecting embryos for each strain two at a time, I was able to ensure that each fly population was fed at the same time, retained embryos were cleared at the same time and embryos were collected and aged simultaneously. After collecting embryos, equal weights of each strain were pooled and fragmented in the same tube. By comparing the combinations of sequencing depths of pairwise pooled alleles, accurate effects of each pair of alleles can be determined \cite{159}.

The chromatin accessibility landscape is very consistent between samples as seen at the eve locus in Figure 3.2. In fact, quantifying the similarity by finding windows of increased DNaseI accessibility with MACS2 for each sample showed that 93-97\% of the top 20\% of regions in any sample are also are accessible in the top 20\% of all other samples and those that are not found in the top 20\% are all found in the top 60\%. These highly conserved regions are also those with the highest sensitivity. The q-values in these variable regions are much weaker than the conserved regions (mean conserved q-value = 62.02, mean variable q-values = 39.59, \( p = 1.04 \times 10^{-11} \)).

This shared conservation of chromatin accessibility between strains of \textit{D. melanogaster} is linked to the overlapping binding of early embryonic transcription factors and other signals of chromatin accessibility such as RNA PolII and TFIIB. Comparing the DNase accessibility regions in these strains to the binding of 21 early embryonic transcription factors shows that 67\% of the accessible regions overlap at least of the these factor by 50\%, comparable to previous findings\cite{152}. While general accessibility of a region can be classified by the amount of DNaseI activity, with nucleosome free regions allowing access to the DNA, DNaseI is not the only protein that will be binding to the free DNA. These open regions are biologically interesting due to the binding of these factor and they too have an influence on the accessibility of DNaseI but on a much smaller scale, often only blocking DNaseI access at the short DNA binding site. With high enough sensitivity, these DNase footprints will be discoverable on a genome scale just as DNaseI footprints were found by isolating single fragments with gel assays\cite{160}. The signal of these footprints in surrounding accessible regions will the steep and local decrease in accessibility corresponding the binding site. The clarity of the these digital footprints will be mediated by the amount of occupancy of the bound protein and
homogeneity of the sample. Complex mixtures of cell types with diversity of expressed transcription factors or concentration will obscure the signature of these footprints. While the *D. melanogaster* stage 5 embryo is indeed a complex mixture of transcription factors without cellular compartmentalization, there are several transcription factors and coactivators that are ubiquitously expressed. Zelda is a maternally deposited protein that is distributed uniformly throughout the embryo and I used the bound regions defined by ChIP-seq [96] to find ZLD footprints in the overlap of ZLD bound and DNase accessible sequences. Figure 3.4 shows the aggregate footprint in these regions.

Although the genome wide accessibility landscape is highly constrained between strain, it is possible that quantitative variation in the accessibility can be explained by variation at the sequence level. With a small sample size, finding individual quantitative trait loci that explain any of the variance in accessibility is infeasible but by examining each DHS for genome wide trends, general trends can be elucidated. In particular, comparisons between species suggests that kmer composition in CRMs can be linked to quantitative variation in transcription factor binding and DNaseI hypersensitivity [109]. I examined each DNaseI hypersensitive region for variations and the differential accessibility was scored for each kmer overlapping a variant. The effect on scores were thresholded at a 0.05 FDR yielding 14 kmers with at least an 1.1 absolute mean differential effect on accessibility. A complete list of the kmers is shown in Table 3.1. These kmers are observed to have \( \log_2 \) fold effects on accessibility (Figure 3.6) that span several orders of magnitude.

The kmers that are associated with a change in DNaseI accessibility are nearly all binding sites for known transcriptional regulators. The kmers associated with an increase is accessibility include the binding sites for Ci, an transcription activator required for segment polarity[161], Broad which is primarily known for its role in metamorphosis[162] but is also an activator male specific genes in embryos[163], tramtrack represses several pair-rule genes[164] and is also found proximal to promoters in RNA PolII complexes[165], sugarbabe is a repressor of the fat catabolism pathway[166], Blimp-1 is a master regulator of cells destined for the trachial system [167], HKB is a terminal gap activator in the tail and repressor in the head[168], and Zelda is a well known activator of embryonic gene expression[169, 170, 171, 172, 173, 174, 96, 175, 145]. The kmers associated with decreases in accessibility include the motif for the gap repressor Krupple[], lola ,a repressor of Spire[176, 177], tinman, the activator of mesoderm fates[178] and ovo which is also an activator and repressor[179, 180, 181] but the remainder are less well characterized. Ets98B is a regulator of germ cell migration with an ETS DNA binding domain but the role it plays in regulating gene expression is unknown.[182, 183] while the kmer CGTAGTA/TACTACG which has the second highest association with a decrease in accessibility has no known protein partner.

Measuring the difference in expected accessibility between strains conditioned on the effect of a SNP which is differentially accessible shows a local effect on the surrounding chromatin, Figure 3.7. There is a difference between the regions that are increasing in accessibility verses decreasing in that regions around a SNP which increased accessibility have an consistently similar reaction while there is no significant deviation from expected
accessibility around SNP with decreased accessibility.

The accessible regions are enriched for function during this stage of the life cycle and targets of selection. The function of regions with variable accessibility is unknown but examination of the population diversity, $\pi$, in regions with conserved accessible verses those that are polymorphic with in the samples may distinguish these states. A reduction in diversity is found in variations in all accessible regions, regardless of conservation of chromatin state within the population as shown in Figure 3.8. The reduction in diversity for both classes is significant compared to the diversity in matching windows in the adjacent regions, $p = 1.57 \times 10^{-6}$ using a Wilcoxon rank-sum test. These diversity rates were calculated using combined substitutions and indels and separately with equivalent results.

3.3 Discussion

This study is the first exploration of DNaseI hypersensitivity variation in developing tissues from a fully genotyped strains. While extensive resources have been invested in the ENCODE project to determine chromatin states in hundreds of cell lines derived from a variety of tissues, very few of these have been genotyped. A collection of 70 Yoruba lymphoblastoid cell lines have been genotyped and assayed for chromatin accessibility[127] but these are immortalized lines and have idiosyncrasies that are not found in primary tissues[184]. The only previous experiment to reach this level of closeness to in vivo measurements is a study of terminally differentiated erythroblasts collected directly from eight inbred and genotyped strains of mice[185]. Other experiments include yeast[155], seedling and callus tissues of rice [186] and leaf and flower tissues in Arabidopsis[187] and a D. melanogaster time series of early embryogenesis[152].

The overall conservation of DHS regions is higher than any other study thus far. The mean DNaseI correlation between the 70 Yoruban lines is 0.7 with a range of 0.35 to 0.94[127] , while the correlation between any two D. melanogaster samples was never less that 0.86. Comparing D. melanogaster peak variability which is completely conserved at a qualitative level to those found in mouse mature primary erythroid cells where 14% showed gains and losses between strains again shows that that embryonic accessibility landscape is under far more regulation than terminally differentiated cells[185]. The erythroid comparison may not be completely fair due to a large amount of the changes found that many variable DHS regions were due to nearby RNA expression differences and not due to any cis variation with the region [185]. Regardless of expression induced changes, the qualitative variability in the accessibility in non-embryonic cells is far higher than embryonic.

This early embryonic accessibility landscape is also more conserved within a stage than between stages of development. Previous comparisons of chromatin accessibility at five stages of D. melanogaster (stages 5, 9, 10, 11, and 14) spanning 8 hours of development found a dynamic reorganization. Even between stage 5 and the closest stage 9, there was a gain or loss of 20% of the accessible regions and the correlation between the youngest and oldest stages dropped to 0.52[152]. Comparisons of chromatin accessibility during D. melanogaster
larval stages using FAIRE-seq[188] do find that imaginal discs of thoracic appendages at the same stage are more similar to each other than to the central nervous system. The majority of the larval tissues are differentiated at this stage and if differences between strains were examined, they may be more similar in character to the mouse erythroids.

While the overall accessibility landscape is relatively stable, the quantitative changes at alleles between strains are reproducible and represent subtle but consistent regulatory effects. With a small sample, I was able to find general genome wide trends that implicate a combination of transcription factors, including the pioneering factor ZLD, in enhancing and repressing DNaseI accessibility. While ZLD was expected in this set of motifs, it striking what is missing in this set. There are no motifs associated with insulator factors such as CTCF, CP190, BEAF-32, Su(Hw), Mod-(mdg4) and GAF which previous studies have found to be present at the boundaries of cis-regulatory modules[189]. Also missing are kmers associated with the Male Specific Lethal (MSL) complex[190] that acetylates histones and increases transcription on the X chromosome in males. This suggests that there is strong selection against the variable presence of these motifs, again even in the weakly accessible regions.

The number of kmers significantly associated with a change in chromatin accessibility is surprisingly low considering potential effects that the loss of a transcription factor binding site can have [191] and supports the predominance of the billboard model of enhancer activity that maintains open enhancers and buffers combinations of variable affinity transcription factor binding sites. The strong conservation of DNase accessible regions also lends support to the interpretation of weakly bound regions having at least a neutral role in development and the suppression of diversity in accessible regions suggests that these regions are under selection for a role at some other point in development. This adds further evidence that weak transcription factor binding are likely to be a byproduct of setting up open chromatin and are nonfunctional at this stage. There are several caveats to these conclusions including the unknown effect that these weakly bound and variable accessible regions have on expression and this is examined in Chapter 4.

3.4 Methods of Embryo Collection and Treatment

Each strain of D. melanogaster was maintained at in vials until expansion for collection. During expansion, 25-30 flies were transferred into fresh bottles and pushed every two days for six days and then discarded. This process was repeated for each generation until the population reached approximately 150ml of flies at which point the newly hatched flies were transferred to population cages and maintained until maturity. Embryos were collected on yeast/molasses plates for 50min and aged for 2 hours and 15-25 min in order to obtain stage 5 embryos, verified by microscopic inspection.

**DNase I Treatment of Nuclei Isolated from Drosophila Embryos**

Modified from Xiao-yong Li/Eisen lab

**Stock Buffers and Solutions**

3 M KCl
1M CaCl₂
0.5 M EDTA
0.5 M EGTA
1M TrisCl, pH 8.0
10% NP40
0.5 M spermine
0.5 M spermidine
10 mg/ml RNase
20% SDS
10 U/ul DNase I

**Buffer A (500 ml)**

<table>
<thead>
<tr>
<th>Final Concentration</th>
<th>Stock conc.</th>
<th>Amount to add</th>
</tr>
</thead>
<tbody>
<tr>
<td>M15 mM Tris-Cl, pH 8.0</td>
<td>1 M</td>
<td>7.5 mL</td>
</tr>
<tr>
<td>15 mM NaCl</td>
<td>5 M</td>
<td>1.5 mL</td>
</tr>
<tr>
<td>60 mM KCl</td>
<td>3 M</td>
<td>10 mL</td>
</tr>
<tr>
<td>1 mM EDTA, pH 8.0</td>
<td>0.5 M</td>
<td>1 mL</td>
</tr>
<tr>
<td>0.5 mM EGTA, pH 8.0</td>
<td>0.25 M</td>
<td>1 mL</td>
</tr>
<tr>
<td>0.5 mM Spermidine</td>
<td>1 M</td>
<td>250 µl</td>
</tr>
<tr>
<td>H₂O, sterile</td>
<td></td>
<td>478.75 ml</td>
</tr>
</tbody>
</table>

Filter (0.22 um), store at store at 4°C

**Stop Buffer (500 ml)**

<table>
<thead>
<tr>
<th>Final Concentration</th>
<th>Stock conc.</th>
<th>Amount to add</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 mM Tris-Cl, pH 8.0</td>
<td>1 M</td>
<td>25 mL</td>
</tr>
<tr>
<td>100 mM NaCl</td>
<td>5 M</td>
<td>10 mL</td>
</tr>
<tr>
<td>0.10 % SDS</td>
<td>20%</td>
<td>2.5 mL</td>
</tr>
<tr>
<td>100 mM EDTA, pH 8.0</td>
<td>0.5 M</td>
<td>100 mL</td>
</tr>
<tr>
<td>H₂O, sterile</td>
<td></td>
<td>362.5 ml</td>
</tr>
</tbody>
</table>

Filter (0.22 um), store at room temperature (or 4°C).

**Working solution**

Buffer A + spermine: 5 ml/g embryos

<table>
<thead>
<tr>
<th>Amount to add</th>
<th>Stock</th>
</tr>
</thead>
<tbody>
<tr>
<td>25.0 ml</td>
<td>buffer A</td>
</tr>
<tr>
<td>7.5 µl</td>
<td>0.5 M spermine(final 0.15 mM)</td>
</tr>
<tr>
<td>25 ml</td>
<td></td>
</tr>
</tbody>
</table>

Set on ice. Add DTT to 0.5 mM, and PMSF to 1 mM right before use
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**Buffer A**: need 10 ml/g embryos
Chill on ice

**DNase I 1X Digestion Buffer**: 5 mL/g stage 5 embryos

<table>
<thead>
<tr>
<th>Amount to add</th>
<th>Stock</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 ml</td>
<td>buffer A</td>
<td></td>
</tr>
<tr>
<td>0.15 mL</td>
<td>1M CaCl2</td>
<td>6 mM</td>
</tr>
<tr>
<td>0.375 mL</td>
<td>5M NaCl</td>
<td>75 mM</td>
</tr>
</tbody>
</table>

**Stop Buffer**: 2.5 ml/g stage 5 embryos

<table>
<thead>
<tr>
<th>Amount to add</th>
<th>Stock</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 ml</td>
<td>Stop solution</td>
<td></td>
</tr>
<tr>
<td>25 µl</td>
<td>10 mg/ml RNase A</td>
<td>10 µg/ml</td>
</tr>
<tr>
<td>25 µl</td>
<td>1 M Spermidine</td>
<td>1 mM</td>
</tr>
<tr>
<td>15 µl</td>
<td>0.5 M Spermine</td>
<td>0.3 mM</td>
</tr>
<tr>
<td>25 ml</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*: if precipitate forms, heat to 55°C to bring back to solution
10% NP40
DNase I aliquot
Other setups: Tubes for aliquoting DNase I solution, 1 per reaction;
Tubes for Nuclei digestion, 1 per reaction; Dounce homogenizer (5 ml), with pestle A, and B Mira-cloth wet in sterile ddH2O.

**I. Nuclei Prep**
Prior to Isolation of Nuclei:
1. Prepare stop solution, as above, prewar it in a 37°C water bath.
2. Prepare fresh 1X DNase I Buffer. Transfer 0.5 ml/0.1g embryo to a new 15 ml tube, and put in a 37°C water bath, after known amount of embryos to be treated.

Embryo collection and nuclei isolation (stage 5: for each 0.5 g, carry out 2.5 ml digestion; stage 9, 0.3g in 2.5 ml digestion)
1. Collect embryos from population cages, allow the embryos to develop to desired developmental stage; harvest and dechorinate the embryos.
2. Resuspend in 5 ml cold (buffer A + spermine), + 0.5 mM DTT, + 1 mM PMSF) per gram of embryos
3. Homogenize with a dounce homogenizer, pestle A, 2-3 strokes
4. Pass the homogenate through Miracloth pre-wetted with cold H2O, into another clean dounce homogenizer.
5. Further homogenize using a dounce homogenizer, pestle B, 5-6 strokes. Transfer homogenate to microcentrifuge tubes.
6. Add 10% NP-40 drop-wise to final concentration of 0.5%, mix well.
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7. Spin 1.5 ml aliquots in microcentrifuge at 3 krpm at 4°C for 3 min.
8. Re-suspend gently each nuclei pellet in 1 ml of fresh buffer A. (if not sure about nuclei concentration, take a small aliquot and set aside for nuclei count).
9. Spin the nuclei down at 3 krpm at 4°C for 3 min.
10. Repeat steps 8-9.
11. Re-suspend the nuclei in each tube into 25 ul remaining buffer.
12. Transfer nuclei to a 15 ml tube

**Nuclei Count**
1. dilute nuclei 1:10, Count nuclei on the hemacytometer while pelleting nuclei.(count can be done in buffer A)

**II. DNase I treatment**
Use Roche DNase I at 10,20,40, or 60 units/ml (non-Mg++ buffer). With small amount of embryos, carry out just one DNase I digestion a time, repeat with different amount of DNase I from different harvest. (most likely the 1st 2nd concentration will produce the right digestion). Now, Stop Buffer and 1x DNase I buffer (already aliquoted) should have been equilibrated to 37°C, (>30 minutes.)
1. For each 0.1 g embryos, or 0.5 ml DNase I digestion buffer, add 0.5, 1, 2, 3 ul (10 units/µl) DNase I enzymes to each of the equilibrated tube containing DNase I buffer.
2. Mix thoroughly by pipetting.
3. Place tubes with nuclei pellets in 37°C water bath and allow temperature to equilibrate for 1 minute at 37°C.
4. Re-suspend nuclei pellet with 1x DNase I buffer plus enzyme, pipette several times gently to ensure homogenous suspension.
5. Incubate for 3 minutes at 37°C.
6. Add equal volume of stop buffer to each reaction tube, mix by inverting several times, transfer tubes to 55°C water bath.
7. Allow digestion tubes to incubate at 55°C for 15 minutes, then for each ml of sample, add 2.5 µl 10 mg/ml proteinase K.
8. Allow digestion with Proteinase K to continue overnight (min. 16 hr.) at 55°C.
9. Store at 4°C.

3.5 Methods of Comparing DNase-seq

*Mapping and snp calling*
DNaseI libraries were prepared using the Illumina V2 protocols and sequenced at the QB3 Vincent J. Coates Genomics Sequencing Laboratory. The resulting fragments were trimmed with Timmomattic [99] with settings `illuminaclip:TruSeq2-SE.fa:2:30:10`. The trimmed reads were then aligned to the dm5.54 genome from FlyBase [102] with stampy v1.0.21 (r1654) [103] with `-substitutionrate=0.01` using bwa 0.5.9-r16 [105] as a prealigner. The
mapped reads were then realigned against the known variants from Chapter 2 with GATK 2.4-9-g532efad \[107\]. For each pairwise mixture, the allelic depths were extracted using GATK against the known variants for those strains and compared to the expected mixture proportions from the genotypes of the mixed strains with a binomial test. Mixtures proportions were estimated from genotype ratios of private homozygous alleles with coverage between 10-25 to avoid random biases in low coverage regions and DNase specific biases in high coverage regions.

**DNaseI Hypersensitive Regions**

DNaseI hypersensitive regions were called using MACS2\[192\] with a q-value threshold of 0.02. Other methods for determining accessible regions such as ZINBA\[193\] and fseq\[194\] gave similar results.

**Kmer association**

Kmers associations were calculated assigning a score to each instance of a kmer overlapping variants $A$ and $a$ with read coverage $D_A$ and $D_a$ where the kmers containing the overrepresented variant are given a positive score:

$$S = \log_2 \frac{\max(D_A, D_a) + 1}{\min(D_A, D_a) + 1}$$

and the kmers containing the underrepresented variant are assigned a negative score:

$$S = -\log_2 \frac{\max(D_A, D_a) + 1}{\min(D_A, D_a) + 1}$$

The list of kmers was consolidated by collapsing each kmer with its reverse complement and assigning pair of values to the lexicographically larger kmer. An FDR was calculated by permuting the depths of the alleles across the genome \[195\]. Kmers were matched to known *Drosophila* transcription factor motifs with the TOMTOM motif comparison server version 4.9.1 \[196\]

3.6 Figures
Figure 3.1: DGRP strains used for mixture combinations. Each strain was mixed with all others at least once and biological replicates for DGRP705 mixed with DGRP380 and DGRP437 were collected and sequenced.
Figure 3.2: DNase landscape at *eve*. A subset of the strain mixtures shows the range of accessibilities and general consistency between strains.
Figure 3.3: DNase signal at TF peaks from stage 5 embryos.
Figure 3.4: DNase I cleavage (per nucleotide per 1M reads) at ChIP-seq identified ZLD binding sites. Red line is the average cuts on the positive strand and green represents DNase cuts mapping to the negative strand.
Figure 3.5: Kmer effects on chromatin accessibility

Figure 3.6: Fold change in accessibility at kmers with largest mean effects on chromatin state.
Figure 3.7: Change in accessibility around differentially accessibility SNPs. The difference in expected accessibility corrected for mixture ratios around SNPs which deviated significantly from expected ratios.
Figure 3.8: Regions with conserved and variable chromatin accessibility are both under purifying selection. The mean pairwise diversity around the peak of chromatin accessible regions were smoothed with LOWESS for each class of chromatin accessible regions, shared within all strains in red and polymorphic in blue.
### Table 3.1: Kmer effects on chromatin accessibility

<table>
<thead>
<tr>
<th>Kmer</th>
<th>Mean DNase Effect</th>
<th>Transcription Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCCCCGGA/TCCGGGG</td>
<td>-1.67</td>
<td>Ets98B</td>
</tr>
<tr>
<td>CGTAGTA/TACTACG</td>
<td>-1.24</td>
<td>no match</td>
</tr>
<tr>
<td>CCTGAGA/TCTCAGG</td>
<td>-1.22</td>
<td>tin</td>
</tr>
<tr>
<td>CTGTAAC/GTTACAG</td>
<td>-1.21</td>
<td>ovo</td>
</tr>
<tr>
<td>CGGGTTA/TAACCCG</td>
<td>-1.13</td>
<td>Kr</td>
</tr>
<tr>
<td>GACCCCTC/GAGGGTC</td>
<td>-1.13</td>
<td>lola</td>
</tr>
<tr>
<td>GGCCACC/GGTGGCC</td>
<td>1.12</td>
<td>Ci</td>
</tr>
<tr>
<td>CAGGTCCG/GGACCTG</td>
<td>1.18</td>
<td>Zelda</td>
</tr>
<tr>
<td>ATAGACC/GGTCTAT</td>
<td>1.21</td>
<td>br</td>
</tr>
<tr>
<td>GGCAGGA/TCCGTCC</td>
<td>1.21</td>
<td>ttk</td>
</tr>
<tr>
<td>CCGCGGA/TCCGCGG</td>
<td>1.24</td>
<td>sug</td>
</tr>
<tr>
<td>CTTACCC/GGGTAAG</td>
<td>1.28</td>
<td>Blimp-1</td>
</tr>
<tr>
<td>CCCACCG/CGTGCGG</td>
<td>1.37</td>
<td>sug</td>
</tr>
<tr>
<td>AGGCCCCG/CGGGCCT</td>
<td>1.71</td>
<td>hkb</td>
</tr>
</tbody>
</table>
Chapter 4

Interaction of Chromatin and Expression in Early Embryogenesis

The map of genotype to phenotype for a single trait is mediated by layers of regulation and a network of interactions with other phenotypes. A change in a transcription factor binding site can increase the phenotype of protein binding promoting expression but compensatory regulatory processes can maintain the steady state levels of the transcript through increasing mRNA decay. In *D. melanogaster* embryos, a wide range of binding strengths are observed in the potential regulatory regions of developmental genes within a single strain. The chromatin accessibility landscape is also observed to be quantitatively variable between strains but the effects of these changes on gene expression is unknown. I examine the functional consequences of the *in vivo* variation in chromatin accessibility on the expression of nearby genes. Comparisons of differential gene expression and chromatin accessibility establish that while there is substantial expression variability between strains, expression has no relationship to the variability of the chromatin state of the strain. The provides additional evidence that while weak binding of transcription factors are conserved within a population, they likely have no impact of the regulation of nearby genes.

4.1 Introduction

The search for genetic regulators of gene expression variability has shown that while there are both *cis* and *trans* loci, the bulk of the regulation variability is linked to nearby variation. Joint examinations of segregating traits in F1 crosses in yeast[197] found that quantitative trait loci effecting expression (eQTLs) act in *cis* for over a third of the variably expressed genes. Searches for eQTLs in other organisms has found thousands of loci in humans[198], mice[199], rats, insects[199], and plants[200]. While the genetic architecture of each species can obscure the causal variants, in cases where they have been precisely identified, the variants often lay in predicted regulatory regions. A few variants have been exhaustively studied and found to disrupt transcription factor binding sites.
Chromatin accessibility has also been treated as a quantitative trait and the genetic bases of this variation have been found to play an important role in tissue specific regulation and differentiation. In a survey of human cell lines collected from genetically diverse humans, cis acting dsQTLs (DNaseI sensitivity QTL) were found to regulate thousands of region of chromatin. Examining the context of these dsQTLs showed again many were directly binding sites for regulators of chromatin such as CTFT, an insulator. In addition to the direct actors on chromatin accessibility, a subset of the dsQTLs were found to influence transcription factors that have a more direct effect of gene regulation, such as NF-κB. This overlap in the targets of QTLs that are linked to the same pathway of gene expression highlights the role that chromatin accessibility as an important factor in this process. The tight linkage is further supported by the joint role of over 55% of known eQTLs for human lymphoblastoid expression are also dsQTLs, while 16% of dsQTLs also effected expression.

While this connection of eQTL to dsQTL in immortal human cells cultures is an important discovery, the broader application and causal relationship is unknown. Mouse chromatin landscapes in primary and terminally differentiated erythroblasts found that the chromatin landscape is heavily influenced by expression differences and exhibits quantitative variation with no underlying genetic variation, suggesting that it is the expression that is driving chromatin change and not the converse [185].

An advantage in using stable cell line and terminally differentiated cells is that chromatin and gene expression are relatively constant over time. In these cells, an enhancer is held open and genes are turned on in stable state. It is not clear that the lessons learned in these settings have much to do with the dynamic in vivo state that is the developing embryo. In addition, human and mice have a lower rate of diversity and a larger spread in the spatial arrangement of their cis-regulatory models. D. melanogaster cis-regulatory modules have a higher density of transcription factor binding sites and there is substantial evidence that these binding sites act in a billboard type of action where several transcription factors all colocalize and act in a threshold manner that is less sensitive to the particular binding sites composition.

In this work, I examine the functional consequences of the in vivo variation in chromatin accessibility on the expression of nearby genes. Gene expression phenotypes play a closer and more direct role in the fitness of the organism and may be under converging levels of regulation that dampen the effects of chromatin accessibility. Here I use the same pairwise mixture approach to increase sensitivity of gene expression comparisons and establish that while there is substantial expression variability between strains, expression has no relationship to the variability of the chromatin state of the strain. The provides addition evidence that while weak binding of transcription factors are conserved within a population, they likely have no impact of the regulation of nearby genes.
4.2 Results

Using variants described in Chapter 2, I constructed isoform haplotypes for each strain mixture with an average of 23744 out of 36200 FlyBase annotated transcripts containing segregating variants between strains for qualification of allele specific expression. The fragments were also mapped to the reference sequence for comparison. Figure 4.1 shows that the fragments mapped to genes regions in a consistent but 5’ biased coverage. Using eXpress to estimate the read counts for each transcript model corrected these biases and allowed for less biased measurements of ASE using EBseq. The differentially expressed transcripts in each mixture illuminate relative changes and are not polarized relative to an ancestral state. Increases and decreases were defined relative to the comparisons in the mixture with the highest sequencing coverage, 303-324. Using these definitions, each pairwise mixture of RNA was examined for differential expression and an average of 9.25% of transcripts were differentially expressed at FDR=0.05 out of 11161 expressed transcripts across all samples.

These deferentially expressed transcripts shown in Figure 4.2 were not enriched for any particular developmental pathway and GO term analysis found one pathway, negative regulation of cell cycle, was enriched representing two genes, grapes and altered disjunction. I then looked at the potential targets of active transcription factors using ChIP-chip[66] and ChIP-seq[109] binding footprints 21 embryonic transcription factors within 2kb upstream of the expressed genes. The differentially expressed genes that are potential targets of anterior-posterior (A-P) and dorsal-ventral (D-V) patterning regulation in Figure 4.3 are less likely to be differentially expressed (3.98% of 7357 transcripts, \( p = 2.36 \times 10^{-6} \) by permuting annotations). When these transcription factor targeted gene are differentially expressed, the magnitude of difference is smaller than genes without nearby A-P or D-V binding \( (p = 9.37 \times 10^{-9}) \).

Collecting mRNA from the same biological samples for which DNase hypersensitive landscapes have been measured enables a direct comparison of the chromatin changes to expression changes. For each differentially expressed transcript, I determined how much change there was in the accessibility of the chromatin for that strain. Increases and decreases in chromatin accessibility have been found to be linked to expression changes in human tissues and cell lines and to a lesser degree in mouse cells. In Figure 4.4 I examine the change in chromatin state between two strains within 2Kb upstream of all expressed transcripts and find no significant correlation between an increase or decrease in chromatin accessibility and the expression of nearby genes (Spearman \( \rho = -0.01, p = 0.06 \)). The correlation between DNase accessibility and only differentially expressed transcripts instead of all expressed transcripts is even less significant (Spearman \( \rho = -0.01, p = 0.6 \)).

4.3 Discussion

A major goal of modern biology is to define and understand the entirety of the process in which a single cell embryo integrates the information in the genome and develops into
a multicelled organism with complex patterns of gene expressions, protein synthesis and modifications, regulating and feeding back on each other. Methods for creating lists of the functional elements have been fraught with problems in how to define what is functional, ranging from any physical interaction in which by definition every atom in a genome could be considered functional to various thresholds set by measurements of selective constrain or consistent interactions in many observations. While some projects such as ENCODE set a very low threshold for including a region of the human genome as functional by including all regions that are bound at some point to some protein as functional, these standards have been criticized for ignoring any evolutionary information such as the lack of sequence constraint or nonadaptive processes. In *D. melanogaster* a similar problem occurs when attempting to define the functional regulatory elements in embryogenesis. Simply defining all regions bound by transcription factors as functional leads to the inclusion of many sequences that have no nearby genes, that are weakly bound, and do not contain canonical transcription factor binding sites. Only by carefully considering functional directly or by an impact on a series of processes with a phenotype can be understood in an evolutionary context can function be determined.

Studying the role of chromatin accessibility in the relative to gene expression has been done in human cell lines. These QTLs studies with large numbers of samples found that changes in chromatin accessibility are linked to changes in gene expression and account for 80% of the variance for a handful of genes. In these *D. melanogaster* embryonic experiments though the there are fewer variable regions overall and those that are variable are not consistently associated with changes in expression. A trivial explanation is that there is not enough power in this experiment to detect associations. It is indeed underpowered to detect individual dsQTLs and eQTLs but as seen in Chapter 3, genome wide trends in chromatin accessibility can be found and there is no reason to assume that if those variable regions had an effect on expression, we would fail to observe it. The features of the human dsQTLs point to several viable reasons why chromatin accessibility is linked in those cell lines and not in embryos. The most significant lymphoblast dsQTLs are found in the binding sites of NF-κB. NF-κB binding is known in some cases to be part of a complex of tightly interacting transcription factors such that the change in binding in one factor strong influences the binding of the interacting partners and turns genes on/off in a switch like manner. The known partners of NF-κB, PU.1, SP1, and others are significantly enriched for dsQTLs in binding sites for these proteins.

In contrast to the enhancesome regulation of the lymphoblast cells, the enhancers in *D. melanogaster* development appear to be dominated by the billboard model of Kulkarni and Arnosti. Chapter 2 and previous studies presented evidence that the regions with strongest transcription factor binding are as plastic in the composition of the cogent sites as the weakest regions. Additionally, many cis-regulatory module in *D. melanogaster* development integrate combinations of activators and repressors at several cis-regulatory modules, so that even if a single minimal cis-regulatory module is rendered inactive through the modification of an individual binding site, the overall regulation is maintained.

Since the magnitude of chromatin accessibility at cis-regulatory modules is correlated
with the strength of transcription factor binding\cite{149} and the weakest regions of chromatin accessibility are the most variable but still consistently accessible as summarized in Chapter 3, modest changes in the transcription factor binding are likely to be common in these regions. As we did not see any correlation in changes in gene expression linked to these variably accessible regions, this supports the conclusion that the thousands of weakly bound regions are not regulating gene expression. Future studies of functional elements in the \textit{D. melanogaster} genome will be able to use an expanded set of annotations in order to distinguish what characteristics define a functional element.

### 4.4 Methods

RNA was collected from mixtures of two strains of \textit{D. melanogaster} during homogenization for DNaseI treatment. Immediately after the dechoniated embryos were homogenized with a dounce, a sample of the lysate was fixed with trizol. Sequencing libraries were made from total RNA using the mRNA TruSeq kit from Illumina, following the manufacturer’s instructions. Libraries were sequenced on a HiSeq 2000 Illumina sequencer, yielding 17M-22M reads per library.

Reads were mapped to FlyBase transcripts generated from the r5.47 annotation. Each mixture was mapped to a custom reference sequences in strain specific references were made from the homozygous alleles found in the annotated transcripts. These paired transcript haplotype references were then used to create mapping indexes with STAR 2.3.0e\cite{204} genomeGenerate. Each collection of reads was preprocessed as in 3 and mapped with STAR with default parameter except increasing the number of allowed multimapping positions to 20.

Transcript proportions were then estimated with eXpress v1.5.0\cite{205} with custom haplotypes for allele specific estimates. The counts per transcript were then examined with EBSeq\cite{206} for differential expression. Pairs of transcripts were accepted as differentially expressed if the posterior probability was greater than 0.95. Genes with differential expression were examined for GO term enrichment with GOrilla\cite{207}.

Comparisons of expression and differential DNase expression are all relative to the mixture of the individual strains. To take advantage of the replication provided by the combination of mixtures, alleles were considered if they occurred at least twice in any strain and arbitrarily labeled as 303 or 324 if the more frequent allele was found in that strain.

### 4.5 Figures
Figure 4.1: RNA fragment distribution between stain mixtures, including biological replicates.
**Figure 4.2**: Differential Expression in mixture of strains with alleles classified into matching strains 324 and 303. Red transcripts are expressed higher in 324, green transcripts are expressed higher in 303 with an FDR of 0.05 calculated with EBSeq.

**Figure 4.3**: Expression of AP and DV target genes. Of the 7064 expressed genes, 4% show differential expression.
Figure 4.4: Differential chromatin accessibility within 2Kb of TSS and expression per transcript. The colors of each transcript match Figure 4.2. All correlations of expression and DNase accessibility per transcript partitioned into increased expression, decreased expression, no change, and all transcripts were non-significant, p = 0.06 to 0.90.
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