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ABSTRACT OF THE DISSERTATION
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The innate immune system elicits a complex pathogen-specific inflammatory gene expression program involving hundreds of genes to provide the first line of host defense against pathogens. Two major transcription factor families, nuclear factor κB (NFκB) and the interferon regulatory factors (IRFs) are known to bind the κB-site and the interferon regulatory element (IRE), respectively. To our surprise, we identified the NFκB p50 homodimer as a negative regulator of IRF and anti-viral responses by directly binding to the IRE containing promoters via a newly defined subclass of guanine-rich IRE (G-IRE). Furthermore, we found the expression of the antiviral regulator IFNβ to be
stimulus-restricted by p50 homodimer binding to the G-IRE-containing enhancer to suppress cytotoxic IFN signaling.

The inflammatory expression program is believed to be a complicated gene regulatory network that involves more than 100 transcriptional regulators. Utilizing defined cellular stimuli and mathematical modeling of stereotypical promoter architectures, we categorized the inflammatory gene activation response into three surprisingly simple and separable gene programs that are functional targets of NFκB, bZIP and IRF/ISGF3. We did not identify a class of genes whose expression depends on synergy between different transcription factors, however, we discovered a new class of pathogen specific gene expression which depends on synergy between regulated mRNA stability and transcription.

MicroRNA-mediated gene repression has emerged as a potent mechanism of biological regulation pertaining to cancer and immunity, yet identifying target genes of specific miRNAs has been difficult. We pursued a computational discovery strategy that is inclusive of post-transcriptional modifications to miRNA seed sequences. We identified a specific A-to-I edited miR-155 seed sequence to be enriched in the 3’UTR of gene repression programs in macrophages and inflammatory TH1 cells, but not in anti-inflammatory TH2 cells or non-immune cells. In fact, edited forms of many highly expressed miRNAs emerge as candidate gene repression factors, in correlation with the strength of IFN signaling and the expression of an interferon inducible adenosine deaminase, ADAR1.
Chapter 1 : Introduction
The innate immune system is the first line of host defense against pathogens. The initial sensing of pathogen-associated molecular patterns (PAMPs) are by the germline-encoded pattern recognition receptors (PRRs). More recently, evidence has emerged that the PRRs also recognize endogenous molecules, damage-associated molecular patterns (DAMPs) that are released from damaged cells (Takeuchi and Akira, 2010). Toll-like receptors (TLRs) are the most well studied PRRs. They are differentially expressed on various immune cells, including dendritic cells, macrophages, B cells and specific types of T cells. Each TLR recognizes a distinct set of microbial components, TLR4 recognizes the gram-negative cell wall component lipopolysaccharide (LPS), TLR9 recognizes to the bacterial CpG-rich DNA sensor, TLR3 recognizes double stranded RNA viruses while TLR7 and TLR9 recognizes single stranded RNA viruses (Akira et al., 2006).

The signaling pathways activated by the PRRs induce the nuclear translocation of a set of transcription factors, including NFkB, IRFs and AP-1, which leads to the activation of hundreds of inflammatory response genes, such as cytokines, chemokines, IFNs, genes that are involved in antimicrobial defense and tissue repair (Takeuchi and Akira, 2010). It is important to understand the regulatory network that determine the innate immune response and inflammatory gene expression program, as uncontrolled activation of the inflammatory response could contribute to many chronic diseases such arthritis, atherosclerosis, autoimmune diseases or cancer (Medzhitov, 2008; Medzhitov and Horng, 2009). Therapeutic manipulation of the innate immune response could
potentially be developed into effective innate immune vaccines or immunologic adjuvants that provide protection from invading microbes.

The pathogen elucidated gene expression program in macrophage and dendritic cells can be broadly classified into antiviral functions and inflammatory responses (Amit et al., 2009; Foster et al., 2007). Many studies indicate that individual genes are regulated in a gene specific manner through the combinatorial control of pathogen activated transcription factors (Litvak et al., 2009) or chromatin modifications (Foster et al., 2007). However, systematic knockdown of 125 transcriptional regulators in dendritic cells uncovered that there are still only two classes of transcription factors among the 125 regulators, the antiviral response regulators, and the inflammatory response regulators (Amit et al., 2009). The induction profiles of mRNA expression levels may not only be a function of synthesis (transcription) but are also of degradation (mRNA half-life). The temporal gene activation profiles induced by the inflammatory cytokine, TNF, correlates with the mRNA half-life, such that early response genes have short mRNA half-lives and late response genes have longer mRNA half-lives (Hao and Baltimore, 2009). It is also interesting to note that the induction of some of these early response genes does not require chromatin remodeling events, while the induction of the late response genes requires chromatin remodeling event to occur before the gene can be activated (Ramirez-Carrozzi et al., 2009). An integrated view of chromatin modification, chromatin remodeling, transcriptional activation and mRNA stability events are needed to understand the inflammatory gene expression program.
The recent advancement in high-throughput technologies, such as chromatin immunoprecipitation followed by sequencing (ChIP-seq), RNA profiling by sequencing (RNA-seq) and genome-wide association (GWA) studies has drastically enhanced our ability to characterize the biological system in a top down approach (Hawkins et al.). In the genome-wide era, analysis approaches become the critical tool that allows us to “observe” and come up with biological insights and hypothesis. Bottom up approaches, such as mathematical modeling provide a cost effective way to test multiple hypothesis and potentially pin point the most promising hypothesis through simulations (Kim et al., 2009). In my thesis work, I applied top down and bottom up approaches with both experimental and computational techniques in an integrated way to dissect the inflammatory gene expression program.

I aimed to characterize the inflammatory expression program by performing microarray studies of primary macrophages and primary mouse embryonic fibroblast cells from mice deficient in different transcriptional factors or different signaling pathways. We also utilized a bottom-up approach by building mathematical models that allow us to rapidly iterate through different regulatory mechanisms that can potentially explain the gene expression profiles that we obtained from the top-down approach. From combing the top-down and bottom-up approaches we have identified novel regulatory networks for the NFκB p50 homodimer, which to our surprise, functions to regulate the interferon responsive genes that contain guanine-rich interferon response elements (G-IREs) rather than NFκB target genes. We also categorized the inflammatory expression response into three simple and separable gene programs that are functional targets of
NFκB, bZIP and IRF/ISGF. Furthermore, we have identified a new class of gene expression that controlled by the synergy between regulated mRNA decay and transcription. More interestingly, by employing a computational strategy that considers edited miRNA seed sequences, we found a specific A-to-I edited form of the miR-155 seed sequence is highly enriched in the 3’UTRs of gene repression programs in activated immune cells, the enrichment are correlated with the strength of the IFN pathway and the expression of the deaminase, ADAR1.
Chapter 2: Synergy between regulated mRNA synthesis and decay defines the cellular response to pathogen exposure
ABSTRACT

The innate immune system elicits a complex pathogen-specific inflammatory gene expression program involving hundreds of genes to provide a first line of host defense against pathogens. It is important to understand the gene regulatory networks that determine the response to pathogen-associated molecular patterns (PAMPs). We probed the system with agents that stimulate a subset of the signaling systems, employed mathematical models of in silico gene circuits, and categorized the gene activation response into three separable gene programs that are functional targets of NFκB, bZIP and IRF/ISGF. Bioinformatic regulatory motif analyses and mouse genetics further validated our model prediction of three separable programs. We did not identify a class of genes whose expression depends on synergy between different transcription factors, however, we discovered a new class of PAMP-specific gene expression which depends on synergy between regulated mRNA stability and transcription. Our results suggest that the synergistic combinations of two distinct regulatory mechanisms – synthesis and degradation – produce the unusually potent cellular gene expression response to pathogens.
INTRODUCTION

Pathogen recognition by the innate immune system is a specific and tightly orchestrated process that involves the recognition of pathogen-associated molecular patterns (PAMPs) by the germline-encoded pattern recognition receptors (PRRs) such as the Toll-like receptors (TLRs), the Retinoic acid-inducible gene (RIG)-I-like receptors (RLRs) and NOD-like receptor (NLRs) (Kawai and Akira; Takeuchi and Akira). These PRRs are expressed not only in immune cells, such as macrophages and dendritic cells, but are also expressed in nonprofessional immune cells including fibroblasts and epithelial cells (Takeuchi and Akira). The intra-cellular signaling pathways triggered by the PRRs induce an inflammatory gene expression program that involves the activation of hundreds of genes, including cytokines, chemokines, IFNs and genes involved in antimicrobial defense and tissue repair (Takeuchi and Akira). The inflammatory response is beneficial as it provides protection against microbial infection or tissue damage, but it can also be detrimental when missregulated (Medzhitov, 2008). Uncontrolled activation of the inflammatory response can be fatal or may cause or contribute to many chronic diseases such as arthritis, atherosclerosis, autoimmune diseases or cancer.

The family of TLR receptors, ten in humans and 12 in mice, each recognize various components from bacteria, parasites and viruses and then differentially activates specific cellular signaling pathways that are required to fight the specific pathogen (Kawai and Akira; Takeuchi and Akira). Bacterial lipopolysaccharide (LPS), one of the most potent TLR agonist, is recognized by the TLR4 receptor, which engages both of the two
master signaling adaptors, MyD88 and TRIF; Myd88 is known to activate the mitogen-activated protein kinases (MAPKs) and early NFκB, whereas TRIF subsequently activates IRF3 and late NFκB (Kawai and Akira; Takeuchi and Akira) (Fig. 1A). These events activate two autocrine regulators: the important anti-viral regulator IFNβ activates the Stat1-, Stat2- and IRF9-containing ISGF3 complex inducing the expression of a large class of anti-viral genes that contain interferon regulated elements (IREs) in their promoter regions (Borden et al., 2007; Doyle et al., 2002); LPS also induces the expression of PDGFβ which amplifies MAPK signaling to the bZIP-transcription factors AP-1, ATF, CREB (Chow et al., 2005).

Given its physiological relevance, several previous studies have attempted to understand the underlying transcriptional regulatory network. Comprehensive microarray analyses revealed the gene expression response to different TLR ligands to be not only remarkably extensive involving more than 1000 genes, but also potentially very complex as the expression of more than 100 transcription factors was shown to be regulated during the inflammatory response (Ramsey et al., 2008). Indeed, specific target genes were shown to be regulated by induced expression of the negative regulator ATF3 or the positive regulator C/EBPδ (Gilchrist et al., 2006; Litvak et al., 2009). However, systematic single knockdown of 125 transcriptional regulators in dendritic cells found that few of these candidate regulators were required (Amit et al., 2009), suggesting that either single regulators are redundant with others or that the transcriptional network is in fact not as complex as previously suggested. To distinguish between these possibilities and dissect the gene regulatory circuitry of the LPS-induced expression response, we
pursued a synthetic approach using both experimental and mathematical modeling strategies. To this end we employed cellular cytokine and growth factor stimuli that engage a defined set of signaling pathways and constructed mathematical models of combinatorial promoter architectures to determine how much of the LPS-gene expression response could be accounted for. We found that three primary transcription factor systems (bZIP, NFκB, ISGF3) functioning single or additively, but not synergistically could account for 85% of the response. A major LPS-specific expression program turned out not to be the result of synergy of transcription factors but, unexpectedly, of synergy between mechanisms regulating mRNA synthesis via NFκB activation and mRNA stability via control of the RNA binding protein tristetraproline (TTP).

RESULTS

Dissect the pathogen response by using defined cellular stimuli

In the cellular response to LPS, more than 100 transcription factors have been implicated and are thought to function coordinately, providing feedback, and/or feedforward loops(Amit et al., 2009; Ramsey et al., 2008). To dissect this complex gene expression response, we selected cellular stimuli that are known to activate a defined subset of the LPS induced signaling pathways. Platelet-derived growth factor B (PDGFβ), the major growth factor in blood serum, is known to activate the MAPK pathway(Tallquist and Kazlauskas, 2004). Tumor necrosis factor (TNF), a pleiotropic inflammatory cytokine that regulates diverse cellular responses which include cell death,
survival, proliferation, differentiation and migration, is known to activate the MAPK and NFκB pathways (Bradley, 2008). IFNβ, the important antiviral autocrine protein that has been widely used for treating viral disease, multiple sclerosis and cancer, is known to activate the ISGF3 transcription factor (Borden et al., 2007). A schematic showing the downstream signaling and transcription factor pathways activated by each stimulus is shown in Figure 1A.

Consistent with the literature, while LPS activates all pathways, we observed activation of the NFκB pathway only in response to TNF, activation of the ISGF3 pathway only in response to IFNβ, and MAPK activation by both TNF and PDGFβ but not IFNβ (Figure 1B and Figure 1C). To characterize the expression programs responsive to each stimulus, we performed microarray analysis of gene expression in response to LPS, TNF, PDGFβ and IFNβ in primary mouse embryonic fibroblast cells (MEFs). We performed analysis with Gene Expression Dynamic Inspector that uses a self-organizing map (SOM) to reduce data dimensionality and to create characteristic visual representation of each sample (Eichler et al., 2003). We identified PDGFβ specific genes that are induced by PDGFβ only at 1 hour but is induced by TNF at 1, 3 and 8 hours (Figure 1D, orange circles). TNF induces a specific group of genes at 3 and 8 hour (Figure 1D, red circles) and IFNβ induces a distinct set of genes (Figure 1D, green circles). Strikingly, gene expression profiles from the 3 cellular stimuli added up to constitute the LPS induced expression program, with even the temporal dynamics from
each stimulus being conserved. However, the SOM analysis also identified a group of genes specifically induced by LPS, but are not induced by the three cellular stimuli.

To further characterize stimulus specific expression profiles, we performed K-means clustering analysis that provides further levels of detail. Similar to what we observed with SOMs, K-means clustering also identified three distinct classes of genes (though split into several clusters) that are PDGFβ specific (Figure 2A, cluster A and B), TNF specific (Figure 2A, cluster C and D) and IFNβ specific (Figure 2A, cluster F, G and H) and a cluster E that is only induced by LPS. Interestingly, the two autocrine mechanisms activate their effectors as expected: IFNβ induction is followed by ISGF3 activation and PDGFβ induction is followed by a second phase of MPK activity (Figure 1C). We also performed microarray analysis with the same set of stimuli in bone marrow derived macrophages (BMDMs) and fetal liver derived macrophages (FLDMs) and have also observed the three distinct stimulus specific classes of genes (Data not shown).

**Identify prevalent promoter architectures with mathematical models**

To infer potential transcriptional regulatory circuits underlying the stimulus-specific gene expression programs, we constructed mathematical models of a small set of stereotypical promoter architectures (Figure 3A). Thermodynamic expressions calculate the probability of promoter occupancy as a function of transcription factor binding activity on the specific binding site (Bintu et al., 2005a; Bintu et al., 2005b). To calculate mRNA expression level of various in silico genes, the thermodynamic
formulation of promoter activities is imbeded in a differential equation describing mRNA production and decay.

Using promoters with both an IRE and a κB binding site as an example, an AND gate promoter requires the activation of both ISGF3 and NFκB to induce transcriptional activation (Figure 3B). The IFNb enhancer is a classical example of such an AND gate promoter where coordinated activation of AP1, NFκB and IRF are required to synergistically activate gene expression (Escalante et al., 2007; Thanos and Maniatis, 1995). An OR gate promoter is defined as activation of either one of the transcription factors is sufficient to induce transcriptional activation though the two may also function additively (Figure 3C).

We considered promoter architectures that involve three transcriptional activators, NFκB, bZIP and ISGF3, either singly, or doubly or triply to form combinatorial AND or OR gates, which resulted in 11 distinct promoter architectures (Figure 4A). We also considered short and long mRNA half-lives as mRNA half-life control is known to affect the temporal pattern of expression. Activity profiles of transcription factors or upstream signaling kinases in response to each stimulus (Figure 1B and Figure 1C) were used as inputs to the models to generate stimulus specific in silico expression profiles. We present our in silico expression profiles as gene expression heatmaps produced by the 33 in silico genes (Figure 4A).
Matching the in silico gene expression profiles with the in vivo gene expression profiles, our model predicted that 75% (Clusters A, B, C, D, G and H from Figure 2) of the stimulus specific gene expression can be explained by single transcription factor regulation, such as in silico NFκB target (gene 1), bZIP target (gene 2) and ISGF3 target (gene 3) (Figure 4B). As expected, our models suggested that mRNA half-lives plays a role in determining the temporal expression profiles. For example, the NFκB target genes in cluster C are predicted to have shorter mRNA half-lives as compared to NFκB targets in cluster D, indeed, mRNA half-lives measured by actinomycin D treatment show shorter half-lives for genes in cluster C as compared to cluster D (Figure 4B and 4C). Similarly, ISGF3 target genes in cluster G have shorter mRNA half-lives as compared to genes in cluster H (Figure 4B and 4C). Thus, our mathematical models indicate that a large portion of LPS-responsive gene expression can be explained by three classes of single transcription factor regulated promoters without considering transcriptional AND or OR gates. In addition, the mathematical models identified genes in cluster F as potential OR gates between NFκB and ISGF3 (Fig. 4B). Cluster E, on the other hand is LPS-specific and matched by in silico AND-gate promoters on which NFκB and ISGF function synergistically.

**Bioinformatic and experimental analyses of model predictions**

To validate our model prediction, we performed motif analyses with promoter sequences that are 1000 bp upstream and 300 bp downstream of the transcriptional start sites. We observed enrichment of the bZIP binding sites in the predicted bZIP target
gene, cluster B, though not in cluster A (Figure 5A). We also observed enrichment of the
NFκB binding sites in the promoters of clusters C and D, the two NFκB target clusters
predicted from our mathematical models (Figure 5A). We also observed enrichment of
the IRE binding sites in the promoters of the predicted ISGF3 target genes, clusters G and
H. Interestingly, cluster F (OR gate cluster) is enriched for both the NFκB and the IRE
binding sites, as predicted. However, contrary to prediction cluster E (the predicted AND
gate cluster) is enriched for only the NFκB binding site (Figure 5A).

Our modeling prediction of three distinct classes of genes was further confirmed
with microarray analysis of MEFs from mice deficient in NFκB (crel<sup>−/−</sup>p65<sup>−/−</sup>), ISGF3
(ifnar<sup>−/−</sup>) and both NFκB and ISGF3 (crel<sup>−/−</sup>p65<sup>−/−</sup>irf3<sup>−/−</sup>). LPS induced activation of NFκB
target genes (clusters C, D and E) were abolished in crel<sup>−/−</sup>p65<sup>−/−</sup> MEFs, and the OR gate
genes (cluster F) were partially effected in the crel<sup>−/−</sup>p65<sup>−/−</sup> cells, while ISGF3 targets
(clusters G and H) were unaffected (Figure 5B). On the contrary, LPS induced activation
of the ISGF3 target genes (clusters G and H) were diminished in the ifnar<sup>−/−</sup> MEFs, and the
OR gate genes (cluster F) were partially effected in the ifnar<sup>−/−</sup> cells, while NFκB target
genes (clusters C, D and E) were unaffected (Figure 5B). More interestingly, LPS did not
induce any gene activation in the crel<sup>−/−</sup>p65<sup>−/−</sup>irf3<sup>−/−</sup> MEFs where both NFκB and ISGF3
were deficient. Abolished LPS-induced PDGFβ expression in the crel<sup>−/−</sup>p65<sup>−/−</sup>irf3<sup>−/−</sup> MEFs
may account for the lack of expression of clusters A and B. Our results validated our
model prediction that PDGFβ specific genes are bZIP target genes, TNF specific genes
are NFκB target genes, IFNβ specific genes are ISGF3 target genes. Interestingly, the
OR gate genes (cluster F) allow for independent contributions by both NFκB and ISGF3. Thus, our combined experimental/modeling analysis indicates that LPS-responsive gene expression can largely be accounted for by the sum of three transcription factor axes: bZIP, NFκB and ISGF. However, the AND gate genes (cluster E) only showed over-represented κB but not IRE sites, suggesting the possibility that a fourth signaling axis that is LPS specific – not considered in our simple modeling framework – may critically contribute to their regulation.

To examined these preliminary conclusions experimentally, we exposed cells to both TNF and IFNβ to activate all three transcription factor axes with defined cellular stimuli. Interestingly, co-stimulation of TNF and IFNβ did not produce stronger gene induction than LPS, TNF or IFNb alone for all clusters from microarray analyses (Figure 6A). More specifically, cluster F represents an OR gate between NFκB and ISGF3 where the promoters are enriched for both κB and IRE binding sites (Figure 5A), while gene induction in response to TNF or IFNβ add up to gene induction with LPS, and TNF, IFNβ co-stimulation induced the same level of expression as LPS alone (Figure 6A, cluster F). Indeed, LPS induced gene activation from NFκB (crel−/− p65−/−) or ISGF3 (ifnar−/−) deficient MEFs was partially abolished (Figure 6C). Furthermore, the only potential AND gate cluster (cluster E) are only enriched for NFκB binding sites at the promoters (Figure 5A) and the LPS induced expression are dependent on NFκB (abolished in crel−/− p65−/−), but not so much on ISGF3 (ifnar−/−) (Figure 6B), which suggest NFκB work together like an AND gate with another transcription factor, bZIP, ISGF3 or factor X on
the cluster E promoters (Figure 6A, cluster E). Since cluster E is not induced with TNF alone, we ruled out the possibility of an AND gate between NFκB and bZIP (Figure 6A, cluster E). Co-stimulation of TNF and IFNβ did not induce much more gene activation, indicating there is no synergy between NFκB and ISGF3 (Figure 6A, cluster E). These data suggest that the only possible transcriptional regulatory circuit for cluster E is a transcriptional AND gate between NFκB and a transcription factor X that is induced only by LPS stimulation.

**AND gate genes are regulated by mRNA stability**

To explore the possibility that a transcription factor X forms an AND gate with NFκB at the promoter of cluster E genes and induce gene activation in response to LPS but not TNF, we measured nascent transcript levels as described previously(Giorgetti et al.). To our surprise, we found that while the mature mRNAs were strongly induced by LPS but not TNF (Figure 7A), nascent transcript levels were equally induced by LPS and TNF (Figure 7B). Our results rule out the possibility that these genes are regulated by a transcriptional AND gate in response to LPS, but instead suggest a post-transcriptional regulatory mechanism. We tested the possibility that the regulation is at the mRNA stability level and measured the mRNA half-lives by inhibiting transcription with actinomycin D. Interestingly, these mRNAs have very short half-lives in basal state or in response to TNF but LPS stimulation stabilized these mRNAs (Figure 7C).
LPS has been shown to induce mRNA stabilization through the activation of p-38 and ERK and the subsequent phosphorylation of the ARE binding protein TTP (Brook et al., 2006; Mahtani et al., 2001). Phosphorylation of TTP inhibited its interaction with the basic RNA decay machinery and thus inhibited TTP’s ability to rapidly degrade mRNAs (Sandler and Stoecklin, 2008). Indeed, LPS does induce much stronger activation profiles of p-38 and ERK as compared to TNF stimulation in BMDMs (Figure 8A). Similarly, we also observed stronger activation of p-38 and ERK stimulated with LPS as compared to TNF in MEFs (Figure 1C). LPS specific induction of the mature mRNA was attenuated in the erk2−/− BMDMs or in BMDMs pre-treated with p38 inhibitors (Figure 8B), while LPS induced nascent transcript activation is not affected in erk2−/− BMDMs or by p38 inhibitor treatment (Figure 8C). LPS induced mRNA stabilization as measured by actinomycin D treatment was attenuated in the erk2−/− BMDMs or by p38 inhibitors treatment (Figure 8D). Many genes in cluster E are also well known TTP target genes from the literature (Al-Souhibani et al., 2010; Emmons et al., 2008; Lai et al., 2006; Stoecklin et al., 2008). Our results provided an unconventional case of an AND gate between transcription and mRNA half-life control that determines stimulus specific expression profiles (Figure 9A).

**DISCUSSION**

Through a combination of top down (microarray analyses, motif search and mice genetics) and bottom up (mathematical modeling of gene circuits) approaches, we classified the inflammatory expression response into three separable gene programs that
are distinct functional targets of NFκB, bZIP and IRF/ISGF3. The surprisingly simple classification of genes can explain 75% of the stimulus specificity in the inflammatory expression program, which is contradictory to the complicated regulatory network that people have assumed or hypothesized. Interestingly, microarray study of the innate immune expression program after systematic knockdown of 125 transcriptional regulators also identified two major class of transcriptional regulators, the pro-inflammatory regulators (NFκB and IκBs) and the anti-viral regulators (IRFs and Stats)(Amit et al., 2009). Furthermore, as much as 70% of the 125 transcriptional regulators they have examined did not have much functional effect after shRNA knockdown (Fig. 3C of Amit et al.(Amit et al., 2009)), which supports our idea that the innate immune expression program is not regulated by a huge number of transcription factors, but instead is regulated by the three major class of transcription factors, NFκB, bZIP and IRF/ISGF3.

It has recently been shown that mRNA stability affects the temporal order of the induction of some inflammatory response genes, where mRNAs that are expressed early have shorter mRNA half-lives while mRNAs that are induced later have longer mRNA half-lives(Hao and Baltimore, 2009). Interestingly, our results extends this concept to a larger scale, we show that different temporal expression profiles within each group can be completely explained by the differences in mRNA half-lives (Fig. 5C, cluster C vs cluster D for NFκB targets and cluster G vs cluster H for ISGF3 targets). Furthermore, consistent classification of the three groups of genes in MEFs, BMDMs and FLDMs suggest our finding is a general characteristic of the inflammatory expression program. In contrast to
the transcription factor binding targets identified by chromatin immunoprecipitation or ChIP-seq experiments, we have identified functional targets that are biologically relevant. However, we do not rule out the possibility that smaller transcriptional circuits or modules might exist where the expression level of the transcription factor is induced by NFκB, bZIP or ISGF3.

Instead of using pathological agonists that target different TLR pathways, the stimuli that we have selected are endogenous ligands (TNF, PDGFβ and IFNβ) that are important for the normal physiology. It might be important for an organism to have predefined functional modules that are mutually exclusive and non-overlapping to provide needed functional distinction and the flexibility to mix and match between different modules. For example, in physiological conditions where PDGFβ as an important growth factor is playing a role, anti-viral function may not be needed and could potentially be detrimental if unintentionally induced. The NFκB pathway has many cross regulation between the anti-viral IRF/IFN pathway and many pathogen components induce the activation of both pathways, however, our findings show that the NFκB pathway is a distinct and mutually exclusive functional module from the IRF/IFN pathway (except for the OR gate genes in cluster F in Figure 5).

We did not observe any substantial number of genes that could be regulated by an AND gate between transcription factors. Instead, we discovered an unusual AND gate that is between mRNA half-life control and transcriptional regulation (Cluster E in Figure 5). The additional regulation from stimulus induced mRNA stability adds another
dimension to the combinatorial transcriptional regulatory circuits. We also speculate that stimulus induced mRNA half-life control may provide faster responses as stalled degradation of existing mature mRNAs can readily contribute to the increase of steady state mRNAs without new synthesis and this could be analyzed by mathematical modeling. Number of AREs in the 3’UTR region also correlates with the stability of the mRNA possibly through the regulation of TTP. Many of the genes in our mRNA half-life AND gate cluster are known target of TTP from the literature (Al-Souhibani et al., 2010; Emmons et al., 2008; Lai et al., 2006; Stoecklin et al., 2008). Interestingly, recent work suggests that the level of TTP is lower in cancer cells as compared to normal cell types and that many of the inflammatory response genes (also in our cluster E in Figure 5) are TTP targets in breast cancer cells (Al-Souhibani et al.). This implies that our mRNA half-live AND gate genes that are also NFκB target genes might be involved in the cancer related process and could potentially be the trigger for hyper-inflammation in cancer cells. It would be interesting to understand how the two pathways, NFκB and TTP/mRNA half-lives, cross regulate within the cancer biology.

MATERIAL AND METHODS

Cell culture.

BMDMs were isolated from C57BL/6 and erk21c mice and cultured in L929 cell-conditioned medium for 5-8 days. Primary MEFs were prepared with E12-E14 embryos
from C57BL/6, ifnar<sup>−/−</sup>, crel<sup>−/−</sup>p65<sup>−/−</sup>, crel<sup>−/−</sup>p65<sup>−/−</sup>irf3<sup>−/−</sup> mice and cultured in DMEM containing 10% BCS for 5-6 passsages. Cells were stimulated with 0.1ug/ml LPS (Sigma, B5:055), 2500 U/ml murine IFNβ (Biogen, Inc), 10ng/ml TNF and 50 ng/ml recombinant human PDGF-BB (Roche).

**Transcriptome and Bioinformatic analysis.**

RNA were extracted with Qiagen RNeasy kit and hybridized to Illumina mouse RefSeq Sentrix-8 V1.1 and V2 BeadChips at the UCSD Biogem facility. De novo motif search were performed with the promoter sequences 1kb upstream and 0.3kb downstream of the transcription start site using the motif search program Homer, developed by Dr. Chris Benner (Heinz et al.). An in-depth description and benchmarking of this software suite can be found at [http://biowhat.ucsd.edu/homer/](http://biowhat.ucsd.edu/homer/).

**Biochemical Assays.**

Immunoblots and EMSAs were conducted using standard methods as described (Basak et al., 2007; Werner et al., 2005). Total RNA was isolated using Qiagen RNAeasy kit from BMDDMs or MEFs treated as indicated. RNA was reverse transcribed with Superscript II reverse transcriptase (Invitrogen) and resulted cDNA was used for real-time qPCR analysis (SYBRgreen).
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Figure 2.1 Dissect the LPS program by less complex cellular stimuli

(A) A schematic showing PDGF, TNF, LPS and IFNβ activated signaling pathways and downstream transcription factors and binding sites. (B) NFκB and ISGF3 DNA binding activities in response to PDGFβ, TNF, LPS and IFNβ at indicated times were revealed by EMSA with nuclear extracts from MEFs. (C) Phospho-p38 (Thr180/Tyr182) and phospho-ERK1/ERK2 (Thr202/Tyr204) were quantified by immunoblot with RIPA lysates prepared from MEFs at indicated times. (D) Microarray mRNA expression data from MEFs stimulated with PDGFβ (50 ng/ml), TNF (10 ng/ml), IFNβ (2500 units/ml) and LPS (0.1 μg/ml) at indicated times were analyzed by Gene Expression Dynamic Inspector that uses a self-organizing map (SOM).
Figure 2.2 Three distinct groups of genes

Microarray mRNA expression data from MEFs stimulated with PDGFβ (50 ng/ml), TNF (10 ng/ml), IFNβ (2500 units/ml) and LPS (0.1 ug/ml) at indicated times were analyzed by K-means clustering. Expression fold change (log₂) was plotted as heatmaps, red represent gene induction and green represent gene repression. IFNβ (blue bar) and PDGFβ (purple bar) expression were presented at the bottom.
Figure 2.3 Construct mathematical models of in silico genes

(A) A schematic showing the construction of mathematical models for a set of stereotypical promoter architectures and the generation of in silico gene expression profiles. (B) A schematic and thermodynamic formulation of promoter activity f of an AND gate promoter that requires the activation of both ISGF3 and NFκB to induce gene expression. The mathematical solution of promoter activity (f) as a function of NFκB and ISGF3 concentrations. The color bars represent promoter activity (f) ranging from 0 (blue) to 1 (red). (C) A schematic, thermodynamic formulation and the mathematical solution of promoter activity f of an OR gate promoter that can be activated by either NFκB or ISGF3.
Figure 2.4 Identify prevalent promoter architectures by correlating in silico and in vivo gene expression profiles

(A) A table showing 11 distinct promoter architectures with mRNA half-lives of 30, 120 and 1440 minutes. In silico mRNA expression profiles in response to LPS, TNF, IFNβ and PDGFβ generated from mathematical models of each gene were presented as heatmaps. (B) K-means clustering of microarray data from MEFs as shown in Figure 2 were matched with in silico expression profiles. (C) Microarray mRNA expression data from MEFs stimulated with LPS (0.1 ug/ml) for 3 hours and treated with actinomycin D (10 ug/ml) for 0, 3 and 10 hour were presented as heatmaps following the same order as the clusters in figure 2A.
Figure 2.5 Bioinformatic and experimental analyses to validate model prediction

(A) A schematic of PDGF, TNF, LPS and IFNβ activated signaling pathway and transcription factors. Most highly enriched motifs identified de novo within -1.0 kb to 0.3 kb of transcriptional start sites are shown for each cluster with p-values to indicate statistical significance. Sequence logo of the enriched motif is presented below. (B) Microarray mRNA expression data from wild-type ("wt"), crel⁻/⁻ p65⁻/⁻, ifnar⁻/⁻, and crel⁻/⁻ p65⁻/⁻ irf3⁻/⁻ MEFs stimulated with LPS (0.1 ug/ml) for 0, 1, 3 and 8 hour were presented as heatmaps following the same order as the clusters in figure 2A.
Figure 2.6 Finding experimental evidence for predicted OR and AND gate

(A) Microarray mRNA expression data from MEFs stimulated with LPS (0.1 ug/ml), IFNβ (2500 units/ml) or pre-stimulation with TNF (10 ng/ml) for 2 hour then stimulate with IFNβ (2500 units/ml) for 3 and 8 hour were presented as heatmaps following the same order as the clusters in figure 2A. Below, average mRNA expression fold change (log2) of microarray data from cluster E and cluster F stimulated with LPS (blue), TNF (red), IFNβ (green) or TNF and IFNβ co-stimulation (black) for 8 hour were plotted as bar graphs. (B-C) Average mRNA expression fold change (log2) of microarray data from cluster E (B) or cluster F (C) in wt (blue), crel+/-p65+/- (red), ifnar+/- (green) and crel+/-p65+/-irf3+/- (orange) MEFs stimulated with LPS (0.1 ug/ml) for 0, 1, 3 and 8 hour were plotted as line graphs.
Figure 2.7 AND gate genes are controlled by regulated mRNA decay

(A) RT-qPCR of mature mRNA expression in bone marrow derived macrophages (BMDMs) stimulated with LPS (0.1 ug/ml) or TNF (10 ng/ml) for 1, 3 and 8 hour. Data was normalized to the expression of Gapdh and then plotted as expression fold change relative to un-stimulated cells. (B) Nascent transcript levels were measured by RT-qPCR of chromatin associated RNA in BMDMs stimulated with LPS (0.1 ug/ml) or TNF (10 ng/ml) for 2 hour. Data were represented as fold induction (log₂) relative to no-stimulated cells. (C) Measurement of mRNA half-lives were performed by RT-qPCR of mRNA expression in BMDMs stimulated with LPS (0.1 ug/ml) or TNF (10 ng/ml) for 30 minutes, then treat the cells with actinomycin D for 0, 0.5 and 1 hour. Data for LPS (red) or TNF (black) were presented as percent of mRNA decrease relative to without actinomycin D treatment. mRNA half-lives calculated from exponential regression analyses were shown in parenthesis.
Figure 2.8 LPS specific induction of mRNA stabilization pathway

(A) Phospho-p38 (Thr180/Tyr182) and phospho-ERK1/ERK2 (Thr202/Tyr204) were quantified by immunoblot with RIPA lysates prepared from BMDMs at indicated times. (B) RT-qPCR of mature mRNA expression in wt or erk2−/− bone marrow derived macrophages (BMDMs) stimulated with LPS (0.1 ug/ml), TNF (10 ng/ml) or pre-treated with p38 inhibitor (SB202190) (2.5 uM) for 30 minutes then stimulated with LPS for 1, 3 and 8 hour. Data was normalized to the expression of Gapdh and then plotted as expression fold change relative to un-stimulated cells. (C) Nascent transcript levels were measured by RT-qPCR of chromatin associated RNA in wt or erk2−/− BMDMs stimulated with LPS (0.1 ug/ml), TNF (10 ng/ml) or pre-treated with p38 inhibitor (SB202190) (2.5 uM) for 30 minutes then stimulated with LPS for 2 hour. Data were represented as fold induction (log2) relative to no-stimulated cells.
Figure 2.9 Synergy between transcription and regulated mRNA decay

A schematic showing our model of a synergistic AND gate between transcriptional regulation from NFκB and LPS specific activation of the mRNA stabilization pathway, which is activated through LPS induced phosphorylation of p38 and ERK and the subsequent phosphorylation of the mRNA de-stabilization protein TTP.
Chapter 3: The specificity of innate immune responses is enforced by NFκB p50 repressing interferon-regulatory elements (IREs)
ABSTRACT

Specific binding of transcription factors to cognate sequence elements is thought to be critical for the generation of specific gene expression programs. Nuclear Factor κB (NFκB) and the interferon regulatory factors (IRFs) are known to bind the κB-site and the interferon regulatory element (IRE), respectively, and are activated in macrophages following exposure to pathogen. However, how these factors produce pathogen-specific inflammatory and immune responses remains poorly understood. Combining top-down and bottom-up systems biology approaches, we identify the NFκB p50 homodimer as a regulator of IRF responses. First, unbiased genome-wide expression analysis revealed that p50 represses a subset of interferon-inducible genes via a newly defined subclass of guanine-rich IRE (G-IRE) sequences; this finding was substantiated by biochemical and structural analyses. Second, mathematical modeling predicted that p50 homodimer may enforce stimulus-specificity of composite promoters; indeed, the expression of the antiviral regulator IFNβ was found to be stimulus-restricted by p50 homodimer binding to the G-IRE-containing enhancer to suppress cytotoxic IFN signaling. Specifically, p50 deletion resulted in inappropriate production of IFNβ in response to bacterial DNA exposure sensed by TLR9. The novel role for NFκB p50 in enforcing the specificity of cellular response to pathogens by binding a newly defined subset of IRE sequences alters our understanding of how NFκB and IRF signaling systems cooperate in regulating antimicrobial immunity.
INTRODUCTION

The cellular innate immune response is triggered by three families of extra-cellular and intra-cellular receptors for a broad range of molecular patterns (Takeuchi and Akira, 2010). The Toll-like receptors (TLRs), the RIG-I-like receptors (RLRs) and the NOD-like receptors (NLRs) show specificity in the recognition of pathogen associated molecular patterns (PAMPs) and metabolic products, termed danger-associated molecular patterns (DAMPs). Although many cell types are capable of innate immune responses, macrophages are professional, tissue resident initiators, coordinators, and effectors of the innate immune response.

Pathogen recognition by macrophages elicits gene expression programs typically consisting of hundreds of genes (Doyle et al., 2002; Nau et al., 2002; Ogawa et al., 2005), that may be broadly classified as mediating cellular anti-viral functions and systemic immune activation via inflammation (Foster et al., 2007). Because both responses are also potentially detrimental to the organism (Decker et al., 2005; Marshak-Rothstein, 2006; Nathan, 2002), cells are thought to produce pathogen-specific responses, ensuring that unnecessary gene products remain turned off. Dozens of transcription factors have been implicated in providing for fine-tuned innate immune gene expression programs (Ramsey et al., 2008; Roach et al., 2007). However, what the critical regulators are in producing pathogen- or stimulus-specific gene expression remains an open question that is of relevance to an understanding of anti-microbial immune responses, chronic
inflammatory disease and the development of relevant therapeutics, including adjuvants for innate and adaptive immune responses.

Two transcriptional regulators that play central roles in coordinating the cellular innate immune response expression programs are the nuclear factor κB (NFκB) and the interferon regulatory factors (IRF) (Akira and Takeda, 2004; Akira et al., 2006; Amit et al., 2009; Doyle et al., 2002; Medzhitov, 2008; Oganesyan et al., 2006) (Figure 3.1). Interestingly, stimulus-responsive activation of NFκB and IRFs are determined by signaling adaptors that selectively interact with the intracellular domains of TLRs (Kawai and Akira). MyD88 mediates the activation of NFκB and is associated with the majority of the TLRs, including TLR9, the bacterial CpG-rich DNA sensor, and TLR4, the sensor for the gram-negative cell wall component lipo-polysaccharide. TRIF functions as the primary signaling adaptor for IRF activation and is associated with many TLRs, including TLR4, but not TLR9. Hence, each TLR produces a characteristic combination of transcription factor activities, including NFκB and IRF.

Both NFκB and IRFs constitute families of transcription factors that share highly conserved DNA binding domains. In macrophages, IRF3 is activated through site-specific phosphorylation by TBK1 (Sharma et al., 2003), an important effector kinase of the TRIF pathway. IRF3-driven type I interferon production results in an autocrine loop that activates a second IRF family member, ISGF3, whose DNA binding component is IRF9. IRF3 and ISGF3 appear to have largely overlapping DNA binding specificities for
the IRE consensus (AANNGAAA) (Fujii et al., 1999). Within the NFκB family, the key transcriptional effectors are the activation domain-bearing RelA and cRel proteins, which as dimers with the nFκB1 gene product p50, are responsible for κB-driven gene activation. Overlapping DNA binding specificities for the broad κB consensus GGRNNN(N)YCC (Hoffmann et al., 2006) underlie the fact that there have only been isolated reports of specific cRel or RelA target genes (Hoffmann et al., 2003; Sanjabi et al., 2000).

However, another major NFκB family member is the p50:p50 homodimer, a presumptive transcriptional repressor of κB-sites by virtue of its close sequence and structural homology with other NFκB family members and the lack of a transcriptional activation domain (Kang et al., 1992; Ten et al., 1992). Indeed, p50:p50 homodimer was shown to function as a competitive repressor of κB-driven transcription in transient transfection and in vitro studies (Ledebur and Parks, 1995; Plaksin et al., 1993), and may repress the expression of the tnf gene (Bohuslav et al., 1998; Sha et al., 1995; Udalova et al., 2000). However, the binding specificity and physiological functions of this putative transcriptional repressor remain surprisingly uncharacterized. Interestingly, while p50’s role as a dimerization partner for RelA and cRel can be compensated for by the nFκB2 gene product p52 (Hoffmann et al., 2003), p52:p52 homodimers have not been observed, indicating that p50:p50 may play unique functions as a repressor within the NFκB transcription factor family. Within the innate immune response, where inappropriate gene expression is potentially detrimental for cellular or organismal health, the role of transcriptional repressors is of pertinent interest. To characterize the physiological role
of the p50:p50 homodimer in the innate immune response, we first undertook unbiased genome wide studies to identify functional targets, and then characterized the molecular mechanism both at the level of biophysical DNA binding specificity and within the context of the gene regulatory circuitry of composite enhancer elements.

RESULTS

NFκB p50 represses IFN response genes

To characterize the functional role of the NFκB p50:p50 homodimer in the immune response in macrophages, we first determined its abundance by quantitative Western blotting. Using recombinant protein standards we estimate 30,000 of these transcriptional-activation domain-lacking homodimers in the nuclei (i.e. 200nM) of naïve or resting bone marrow derived macrophages (Figure 3.2). To identify functional targets of the p50 homodimer during the cellular response to pathogens in an unbiased manner, we profiled gene expression induced by bacterial lipopolysaccharide (LPS) in nfkbi−/− (“p50ko”) cells using microarray analysis. We used K-means clustering to analyze relevant microarray datasets generated with murine embryo fibroblasts (MEFs) and bioinformatically identified shared sequences in the promoters of co-regulated genes (Figure 3.3). To our surprise we found that p50ko cells showed hyper-expression of genes not known to be NFκB-regulated (Figure 3.3, clusters I, J and K). We found that these genes to be interferon-inducible (last column) and to contain IREs in their promoter sequences. Similar studies with bone-marrow-derived macrophages (BMDMs) also revealed a p50-mediated repressive effect on sets of IRE-containing genes in response to
LPS (Figure 3.4, clusters B, C, E) or in response to moderate interferon-β stimulation (Appendix Figure 3.1, clusters B and C). Interestingly, p50’s known function as a binding partner to transcriptional activator RelA manifested itself in only a small reduction of some NFκB-regulated genes (Figure 3.3, clusters C and D, Figure 3.4, clusters D and F), indicating that it is redundant with the nfkb2 protein p52 or RelA homodimers, or that p50:p50 repressive functions mask p50:RelA activation functions (Hoffmann et al., 2003).

The *nfkb1* gene gives rise to two gene products, the mature p50 protein and its precursor, p105, which may sequester activating NFκB subunits (Liou et al., 1992) and participate in ERK signaling (Beinke et al., 2003; Waterfield et al., 2003). Examining LPS induced gene expression profiles in wt and *p105*−/− BMDMs, which lack the p105 precursor but express p50 (Chang et al., 2009), we did not observe elevated expression of interferon inducible genes (Appendix Figure 3.2). Our results suggest that the mature p50 protein participates in the regulation of interferon response genes, either directly or indirectly. To characterize the proteins that bind IRE targets, we performed electrophoretic mobility shift assays (EMSA) with a widely used IRE probe (Koenig Merediz et al., 2000). Time course studies confirmed that LPS activates the transcriptional activators NFκB (p65:p50), IRF3 and subsequently ISGF3 (IRF9 associated with Stat1/Stat2), while the κB binding activity of the transcriptional repressor p50 homodimer is constitutive in resting cells and is increased at late time points (Figure 3.5 and Appendix Figure 3.3) due to NFκB (p65:p50)-induced transcriptional activation
of the nfkb1 gene (Cogswell et al., 1993). To our surprise, we observed the formation of an unexpected complex (“complex X”) on the IRE probe (Figure 3.5). Complex X did not only have the same mobility as the p50 homodimer on the κB probe, but was found to be absent in p50-deficient BMDMs (Figure 3.6). Antibody supershifts showed that this complex contained p50 but not p65 (Figure 3.7). Cold probe competition assays show that the IRE and κB probes cross-compete in binding the p50 homodimer (Figure 3.8), and titration of recombinant p50 on IRE and κB probes indicated that the p50 homodimer has similar affinity for IRE and κB site sequences (Figure 3.9). Taken together, our results suggest that the constitutively present p50 homodimer may repress IFN–inducible genes by directly binding to IRE sites.

**NFκB p50 regulates and binds “G-IREs”**

Examining the promoter sequences of well-known IRF target genes, we found that genes that showed marked hyperexpression in p50ko cells tend to contain guanine-rich sequences within or next to their IRE (Figure 3.10A, red), whereas others that showed little misexpression in p50ko cells do not (Figure 3.10A, black). To evaluate the role of the G-rich sequence statistically, we generated replicate microarray datasets from LPS-induced BMDMs. Focusing on interferon-inducible genes whose activation by LPS was IFNAR-dependent, we found a continuum of hyper-expression phenotypes in LPS-induced p50ko cells (Figure 3.10B), consistent with a range of relative p50 and IRF DNA binding affinities or numbers of binding sites. Marking genes whose regulatory regions contain G-rich IREs (“G-IREs”) showed that G-IREs were over-represented in
hyperactivated genes (Figure 3.10B). Exceptions to this correlation were also apparent and may be due to transcriptional saturation effects, misregulation of the ERK pathway (Beinke et al., 2003; Waterfield et al., 2003) or interferon expression, or the likely possibility that the G-rich classification may in some cases consider IRE-like sequences that are not functionally relevant. However, statistical evaluation indicated (with a p-value of $<10^{-4}$) that G-IRE-containing interferon-inducible genes were more likely to be misregulated in the p50ko cells than non-G-rich-containing counterparts (Figure 3.10C). Furthermore, endogenous p50 homodimer formed complexes with DNA probes designed to contain the IRE-containing regulatory sequences derived from several p50-repressed genes, but not when analogous sequences from p50-independent genes were used (Figure 3.11). Chromatin immunoprecipitation (ChIP) assays revealed p50 recruitment in vivo to those endogenous IRF target genes that are hyper-expressed in p50-deficient cells, but less to those IRF target genes that are largely independent of p50 (Figure 3.12A). Control experiments confirmed that neither class of IRF target genes recruits the NFκB p65 protein (Figure 3.12B), whereas the ISGF3 transcription factor was found recruited to both classes of genes (Appendix Figure 3.4).

Based on NFκB crystal structures bound to near palindromic κB sites (Chen et al., 1998a; Ghosh et al., 1995), we modeled a p50-homodimer on the GBP-1 G-IRE/IRE sequences (Figure 3.13A); one monomer is likely to make base-specific contacts with the G-IRE sequence which conforms to the one half-site κB site consensus (5’-GGRN-3’) (Figure 3.13B), whereas the second monomer does not make base-specific contacts with the second IRE as it deviates significantly from the κB consensus (Figure 3.13C).
However, the central tyrosine clamp may contribute affinity to both monomers, as it is largely sequence independent. Interestingly, the hinge region between the DNA binding and dimerization domains within the Rel homology region of the second monomer assumes a different angle in the two monomers. Such structural considerations suggest that a single half-site containing 3 or 4 guanines provides sufficient number of contacts for high affinity binding (Figure 3.13B), whereas the second monomer may accommodate suboptimal sequences by avoiding disallowed contacts (Figure 3.13C) due to rotational flexibility (about 18°) between the DNA-binding and dimerization domains of the p50 protein (Figure 3.13A). Indeed, mutating the binding site confirmed that the -3 position G is critical for purified recombinant p50 homodimer binding, whereas the central adenines are not (Figure 3.14). Our analysis suggests a model of p50-IRE binding wherein one monomer interacting with a G-IRE provides sufficient affinity and the second monomer has rotational flexibility to accommodate a non-consensus second half-site sequence.

**Functional consequences of p50:p50-G-IRE interactions**

We studied the immediate functional consequences of p50 homodimer binding to G-IRE sites. Titrating recombinant p50 into *in vitro* binding assays revealed that both ISGF3 and IRF3 shifts are competed (Figure 3.15A); neither p65 titration nor “G-rich”-lacking DNA sequences showed this competition effect (Figure 3.15B), and no higher order complexes containing both p50 and IRF proteins were ever observed. Transient transfection studies revealed that expression of only a DNA-binding competent p50 reduced IRF-mediated activation of a G-IRE-driven reporter gene specifically (Figure
3.16), but not a non-G-IRE reporter gene (Appendix Figure 3.5). Our results suggest that p50:p50 may inhibit promoter activity by simply competing with IRF3 and ISGF3 in binding G-IREs, although an active repression mechanism via recruitment of co-repressors cannot be ruled out.

To explore the functional consequences of the competition model for promoter activity, we used a thermodynamic model (Bintu et al., 2005b) to calculate fractional promoter activity as a function of p50 homodimer and IRF activator concentrations (Figure 3.17A). The model recapitulated our experimental data that p50-repressed IRE containing genes are hyper-expressed in p50ko cells, with the relative effect being more substantial at low IRF concentrations (Figure 3.17B) as they may occur in the early phases of a time course. Indeed, a simple parameter sensitivity analysis confirms that hyperactivation in p50ko cells is not only a function of the affinity of p50 homodimer to the IRE but is also more pronounced at low IRF concentrations (Figure 3.17C). Interestingly, G-IRE-containing promoters were more likely to show elevated expression in unstimulated conditions in p50ko cells (Appendix Figure 3.6 nad 3.2), a phenomenon that relates to the previous gene expression phenotype, presumably due to low levels of basal IRF3 activity.

Using the mathematical modeling approach we wished to explore the functional consequences of p50:p50 regulating G-IREs on physiologically relevant gene regulatory circuits. Many innate immune response genes contain clusters of IRE and kB-sites that are thought to function cooperatively to allow for stimulus-specific gene control (Fan and
Maniatis, 1989; Mark Ptashne, 2002; Neish et al., 1995). Such functional cooperativity may be described with a thermodynamic model for so-called AND-gate promoters (Bintu et al., 2005a; Bintu et al., 2005b). We derived an expression for the promoter activity of a gene whose duplicate IREs and a κB-site synergize via cooperative IRF and NFκB interactions and where only the κB site is subject to p50:p50 repression (Figure 3.18A). As expected, the formulation shows that both NFκB and IRF must be activated to induce the promoter; however, the promoter activity heatmap shows that even low amounts of IRF activity may be sufficient to render the promoter responsive to NFκB activation. Considering that IRF3 and ISGF3 can be found constitutively in the nucleus of even unstimulated cells (for example Appendix Figure 3.7), this may be of physiological relevance, as PAMPs may be distinguished as those activating both NFκB and IRF, and those activating only NFκB (Akira and Takeda, 2004; Akira et al., 2006). For example, macrophages exposed to bacteria-derived CpG-containing DNA activate NFκB whereas exposure to endotoxin LPS activate both NFκB and IRF factors. Thus non-zero basal activity of IRF3 or ISGF3 may result in inappropriate promoter induction in response to stimuli such as CpG that only activate NFκB. The modeling illustrates that AND-gates may be rendered surprisingly leaky when inducible transcription factors show significant basal activity.

We constructed an alternate thermodynamic model to explore the functional consequence of the p50 homodimer repressing a G-IRE within this AND-gate promoter architecture (Figure 3.18B). The analogous promoter activity heatmap shows that the
CpG-responsive expression is effectively abolished, but LPS responsiveness is preserved. The result is a sharpened stimulus-specificity of the promoter, suggesting that the p50 homodimer may have gate-keeping functions on G-IRE-containing composite promoters. We examined whether this conclusion is dependent on specific parameter values within these models of hypothetical response genes. A multi-dimensional parameter sensitivity analysis of the four relevant dissociation constants indicated that LPS vs. CpG stimulus-specificity is enhanced by p50:p50 homodimers repressing the G-IRE in a wide variety of conditions and never diminished. Such promoter “gating” to restrict gene expression to specific stimuli is independent of p50:p50 binding to the κB site (see low $K_{p50}$-IRE) and is strongest on promoters where IRFs have moderate but p50:p50 have strong binding affinity (Figure 3.19). We note that G-IREs have high affinity for p50:p50 (Figure 3.9) but may be suboptimal for IRFs.

**NFκB p50:p50 restricts anti-viral responses to specific stimuli**

To test the prediction that the p50 homodimer may enforce stimulus-specificity of AND-gate promoters, we examined one of the most well studied and physiologically important composite promoters, the one controlling the expression of interferon-β (IFNβ). Synergistic function by NFκB and IRF transcription factors via coordinated DNA binding sites (so called “PRD” elements) is known to be critical for IFNβ gene control (Escalante et al., 2007). Interestingly, p50 was reported to bind the IFNβ enhancer in unstimulated cells (Parekh and Maniatis, 1999), but the ChIP-assay does not allow for sufficient resolution to determine its precise location(s). Interestingly, within
the regulatory sequence not only the κB site in PRDII but the IREs in the PRDI and PRDIII regions contain G-rich sequences (Figure 3.20). Indeed, a DNA binding probe that encompasses all PRD elements was found to complex not only one but two p50 homodimers (lanes 1-3). Dissecting their location by mutating the three G-rich stretches we confirmed that the κB site recruits one p50 homodimer (lanes 4-9), but that the central triple G element within the IREs recruits a second p50 homodimer (lanes 10-18). Though this triple G element is not required for IRF binding, it is evolutionarily conserved (Panne et al., 2007). To explore the functional consequence of these binding events, we constructed a mathematical model of IFNβ mRNA expression, in which the thermodynamic formulation of promoter activity $f$ (Figure 3.21A) is embedded in a differential equation describing mRNA production and decay. Simulations show that this model predicts a significant differential responsiveness of the IFNβ gene to CpG and LPS stimulation in wild type but not p50ko cells (Figure 3.21B). Indeed, our experimental analysis reveals that, whereas wild type cells do not allow for IFNβ expression in response to CpG, p50ko cells show substantial misexpression (Figure 3.22).

As IFNβ coordinates a large antiviral gene expression program via the activation of ISGF3, we examined how stimulus-specific gating of the IFNβ enhancer by the p50 homodimer would affect the downstream physiology (Figure 3.23). We characterized LPS and CpG induced ISGF3 activation profiles and found inappropriate induction of ISGF3 activities in response to CpG in the p50ko macrophages (Figure 3.24A), while IRF3 was not activated (Appendix Figure 3.6). Furthermore, CpG-induced the expression
of known anti-viral genes (Figure 3.24B), that are in fact part of a large group of IFN-response genes revealed by microarray studies (Figure 3.25). We established a viral infection assay in which IFNβ priming of macrophages inhibited the infectivity of a GFP-expressing cytomegalovirus (CMV) (Mathys et al., 2003), whereas IFN-signaling defective macrophages were more susceptible (Appendix Figure 3.6). Exposing macrophages to LPS rendered them more resistant to CMV infection whereas CpG exposure did not (Figure 3.26A and 3.26B), reflecting the stimulus-specific expression of IFNβ. Such stimulus-specificity in mounting viral resistance was severely compromised in p50ko macrophages, as CpG exposure also resulted in increased anti-viral resistance in p50-deficient macrophages. Our results may relate to resistance of nfkbi−/− mice to encephalomyocarditis virus (EMCV) (Sha et al., 1995) and of an nfkbi−/− immortalized fibroblast cell line to influenza (Wei et al., 2006). Given IFN’s cytostatic or even cytotoxic effects, stimulus-restricted expression of IFNβ is important for the health of cells and organisms. Whereas CpG promotes cell proliferation in wild type macrophages, we found that in p50ko macrophages it causes cytotoxicity as a detrimental consequence of a hyperactivated antiviral immune program (Figure 3.27).

DISCUSSION

Our findings revealed unexpected cross-regulation between the two primary transcription factors that coordinate innate immune responses. Whereas the NFκB and IRF activators bind their respective cognate sites (κB and IRE, respectively), we report
that the NFκB p50:p50 repressor binds and regulates a subset of IREs, termed G-IREs, whose sequence contains or is in direct vicinity to a three-guanine sequence. We show that as an abundant constitutive component of the nucleus, p50 homodimers have significant thresholding functions for IRF-responsive gene expression. Exemplified by the combinatorial IFNβ enhancer, our work emphasizes the importance of homeostatic repressors in restricting gene expression to specific stimuli by binding to sites that overlap with those of stimulus-inducible factors.

By combining unbiased gene expression phenotyping studies of nfkb1−/− cells with biochemical and molecular biological studies we provided *in vitro* and *in vivo* binding evidence that p50 directly regulates G-IRE containing promoters. However, indirect mechanisms such as hyper-expression of autocrine type-I interferon, or regulation of ERK by the p105 precursor p50 may contribute to the gene expression phenotype, and may provide an explanation for the hyperactivation of genes whose proximal regulatory region (-1kb to +0.3kb) we did not find a G-rich sequence flanking an IRE. Given that IFN-responsive ISGF3 was not hyper-activated in p50ko cells in response to LPS (Figure 3.24A), that the hyperactivation was observed at 1hr (Figure 3.3 and 3.4), i.e. prior to ISGF3 activation, and that many G-IRE genes were hyper-responsive to ectopic IFN stimulation (Appendix Figure 3.1) corroborates our conclusion that p50 regulates G-IRE-containing promoters directly.

The sequence specific interaction of transcription factors with their specific DNA binding sites is an organizing principle for understanding the logic of gene regulatory
circuits. Sequence specificity has traditionally been determined using low throughput biochemical assays, or PCR-mediated DNA selection schemes that identify the highest affinity DNA sequences (Kunsch et al., 1992). However, recent unbiased ChIP-chip or ChIP-seq experiments have revealed association of transcription factors with DNA that do not contain known cognate sequences, although indirect binding cannot be ruled out (Martone et al., 2003; Schreiber et al., 2006). High throughput biochemical affinity measurements in miniaturized assay systems have however, revealed that some transcription factors have much broader binding specificity than anticipated or may have more than one mode of specific DNA binding (Badis et al., 2009; Maerkl and Quake, 2007; Ragoussis et al., 2006; Warren et al., 2006). These observations set the stage for overlap in the sequence space associated with different transcription factor families. Competitive binding between specific IRF and NFκB family members is an example of this scenario with important gene regulatory consequences. Our study suggests that DNA elements have evolved to recruit two distinct DNA binding proteins to achieve specific regulation of expression; such hybrid elements may not be uniquely assigned as a response element of a single signaling pathway. In the case of G-IREs, we classify these sequences as a subclass of IREs, rather than of κB sites, because the G-IRE conforms to the direct repeat character of IREs unlike the palindromic κB site, and IRFs are the cognate transcriptional activators, whereas the NFκB family member appears to function as a competitive repressor.

Delineating the specificity of transcriptional regulators remains challenging. High-throughput cell-free biochemical approaches characterize the capacity of DNA
binding domains to bind sequences, but may be hampered by non-physiological reaction conditions including the quality of the recombinant protein (Badis et al., 2009; Maerkl and Quake, 2007; Ragoussis et al., 2006; Warren et al., 2006). We used high-throughput gene expression measurements in genetically altered cells to identify candidate interactions that are functional. Biochemical studies confirmed the capacity of the p50:p50 homodimer to bind G-IREs and to repress IRF-driven transcription. Biophysical considerations based on related X-ray structures rationalize the biophysical basis for p50:p50 to bind a triple G-motif without requiring a second palindromic halfsite; namely, high affinity interactions by one monomer and a flexible hinge between the DNA binding and dimerization domains within the other. In contrast, the ubiquitous NFκB activator p50:p65 dimer does not form a complex on G-IRE probes (Figure 3.5). Previous crystallographic studies revealed fewer hydrogen bonds by p65 than p50 with a single half-site suggesting lower affinity binding (Chen et al., 1998b), and future studies ought to address whether p65’s hinge may not be as flexible as p50’s. However, which IRF family member the p50-homodimer competes with is less unambiguous. We observed a stronger gene expression phenotype in resting p50ko cells and at early time points following LPS exposure (Figure 3.3, 3.4 and Appendix Figure 3.2), correlating with the activation profile of IRF3 (30 minutes to 2hr) rather than of ISGF3 (2hr to 6hr) (Figure 3.5). Furthermore, the p50ko phenotype in response to IFNβ stimulation, which only activates ISGF3, is more modest than with LPS (Appendix Figure 3.1). Interestingly, recent protein binding microarray experiments revealed that IRF3 prefers “GG”AAAC IRE sequences, whereas the ISGF3 complex prefers the IRE sequence “TG”AAAC (Badis et al., 2009, Figure S9L). Hence, we speculate that p50 homodimer bound to G-
IREs functions primarily as a competitor for IRF3 and to a lesser extent for the ISGF3 complex.

Using mathematical modeling we have begun to explore what the functional consequences of NFκB p50:p50-IRE cross-binding may be within gene regulatory circuits. Combinatorial regulation by sequence specific transcription factors is thought to form the basis for stimulus-specific gene expression (Brivanlou and Darnell, 2002; Carey et al., 1990; Ptashne and Gann, 2002). Mathematically, such regulation has been described with Boolean logic gates (Buchler et al., 2003; Mayo et al., 2006), but such studies presume stimulus-responsive transcription factors that have no or negligible basal activity. However, in mammalian cells even highly stimulus-responsive transcription factors such as NFκB and IRF3/ISGF3 show detectable basal activities; indeed, Western blots of IRF3 indicate that as much as 30% may be constitutively nuclear (Appendix Figure 3.8), though not all of it is likely active. A thermodynamic formulation of an AND gate describes the dose response behavior of NFκB and IRF and reveals that such basal activity renders the AND gate leaky; specifically, stimuli such as CpG that activate NFκB but not IRF, will nevertheless result in appreciable AND gate promoter activity. In this context, the constitutive repressor NFκB p50:p50 binding to IREs functions as a gate keeper of combinatorial AND gate promoters. In addition to the presumed synergistic interactions of coordinated transcription factors, our combined computational-experimental study of interferon-β confirms that such a gating mechanism is critical for
enforcing the stimulus-specificity in gene expression and the subsequent antiviral responses.

More broadly, in the context of basal activities of transcription factors, the mechanisms that restrict transcriptional responses to appropriate stimuli or enforce strict synergy requirements remain incompletely understood. Chromatin regulation provides a means for regulating the accessibility of transcriptional activator binding sites and has also been proposed as providing thresholding functions (Lam et al., 2008). However, the thresholding function of competitive binding by the p50:p50 homodimer may not introduce a delay that chromatin opening steps may require. In addition, it may be tunable, as the homeostatic abundance of p50 may be regulated to control the responsiveness of the IFN program. Indeed, prolonged NFκB activation results in elevated p50 levels and elevated p50:p50 binding to IREs (Figure 3.5) and this may restrict the IFN response further to a narrow set of stimuli, without affecting the kinetics of activation.

Understanding the role of homeostatic thresholding factors in stimulus-responsive gene control is critical in developing therapeutic strategies based on manipulating gene expression responses. In harnessing the interferon response for anti-viral and anti-cancer treatment, our study suggests that the cross-regulatory functions of the NFκB p50 homodimer may limit efficacy of the interferon treatment. However, an understanding NFκB p50 homodimer’s promoter gating function holds promise for tuning the specificity of adaptive immune adjuvants and innate immune priming strategies.
MATERIAL AND METHODS

Cell culture. BMDMs were isolated from C57BL/6, \( nfkbi^{-/-} \), \( ifnar^{-/-} \) and \( p105^{-/-} \) mice and cultured in L929 cell-conditioned medium for 5-8 days. Primary MEFs were prepared with E12-E14 embryos from C57BL/6 and \( nfkb1^{-/-} \) mice and cultured in DMEM containing 10% BCS for 5-6 passages. TLR4-HEK293T cells were stably transfected with the human TLR4a, MD2 and CD14 genes (InvivoGen). Cells were stimulated with 0.1ug/ml LPS (Sigma, B5:055), 100 nM CpG (ODN 1668, InvivoGen) and 10 (BMDMs) or 2500 (MEFs) U/ml murine IFN\( \beta \) (Biogen, Inc). A higher concentration of IFN\( \beta \) was used in MEFs because MEFs exhibit lower IFN responsiveness than macrophages.

Transcriptome and Bioinformatic analysis. RNA were extracted with Qiagen RNeasy kit and hybridized to Illumina mouse RefSeq Sentrix-8 V1.1 and V2 BeadChips or Codelink mouse Uniset 1 (GE Healthcare) microarrays at the UCSD Biogem facility. De novo motif search were performed with the promoter sequences 1kb upstream and 0.5kb downstream of the transcription start site using the motif search program Homer, developed by Dr. Chris Benner (Heinz et al.). An in-depth description and benchmarking of this software suite can be found at http://biowhat.ucsd.edu/homer/.

RNA from littermate wt and \( nfkb1^{-/-} \) MEFs stimulated with 0.1 \( \mu \)g/ml LPS for 0, 1, 3 and 8 hour, \( crel^{-/-}p65^{-/-} \) MEFs stimulated with 0.1 \( \mu \)g/ml LPS for 0, 1, 3 and 8 hour and wt MEFs stimulated with 0.1\( \mu \)g/ml LPS (3 biological repeated samples), 10 ng/ml
TNF, 50 ng/ml PDGFBB, 2500 U/ml IFNβ for 0, 1, 3 and 8 hour were hybridized to Illumina mouse RefSeq Sentrix-8 V1.1 BeadChips arrays. Probes with $\geq 2$ expression fold change in any stimulus conditions in wild-type cells were selected. K-means clustering was performed with selected probes on all of the wt samples (TNF, IFNβ, PDGFBB and 3 LPS datasets) and $crel^{-/-}p65^{-/-}$ samples stimulated with LPS. Details of this analysis will be published elsewhere (C.S.C. and A.H. in preparation). The $nfkb1^{-/-}$ LPS dataset was matched to the final clusters and the average expression fold change for each gene cluster was calculated and shown next to the heatmap in Figure 3.3.

RNA from littermate wt and $nfkb1^{-/-}$ BMDMs stimulated with 0.1µg/ml LPS or 10 U/ml IFNβ or 100 nM CpG for 1, 3 and 8 hour were hybridized to Illumina mouse RefSeq Sentrix-8 V2 BeadChips arrays. Raw expression data were normalized using several unstimulated control data sets. Probes with $\geq 2^{1.2}$ expression fold change at any timepoint (1, 3, 8 hrs) of the LPS timecourse were selected. Expression fold change values from multiple probes for a single gene (accession number) were averaged. K-means clustering was performed with wt (LPS), p50ko (LPS), wt (IFNβ), infar^{-/-} (LPS) time-course datasets and shown in Figure 3.4, Appendix Figure 3.1, and Figure 3.25.

BMDM p50ko expression phenotype and “G-rich” IRE classification: Microarray data (Codelink mouse Uniset 1 (GE Healthcare) microarrays) derived from wt and $nfkb1^{-/-}$ BMDMs stimulated with 0.1 µg/ml LPS for 6 hour (two biological repeats), wt BMDMs stimulated with 100 U/ml IFNβ and infar^{-/-} BMDMs stimulated with 0.1 µg/ml LPS. Genes with $\geq 2$ fold expression change in any condition were
subjected to K-means clustering. 107 genes that were IFNβ inducible and showed IFNAR-dependence when induced by LPS were selected and shown in Supplementary Table 1. Their p50ko expression phenotype in response to LPS (Figure 3.10B) was determined using replicate microarray data from wt and nfkbi<sup>−/−</sup> BMDMs stimulated with 0.1 µg/ml LPS and statistical analysis with Vampire(Hsiao et al., 2005). IREs were classified into G-rich or non-G-rich by examining the IRE binding sites 1kb upstream and 0.5kb downstream of the transcription start site. Sequences were downloaded from the UCSC Genome Browser (Mouse Feb. 2006 assembly; NCBI36/mm8) using the UCSC known genes track, which are based on the annotation from UniProt, RefSeq and GenBank mRNA. IRE sites were identified using the software MatInspector (Release professional 7.7.3, February 2008) (Cartharius et al., 2005) with the following parameters: Matrix Family Library Version 7.0 (October 2007), the family of matrices V$IRFF (includes the matrices V$ISRE.01, V$IRF1.01, V$IRF2.01, V$IRF3.01, V$IRF4.01, V$IRF7.01), and the optimized matrix similarity threshold (the number of false positive matches found in non-regulatory test sequences is minimized) of 0.88. IREs containing GGGN or GAGG or GTGG motifs within 7 bp from the 5’ end of the IRE element (“G/A/T”AAA or “A”ANNGAAA) were considered to be “G-rich” IREs, as indicated in Supplementary Table 1.

**Biochemical Assays.**
Immunoblots and EMSAs were conducted using standard methods as described (Basak et al., 2007; Werner et al., 2005). Total RNA was isolated using Qiagen RNAeasy kit from BMDMs or MEFs treated as indicated. RNA was reverse transcribed with Superscript II reverse transcriptase (Invitrogen) and resulted cDNA was used for real-time qPCR analysis (SYBRgreen). ChIP assay was conducted as previously described (Ogawa et al., 2004; Perissi et al., 2004). Briefly, BMDMs were stimulated and fixed with 1% formaldehyde. Cross-linked pellets were sonicated to obtain fragments of 300-800bp and incubated with antibody overnight. Immunoprecipitated DNA fragments were reverse cross-linked, purified and amplified by qPCR. Reporter assays were conducted by transfecting TLR4-HEK293T cells in 24-well plates with 40ng of indicated IRE luciferase reporter construct and 40, 120 or 300 ng of p50 or p50 DBD mutant (R56A,Y57A) plasmid construct using Lipofectamin 2000 (Invitrogen). 48 hrs after transfection, cells were stimulated with LPS (0.1 µg/ml) for 6hrs and luciferase units were measured by standard methodology using the Dual-Luciferase Reporter Assay System (Promega). IRE luciferase activities were normalized to β-galactosidase activities measured by the Galacto-Light Plus System (Applied Biosystems).

Antibodies used in immunoblots, super-shift assays and ChIP assays were anti-p65 (Santa Cruz Biotechnology, sc-372), anti-p50 (sc-114), anti-Stat2 (sc-950), anti-a-tubulin (sc-5286), anti-p50 (Dr. Nancy Rice, NC-1263), anti-Lamin A/C (Cell Signaling, #2032) and anti-IRF3 (Cell Signaling, #4962).

EMSA probes:
κB (Werner et al., 2005):

GCTACAAGGGACTTTCCGCTGGGGACTTTCCAGGGAGG

IRE (Braganca et al., 1997; Goriely et al., 2006; Park et al., 1999):

GATCCTCGGGAAAGGAAACCTAAACTGAAGCC

Gbp1: ACAGGTGGGTGGGGAAAAAGAAAATGAAAGGAAA

Stat2: AACCCTGAGTTCTAGGGAAAGGAAACTGAAACCAG

Ifit3: GTTTGTGAAAGGAAGAGGAAAGTAGAAACTGAAA

ISG15: CCGTAGGAAGGAAACCAACAGAAATGACTGCTC

ADAR1: AGCCTTTTTCAAGGAAAGGAAAGTAGAACTCTGGGGA

Ccl12: GAAGAACATCTTTATGGAAGGAAAGGAAACTAGAAAG

IFNb (Panne et al., 2007):

TAAATGACATAGGAAAAACTGAAAGGGAGAAGTGAAAGTGAAAGGAAATTCCCTCT

GAATAG

IFNb_ΔC:

TAAATGACATAGGAAAAACTGAAAGGGAGAAGTGAAAGTTCTAAATAGATCT

GAATAG

IFNb_ΔAB:

TAAATGACATATCTAAACTGAAATCTAGAAGTGAAGGTGGGAATTCCTCTG

AATAG

IFNb_ΔABC:

TAAATGACATATCTAAACTGAAATCTAGAAGTGAAGGTGGGAATTCCTCTG

AATAG
IFNb_\Delta AC:
TAAATGACATATCTAAACTGAAAGGGAGAAGTGAAAGTTCTAAATAGATCTG
AATAG

IFNb_\Delta BC:
TAAATGACATAGGAAAACTGAAATCTAGAAGTGAAAGTTCTAAATAGATCTG
AATAG

qPCR primers for ChIP assays:
IkBa.f: GCTTCTCAGTGGAGGACGAG
IkBa.r: CTGGCAGGGGATTTTCTCAG
A20.f: CCCGGAGAAACTCCTAGGTC
A20.r: CACATGGATGTGACGTGGAA
Gbp3.f: CAAAGCTGGTTCTAGTCAGG
Gbp3.r: AAGCCCTTTTCTCCTCCCTTT
Tap1.f: GTCTCAGAAGGCGGTGTC
Tap1.r: GAGCTGGTAGCTGACTAGA
Il15.f: CAGAGACTGTACCGGGAGGA
Il15.r: CAGCAGTCAAGGCTTTGTTT
Stat2.f: AGGTCCCACCCTTTCTATGG
Stat2.r: CTGATTTACCCGAACCGAAC
Gbp2.f: AGCTAGCTGATTTCCAGCA
Gbp2.r: GGAAGGAGGGAGGAAGAAAA
Tyki.f: ACTGGAGGTCTCAGCCACAG
Tyki.r: GGTGACCACAGACCCAGGAT
Trim21.f: GCCACTCAAACCTCCTCCTCC
Trim21.r: AGCCTGCAGTCCAAATTTCA
Intergenic.f (chr12:57147085-57147178): GATATTCCCTGTCCCCCAGT
Intergenic.r: AAGGAGCAGAGAGGAGCAGTG
Ifi47.f: ATGCTGCAGGGGAAACAAAG
Ifi47.r: AAGCAATGAGCCCTAGCAGA
Dusp28.f: AGATTGGCTAGTGGGGAATG
Dusp28.r: CACTTTCATGGCTATGATTTCG
Tceal.f: CCTCACAAGGAAAATTGAAGG
Tceal.r: CTCCCCAGGTAACAGTGAA
Cd274.f: TCGACAGCCTCTCAGTAGCA
Cd274.r: CAGTGGCAGGTGAGTCTCTG
Lgals3bp.f: GGTGGTGGTAGTTTTGTTTG
Lgals3bp.r: AGCCTGCCTCAAAGGAAAAA

qPCR primers for RT-qPCR assays:

Gbp1.f: CGGAAAGAGTTAATGGCAGAGC
Gbp1.r: GTTGAAGCTCTCATTCTGG
Gbp3.f: GATGGAGAGAGGCCATAGCA
Gbp3.r: CTTCTGTCTCTGCCTCAGC
Mx1.f: GACCCTGAAGGGGATAGGAC
Mx1.r: CTTGCCTTCAGCACCTCTGT
Gbp1.f: CGGAAAGAGTTAATGGCAGAGC
Gbp1.r: GTTGCAAGCTCTCATTTCTGG
Ifit3.f: CCAGCAGCACAGAAACAGAT
Ifit3.r: GAAATGGCACTTCAGCTGTG
Ifit2.f: CGCTTTGACACAGCAGACAG
Ifit2.r: GTCGCAGATTGCTCTCCAGT
Vig1.f: GCTGGAAGGTTTTCCAGTGC
Vig1.r: CTTCCTCAGGGCATCTTCT
Tyki.f: AGACAGGTACTGGCATAGCACA
Tyki.r: ACTGTAGGCCTCCACTCACC
Gapdh.f: AACTTTGGCATTGTGGAGG
Gapdh.r: GGATGCAGGGATGATGTCT

“G-rich” and “non-G-rich” IRE sequences in luciferase reporter constructs:

G-rich IRE: TCGACGGGAAAAAGGGGAAAAAGGGGAAAAAGGGGAAAAAG
Non-G-rich IRE: TCGACAAAGAAAAAGAAAAGAAAAGAAAAAGAAAAAGAAAAG
Computational Modeling.

Thermodynamic formulations of promoter activity \( f \) are shown in the figures and based on prior work (Bintu et al., 2005a; Bintu et al., 2005b). Thermodynamic models of promoter-transcription factor interactions employed parameter values that were based on measurements and reasonable estimates. The nuclear p50 homodimer concentration was measured to be about 30,000 dimers (Fig. 1B). Based on macrophage cell and nucleus sizes measured by us and others (Garrick et al., 1986; Swanson et al., 1991) to be 1 - 2 \( \mu \)l and 0.15 - 0.3 \( \mu \)l respectively, this translates to a molar concentration of at least 200 nM. To ensure that our modeling results are conservative, we have also considered lower p50 homodimer concentrations. The stimulus-induced nuclear NF\( \kappa \)B concentration has previously been determined to be peak at about 100 nM (Werner et al., 2005). Based on that the IRF concentration is assumed not to exceed 100 nM, with a basal level 5-10% of that. The dissociation constants were reasonably estimated based on simple guidelines: NF\( \kappa \)B p50:p65 has higher affinity than p50:p50 for \( \kappa \)B sites (i.e. \( K_{NF\kappa B-\kappa B} < K_{p50-\kappa B} \)), IRF has higher affinity than p50:p50 for IREs (i.e. \( K_{IRF-IRE} < K_{p50-IRE} \)), NF\( \kappa \)B p50:p65’s affinity for \( \kappa \)B sites is higher than IRF’s affinity for IREs (i.e. \( K_{NF\kappa B-\kappa B} < K_{IRF-IRE} \)), and p50:p50 has higher affinity for \( \kappa \)B sites than IREs (i.e. \( K_{p50-\kappa B} < K_{p50-IRE} \)).

The specific parameter values were as follows: For Figure 4E and 4F, \([p50:p50] = 100 \text{ nM}, [IRF] = 1-100 \text{ nM}, K_{IRF-IRE} = 10 \text{ nM}, K_{p50-IRE} = 100 \text{ nM} \) (Figure 4E) or \( 10-1000 \text{ nM} \) (Figure 4F). For Figure 5A and 5B, \([p50:p50] = 100 \text{ nM}, [IRF] = 0-50 \text{ nM}, \).
[NFκB/p65:p50] = 0-50 nM, K_{IRF-IRE} = 5 nM, K_{p50-IRE} = 10 nM, K_{p50-κB} = 5 nM, K_{NFκB-κB} = 1 nM. For Figure 5C, parameter sensitivity analyses were performed by varying the binding dissociation constants K_{IRF-IRE}, K_{p50-IRE}, K_{p50-κB}, and K_{NFκB-κB} from 1 to 1000 nM as indicated in the figure. Hill coefficient for the term [IRF/ K_{IRF-IRE}] was also varied from 1 to 3.

The kinetic model of IFNβ mRNA (r) expression was modeled by an ODE,

\[
\frac{dr}{dt} = k_i f - k_d r
\]

where \(k_i\) is the mRNA synthesis rate constant (in arbitrary mRNA concentration units min\(^{-1}\)) and \(k_d\) is the mRNA degradation rate constant (in min\(^{-1}\)). For Figure 6B and 6C, the ordinary differential equations model has the following parameters K_{IRF-IRE} = 5 nM, K_{p50-IRE} = 10 nM, K_{p50-κB} = 5 nM, K_{NFκB-κB} = 1 nM, [p50:p50] = 100 nM. The time-dependent inputs of the model are: basal [NFκB] = 1 nM, and in response to LPS and CpG it is 10, 50, 40, 30 nM at 30, 120, 360, 720 minutes, respectively; basal [IRF] = 7.5 nM and in response to LPS it is 20, 50, 40, 20 nM at 30, 120, 360, 720 minutes, respectively and were estimated from gel shift experiments and nuclear western blots. The mRNA halflife was estimated at 1 hour resulting in a degradation rate constant \(k_d = 0.0116\) min\(^{-1}\). The mRNA synthesis rate constant \(k_i\) was arbitrarily set to 0.24 AU min\(^{-1}\). Simulations were done with the numerical solver of the Matlab ode23 function.

Viral infection.
Prior to infection, BMDMs were seeded into 24-well plates, allowed to adhere and treated with indicated stimuli for 24 hours. BMDMs were infected with live MCMV-GFP and were analyzed for GFP expression after 48 hours by flow cytometric analysis.
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Figure 3.1 LPS- and IFNβ-induced transcription factors

A schematic of LPS- and IFNβ-induced activation of transcriptional activators (NFκB, IRF3 and ISGF3) and the constitutive transcriptional repressor (p50:p50).
Figure 3.2 Quantitation of the basal nuclear p50 protein amount

Immunoblot of a nuclear extract prepared from non-treated wt BMDMs mixed with increasing amounts of recombinant p50 (amino acid 1-325) protein (0.1 to 1.1 ng). Nuclear and cytoplasmic fractionation was confirmed by Lamin A/C and α-tubulin immunoblots (lower panel). Signals of p50 immunoblot were quantitated and graphed on a standard curve, leading to an estimate of 30,000 p50:p50 homodimers per nucleus.
Figure 3.3 Microarray mRNA expression data from wild-type (“wt”) and nfkb1-/- (“p50ko”) littermate-derived MEFs

MEFs were stimulated with LPS (0.1 µg/ml) and IFNβ (2500 U/ml) was analyzed by K-means clustering as described in Supplementary Methods. Red represents stimulus-responsive gene induction, green represents repression. Cluster identifiers are indicated at the right, with red symbols indicating clusters with elevated expression in the p50ko cells. Average fold induction (log2) of each cluster in wt (blue) and p50ko (purple) cells were graphed at 0, 1, 3 and 8 hour. Most highly enriched motifs identified de novo within -1.0 kb to +0.3 kb of transcriptional start sites are shown for in each cluster with p-values to indicate statistical significance.
Figure 3.4 Microarray mRNA expression data from wild-type (“wt”) and nfkβ1-/- (“p50ko”) littermate-derived BMDM

BMDMs were stimulated with LPS (0.1 µg/ml) and IFNβ (10 U/ml) was analyzed by K-means clustering as described in Figure 3.3.
Macrophages (RAW264.7 cells) were stimulated with LPS (0.1 µg/ml) for the indicated times. κB-binding activities (p50:p65 and p50:p50; left panel) and IRE-binding activities (ISGF3 and complex X; right panel) on an IRE probe (GATCCTCGGGAAAGGAAACCCTAAACTGAAGCC) were revealed by EMSA, and an immunoblot (middle) shows the activation profile for nuclear phospho-IRF3 (p-S396).
Figure 3.6 IRE-binding activities contained in nuclear extracts derived from wt and nfkbb1-/- ("p50ko") BMDMs

BMDMs stimulated with 0.1µg/ml LPS for 24 hour were resolved by EMSA.
Figure 3.7 The composition of the novel complex X
Complex X was examined by supershift analysis using indicated antibodies on the IRE probe, and mobility comparison with complexes bound to an HIV κB site probe.
Figure 3.8 Competition assays with IRE and κB probes

DNA binding site competition assays (10x or 200x excess) with labeled κB probe and unlabelled IRE probe (top panel) or labeled IRE probe and unlabelled κB probe (bottom panel) and nuclear extracts from macrophage cells (RAW264.7) stimulated with LPS for 24 hour.
Figure 3.9 Comparison of p50:p50 DNA binding affinities to κB and IRE probes
EMSA to measure relative binding affinity of p50:p50 for κB or IRE probes. Increasing amounts of recombinant p50 (1, 10, 100, 100 ng) was reacted with a κB site probe containing two κB binding sites (left panel) or an IRE probe containing 4 IRE binding sites (right panel); both probes allow binding of two p50:p50 dimers.
Figure 3.10 NFκB p50 binds to a subset of interferon response genes via a “G-IRE”

(A) Known IRE-regulated genes distinguished as p50-repressed (red) or not (black). IRE sequences are underlined; guanine-rich sequences are highlighted in red. The p50ko expression phenotype represents the ratio of the LPS-induced (0.1 µg/ml at 6 hour) expression fold change in p50ko over wt BMDMs in duplicate microarray experiments (white; fold change < 1.5, pink: fold change ≥ 1.5 and < 3; red: fold change ≥ 3). (B) The p50ko expression phenotype (y-axis) for 107 interferon-β-inducible and IFNAR-dependent LPS-inducible genes (x-axis). Genes that contain one or more G-IREs in the -1.0kb to +0.5kb regulatory region are colored in red. Probabilities that the number of G-IRE-containing genes among the top or bottom 10% genes within distribution occurred by chance are indicated. (C) Unpaired t-test of the p50ko expression phenotype associated with G-IRE (red) and non-G-IRE (black) containing genes in (B). Edges of the boxplot represent the 25th and 75th percentiles and whiskers represent the 10th and 90th percentiles.
Figure 3.11 p50:p50 physically binds to the G-IRE genes

p50:p50 dimer and ISGF3 DNA binding activities were resolved by EMSA and supershift assay with p50 antibody using extracts made from macrophages (Raw264.7 cells) stimulated with LPS (0.1 µg/ml) for 24 hours using probes derived from p50-repressed genes with G-IREs (red) or probes derived from p50-independent genes containing non-G-IREs (black). LPS-stimulated macrophages contain higher levels of nuclear p50:p50 and allow for a positive control, the confirmation that these sequences can in fact bind ISGF3.
Figure 3.12 NFκB p50 binds to G-IRE promoters in vivo

(A) ChIP followed by qPCR analysis indicate recruitment of p50 to the p50-repressed (and G-rich, in red) but not to p50-independent (and non-G-rich, in black) IRE sequences in wt (white bar) and p50ko (black bar) BMDMs stimulated with LPS (0.1 µg/ml) for 24 hours. IκBα functions as a positive control for NFκB target gene. (B) ChIP followed by qPCR analysis of the recruitment of p65 on p50 repressed, G-IREs (red) and p50-independent, non-G-rich IREs (black), as well as a positive control κB target gene A20 in response to LPS (0.1 µg/ml, black bar) or PBS (CTL, white bar) for 1 hour in wt BMDMs.
Figure 3.13 Molecular determinants of NFκB p50 homodimer binding to a G-IRE sequence

(A) Ribbon model of the structure of p50:p50 dimer on the G-IRE/IRE of Gbp1, based on prior X-ray crystallography structures on κB sites (Ghosh et al., 1995). In both the ribbon model and the G-IRE sequence below, the DNA in the vicinity of the first monomer is indicated in red, the DNA in the vicinity of the second monomer in orange. Conserved tyrosines (“Y”) that contribute to affinity by inserting themselves between bases are indicated in green. Note that there is rotational flexibility between the DNA and dimerization domains, as indicated for the 2nd monomer. The DNA binding domain is shown to have moved away from the DNA 2nd half-site. (B) Space filling model detailing the amino acids within the first monomer making close contacts with the G-IRE sequence. Numbering is with respect to the center of a palindromic sequence that would apply to the κB-consensus sequence. (C) Space filling model revealing a gap between the protein surface and the second IRE sequence within Gbp1. This gap is opened by the rotational flexibility between dimerization and DNA binding domains. Note that tyrosine 57 provides for affinity as it is anchored by hydrogen bonds to the phosphate backbone and makes van der Waals contacts with the bases A2 and A3 of the second IRE.
Figure 3.14 Determining the p50:p50 dimer binding specificity for IREs

EMSA was performed with a titration of recombinant p50 proteins (1, 5, 10, 20, 40, 80, 200, 500 nM) using the G-IRE-containing probe derived from Gbp1 or indicated mutant variants thereof. These experiments confirm the importance of the G-rich motif in the 5’-end of the first IRE, as opposed to central nucleotides. The EMSA was performed by Kim Huynh.
Figure 3.15 NFκB p50 homodimers repress G-IREs by competing with IRFs

(A) Competition EMSAs demonstrating that increasing amounts of recombinant p50:p50 dimers (25, 250 and 1000 nM) competes with nuclear ISGF3 complexes (contained in LPS-stimulated (0.1μg/ml, 24hrs) macrophage Raw264.7 cells) in binding to the G-IRE probe (left) or with nuclear IRF3-CBP complexes (contained in polyIC-stimulated (5.0 μg/ml, 1 hr) HeLa cells) in binding to the Gbp3 IRE probe (right).

(B) Competition EMSAs demonstrating that nuclear ISGF3 complexes binding to IRE probes are not efficiently competed with recombinant p65:p65 dimers (25, 250 and 1000 nM, upper panel), but are competed by recombinant p50:p50 dimers (25, 250 and 1000 nM, middle panel), and that ISGF3 complexes binding to the non-G-rich ADAR1 IRE probe are not competed by recombinant p50:p50 dimers (25, 250 and 1000 nM, bottom panel).
Figure 3.16 NFκB p50 represses a G-IRE reporter

p50, but not a p50 DBD mutant (R56A,Y57A) inhibits LPS-induced activation of G-IRE-containing promoters in a dose-dependent manner. TLR4-HEK293T cells were transfected with IRE reporter plasmids (40 ng) and p50 or p50 DBD mutant expression plasmid (0, 40, 120 and 300 ng) for 48 hrs in 24 well plates. Cells were stimulated with LPS (0.1 µg/ml) for 6 hours. Relative G-IRE vs. non-G-rich IRE luciferase activity was graphed as a function of promoter activity in the absence of p50. Below, immunoblot of nuclear p50 protein and p50:p50 IRE-binding activity resolved by EMSA (the lower band represents constitutively expressed endogenous p50:p50).
Figure 3.17 Mathematical modeling of the p50 homodimer repressing G-IRE targets genes

(A) A schematic and thermodynamic formulation of promoter activity $f$ (Bintu et al., 2005b) of a G-IRE-containing promoter subject to competitive binding by p50:p50 dimer and IRFs. (B) The mathematical solution of promoter activity ($f$) in wt and p50ko as a function of the IRF concentration. The color bars represent promoter activity ($f$) in wt and p50ko cells ranging from 0 (blue) to 1 (red). (C) Computational determination of the p50ko phenotype defined as the fold change of G-IRE-driven promoter activity ($f$) between p50ko and wt cells as a function of the IRF concentration and the p50 dissociation constant for the IRE ($K_{p50-IRE}$).
Figure 3.18 Mathematical modeling predicts that p50:p50-G-IRE interactions function to enforce stimulus-specificity of AND-gate promoters

(A) Schematic, thermodynamic formulation, and computational determination of the activity $f$ of an AND-gate promoter that is a function synergistic IRF and NFκB concentrations and competitive repression of the κB site by p50:p50 homodimers. The arrows indicate how the concentrations of active NFκB alone or NFκB and IRF may increase in response to stimulation with CpG and LPS, respectively. (B) Schematic, thermodynamic formulation, and computational determination of the activity $f$ of an AND-gate promoter that is a function of synergistic IRF and NFκB concentrations and competitive repression of both the G-IRE and the κB site by p50:p50 homodimers. Analogous to (A) the arrows indicate how the concentrations of active NFκB alone or NFκB and IRF may increase in response to stimulation with CpG and LPS, respectively.
Figure 3.19 Parameter sensitivity analyses examining the relative role of the four dissociation constants (K) in determining stimulus-specificity

Dissociation constants \(K_{\text{IRF-IRE}}, K_{\text{p50-IRE}}, K_{\text{NFkB-\kappaB}}\) and \(K_{\text{p50-\kappaB}}\) were varied from 1 to 1000 nM as indicated (bottom). The Hill coefficient for the term \([\text{IRF}/K_{\text{IRF-IRE}}]\) was also varied from 1 to 3. The fold difference of LPS- vs. CpG-induced promoter activity was plotted on the Y-axis. CpG-induction involved increasing the NF\(\kappa B\) concentration from 5nM to 40nM and LPS-induction involved increasing both IRF and NF\(\kappa B\) from 5nM to 40nM.

The data revealed that with a wide range of binding affinities and Hill coefficient values our model predicts that when p50 homodimer is bound to the IRE site (case 2, red), the stimulus-specific difference in promoter activity (LPS vs. CpG) is more pronounced than when p50 homodimer does not bind to the IRE site (cases 1, black).
Figure 3.20 p50 homodimers bind to the IFNβ enhancer

p50 homodimer DNA-binding activity on the IFNβ enhancer (-102 to -47). Indicated IRE and κB site mutants were employed in EMSA with 10, 50 and 100 ng of recombinant p50 protein. Mutants (designated with Δ) have the indicated tri-nucleotides in red mutated to “TCT” (for GGA or GGG) or “AGA” (for TCC).
Figure 3.21 Modeling predicts stimulus specific expression of IFNβ is enforced by p50 binding to a G-IRE within its enhancer

(A) A schematic illustrating the regulation of the IFNβ enhancer by p50 homodimers on both the G-IRE and the κB site. A thermodynamic formulation of the fractional promoter activity f. (B) Computational simulations of IFNβ mRNA expression using a kinetic model driven by the fractional promoter activity f in wt and p50ko cells in response to LPS (black) or CpG (blue).
Figure 3.22 IFNβ mRNA is induced by CpG in p50ko cells

RT-qPCR determination of IFNβ mRNA expression fold change over wild-type unstimulated cells following CpG (100 nM) stimulation for indicated times of wt (black) and p50ko (red) BMDMs.
Figure 3.23 Pathogen-specific activation of the IFNβ enhancer

IFNβ enhancer gating by the p50 homodimer allows only certain pathogens (those that activate both NFκB and IRF) to activate the antiviral responses, ensuring that the cytostatic effects of IFN signaling remain shut off when anti-viral responses are not needed.
Figure 3.24 NFκB p50 restricts IFN/ISGF3 pathway and anti-viral gene expression only to IRF-inducing stimuli

(A) Nuclear ISGF3 activities were revealed by EMSA in response to LPS (0.1 µg/ml) or CpG (100 nM) using nuclear extract derived from wt and p50ko BMDMs. (B) mRNA expression fold change of IFNβ inducible genes were analyzed by RT-qPCR in wt (black) and p50ko (red) BMDMs stimulated with CpG (100 nM) at indicated times.
Figure 3.25 NFκB p50 inhibit anti-viral and IFNβ inducible gene expression in response to CpG

Microarray gene expression profiles of wt and p50ko BMDMs stimulated with CpG (100 nM) for 0, 3, 8 and 24 hour together with microarray expression profile of wt and ifnar−/− BMDMs stimulated with LPS (0.1 µg/ml) for 0 and 3 hour were analyzed by K-means clustering. Cluster identifiers are indicated at the right. Red indicates IFNβ/IFNAR dependent clusters.
Figure 3.26 NFκB p50 restricts anti-viral response only to IRF-inducing stimuli

(A) Induction of anti-viral resistance following priming treatments. After a 24 hour treatment with PBS (“–”), LPS (0.1 µg/ml) or CpG (100 nM), wt and p50ko BMDMs were infected with MCMV-GFP. After 48 hours, productively infected cells expressing GFP were quantified (red gate) by flow cytometry (side scatter over GFP). (B) Percent of infected wt (white) or p50ko (red) BMDMs expressing GFP in (A) were graphed as average from triplicate determinations. The data are representative of three independent experiments. Kristyn Feldman performed the anti-viral assays.
Figure 3.27 NFκB p50 promote proliferation in response to CpG

Percentage of the cell number change following wt (white), p50ko (red) and ifnar−/− (black) BMDM stimulation with LPS (0.1 µg/ml) or CpG (100 nM) relative to non-treated cells was determined by crystal violet assay in. Error bars represent the standard deviation from three biological replicates.
Appendix Figure 3.1 Expression profiling of IFNβ-responses reveals hyperexpression of some genes at early timepoints

Microarray mRNA expression profiles of wt and p50ko (nfkB1−/−) BMDMs stimulated with IFNβ (10 U/ml) for 1 and 3 hour were matched to the K-means clusters in Fig.1D.
Appendix Figure 3.2 Gene expression phenotype observed in the p50ko cells is dependent on the absence of p50 rather than p105 protein

mRNA expression fold change of IFNβ inducible G-rich IRE genes (red) and non-G-rich IRE genes (black) were analyzed by RT-qPCR in nfkb1+/+ (white), nfkb1−/− (red), p105+/+ (grey), and p105−/− (purple) BMDMs stimulated with LPS (0.1 µg/ml) at 1 hour. Log expression fold change were plotted relative to each genotype’s non-stimulated conditions.
Appendix Figure 3.3 Transcription activator and p50:p50 repressor DNA binding activities in response to LPS

EMSA and nuclear western blots shown in Figure 1E were quantitated using ImageQuant software (GE Healthcare). κB-binding activities (p50:p65 and p50:p50) and IRE-binding activities (ISGF3 and p50:p50) were measured by EMSA. The activation profile of nuclear phospho-IRF3 (p-S396) was analyzed by Western blot.
Appendix Figure 3.4 Stat2 is recruited to the IRE sequences whether they are G-rich or not.

ChIP followed by qPCR analysis of the recruitment of Stat2 (ISGF3 complex) on p50-repressed, G-rich IREs (red) and p50-independent, non-G-rich IREs (colored in black) in response to LPS (0.1 µg/ml, grey bar) or PBS (CTL, white bar) for 1 or 2 hour in wt BMDMs.
Appendix Figure 3.5 5 Increased expression of p50 protein reduced IRF-mediated activation of G-rich-IRE-driven reporter gene, but not non-G-rich-IRE driven reporter gene.

TLR-HEK293T cells were transfected with IRE reporter plasmids (40ng) and p50 expression plasmid (0, 40 and 120 ng) for 48 hrs in 24 well plates. Cells were stimulated with LPS (0.1 ug/ml) for 6 hours. Relative IRE luciferase activity was graphed as a function of promoter activity in the absence of p50.
Appendix Figure 3.6 “G-rich” IREs are more likely to show elevated basal expression in p50-deficient BMDMs

Unpaired t-test was performed on % of basal expression in p50ko (nfkbi−/−) vs wt BMDMs in duplicate microarray experiments, with G-rich (red) and non-G-rich IREs (black) from 107 interferon-β-inducible, IRE-containing genes. Edges of the boxplot indicate the 25th and 75th percentiles and whiskers indicate maximum and minimum data points.
Appendix Figure 3.7 IRF3 is not activated in response to CpG in both wt and p50ko BMDMs

The activation profiles for nuclear IRF3 were analyzed by immunoblots in response to LPS (0.1 ug/ml) or CpG (100 nM) using nuclear extract derived from wt and p50ko (nfkb1−/−) BMDMs.
Appendix Figure 3.8 MCMV-GFP viral infection assay reveals IFNβ-mediated antiviral responses

A quantitative infection assay with MCMV-GFP, which reports only productive infections, to determine antiviral innate immune functions of macrophages. After a 24 hour mock treatment or treatment with IFNβ (100 U/ml), wt and ifnar−/− BMDMs were infected with MCMV-GFP. Virally infected cells expressing GFP were quantified (purple gate) by flow cytometry (side scatter over GFP plots) after 48 hours. Kristyn Feldman performed the anti-viral assays.
Chapter 4: Edited miRNA seed signatures in IFN-mediated gene repression program
ABSTRACT

MicroRNA-mediated gene repression has emerged as a potent mechanism of biological regulation pertaining to cancer and immunity, yet identifying target genes of specific miRNAs has been difficult. We pursued a discovery strategy that is inclusive of post-transcriptional modifications to miRNA seed sequences. Starting with cell-type and stimulus-specific inflammatory gene repression programs, we identify the NF-κB-inducible miR-155 as a gene repression factor in fibroblasts and anti-inflammatory TH2 cells, but in macrophages and inflammatory TH1 cells a specific edited form of the miR-155 seed emerges as functionally relevant. In fact, edited forms of many highly expressed miRNAs emerge as candidate gene repression factors, in correlation with the strength of IFN signaling. Experimentally, we show that gene repression by specific edited forms of miRNAs is dependent on ADAR1, an interferon inducible, ISGF-3 controlled adenosine deaminase. We conclude that IFN-induced expression of ADAR1 controls inflammatory gene expression programs by mediating the widespread editing of miRNAs. Our work suggests that mapping the functional targets of miRNAs must consider cell type and stimulus-specific post-transcriptional miRNA modifications.
INTRODUCTION

Recent high throughput methods have uncovered a plethora of small RNAs in both animals and plants. For a few of these, mouse reverse genetic experiments have demonstrated a critical role in mammalian development and physiology (Stefani and Slack, 2008). One class of small RNAs are the non-coding ~22-nucleotide microRNAs (miRNAs) that induce post-transcriptional gene repression through imperfect base pairing with the 3’UTR region of the target mRNA. The 5’ region of miRNA (particularly positions 2-7, known as the “seed”) is the most conserved region of metazoan miRNAs, and has been shown experimentally and computationally to play a key role in target recognition (Doench and Sharp, 2004; Lai, 2002; Lewis et al., 2003). Functionally, this miRNA-messenger RNA (mRNA) interaction typically leads to post-transcriptional gene repression by inhibiting translation and by increasing mRNA degradation through an mRNA degradation pathway that may involve processing bodies (P-bodies) (Bagga et al., 2005; Jackson and Standart, 2007; Valencia-Sanchez et al., 2006). In fact, small reductions in the abundance of target mRNAs are often a reflection of larger changes in the protein abundance.

As miRNAs have emerged as physiologically important gene repression factors, there is pressing interest to identify the mRNA targets that are being regulated by them. A common strategy has been to match miRNA sequences, particularly the seed region, to potential target mRNAs using computational methods (John et al., 2004; Krek et al., 2005; Lewis et al., 2003). An inverse relationship between miRNA and target mRNA or protein levels may indicate direct regulation that is then tested using reporter genes that
include the 3’UTR sequence predicted to mediate regulation. The primary challenges of this approach are the short and imperfect base pair interactions between miRNA and mRNA and the relatively small changes seen in the mRNA abundance of many true mRNA targets. Furthermore, two assumptions of this approach are not well supported; it remains unclear whether miRNA expression levels correlate with their functional effect (given their role in RNA degradation pathways), and whether miRNA sequences always function as genetically encoded, or undergo a prior post-transcriptional modification such as an RNA editing step.

Indeed, the synthesis and degradation of miRNAs is tightly regulated through transcriptional synthesis, processing, maturation and half-life control. miRNAs were shown to undergo post-transcriptional modifications catalyzed by ADAR (adenosine deaminase acting on RNA) enzymes that result in A-to-I RNA editing of miRNAs (Blow et al., 2006; Habig et al., 2007; Kawahara et al., 2007a; Kawahara et al., 2007b; Nishikura, 2006). Editing events occur at specific sites over the pri-miRNA and pre-miRNA sequences and may control miRNA biogenesis (Yang et al., 2006) (Kawahara et al., 2007a), de-functionalize miRNAs and/or redirect miRNA target specificity when seed sequences are affected (Kawahara et al., 2007b).

Although statistical evaluation of potential target genes has been used to characterize the functional effects of specific miRNA seed sequences (Krutzenfeldt et al., 2005; Lim et al., 2005), such an approach also offers a means to identify functional interactions without assumptions about specific sequence motifs. Indeed, statistical
methods have been used to identify *ab initio* sequences and candidate transcription factors regulating the promoters of specific gene expression modules (Segal et al., 2004). Post-transcriptional regulation of mRNAs was shown to affect the evolution of 3′-UTR sequences (Farh et al., 2005; Stark et al., 2005), suggesting that 3′-UTRs encode the susceptibility to regulatory control by miRNAs, and therefore allowing for an *ab initio* identification of regulatory motifs.

Inflammation is a complex response to pathogenic infection and tissue injury. It is tightly regulated, as misregulation of inflammation contributes to a variety of diseases such as asthma, atherosclerosis, autoimmune disorders and cancer (Karin et al., 2006; Nathan, 2002). Inflammatory stimuli are known to activate hundreds of genes, but at the same time they also induce gene repression events that have not been well characterized. High throughput screening for miRNAs induced in response to inflammatory stimuli has only identified a few candidates (Landgraf et al., 2007; O'Connell et al., 2007; Taganov et al., 2006), with one, miR-155, playing important physiological roles by controlling B-cell development and proliferation as well as T- and dendritic cell function (Rodriguez et al., 2007; Thai et al., 2007). However, our understanding of how miR-155 mediates its physiological effects and which other miRNAs may be important remain incomplete.

Here, we took an alternate strategy to characterizing miRNA-mediated regulation of inflammatory responses. Beginning with the 3′UTRs of co-regulated genes in inflammatory gene repression programs, we employed bioinformatic and genetic approaches to identify enriched hexameric sequences. With this approach we not only
identified functional seed sequences of known miRNAs, but strikingly, uncovered that edited seed signatures dependent on ADAR1 play a major role in shaping inflammatory gene repression programs.
RESULTS

Inflammatory gene repression programs reveal the miR-155 seed signature

To characterize inflammatory gene repression, we analyzed publicly available microarray datasets of macrophages and B-cells treated with cytokines, pathogens, or pathogen-derived substances (Nau et al., 2002; Zhu et al., 2004). We found a substantial number of down-regulated genes, often more than up-regulated genes (Appendix Figure 4.1A and 4.1B). K-means clustering revealed that similar to gene activation programs, there is a core repression program common to all stimuli as well as stimulus-specific repression programs (Appendix Figure 4.1C). With our own microarray datasets from primary mouse embryonic fibroblasts (MEFs) and fetal liver-derived macrophages (FLDMs) stimulated with LPS (Supplementary Appendix Figure 4.1D) we found that the inflammatory response includes large gene repression programs that are not only stimulus-specific but also cell-type specific.

We then asked whether miRNAs may contribute to these gene repression programs. Computational analysis can reveal the statistical enrichment of a miRNA seed sequence, indicating its involvement in gene repression (Krutzfeldt et al., 2005). Similarly, we employed the Sanger 9.1 database, which contains 380 published miRNA sequences, and calculated seed count scores for the 3’UTR of each gene normalized to the length of the 3’UTR. Wilcoxon rank sum tests were performed to assess the statistical significance of the enrichment of each miRNA seed sequence in the 3’UTR of down-regulated genes by comparing seed count scores between down-regulated genes and genes without expression change. In addition to the miRNA seed sequences, we also
performed the same statistical test on all 4,096 possible hexamer RNA motifs in order to compare the statistical significance of the miRNA seed enrichment.

To validate this computational method and its reliance on the seed sequence, we performed the seed enrichment analysis on a microarray dataset from B-cells over-expressing miR-155 (Costinean et al., 2006), one of the very few miRNAs highly induced in response to inflammatory stimuli. Indeed, the miR-155 seed sequence was found to be highly over-represented among all 4,096 possible hexamer motifs in the 3’UTR sequences of genes down-regulated upon transgenic overexpression of miR-155 in B-cells (Figure 4.1A). This finding not only validated our approach but also suggests that miR-155 in particular does affect widespread mRNA transcript decay, and does so by base pairing with the 3’UTR of target mRNAs through the 2-7 seed sequence.

We further carried out the seed enrichment analysis on down-regulated genes from microarray studies in MEFs, B-cells (Zhu et al., 2004) and macrophages upon LPS stimulation. We found that the miR-155 seed was indeed over-represented (top 5% among all 4,096 hexamers) in the 3’UTR of LPS down-regulated genes in MEFs and B-cells (Figure 4.1B), suggesting that induced expression of this miRNA may be involved in the regulation of gene repression programs. However, to our surprise we did not find it over-represented in LPS-repressed genes in macrophages (Figure 4.1B). Northern blotting showed that miR-155 is induced by LPS in MEFs in an NFκB-dependent manner (using rela−/crel−/nfkb1−/ MEFs lacking the three canonical NFκB/Rel proteins) and we found strong inducible expression not only in B-cells but also in macrophages (Figure
4.1C). These findings provide evidence that miR-155 is functional in down regulating genes in MEFs and B-cells, but, despite robust expression, no such functional evidence was found in macrophages.

**IFN activated ADAR-1L may be responsible for miR-155 A-to-I editing**

Given the lack of miR-155 seed enrichment in macrophages, we considered that RNA editing may de-functionalize miR-155, as had been shown for pri-miR-142 in hematopoietic tissues (Yang et al., 2006). ADAR1 is an adenosine deaminase shown to mediate A-to-I RNA editing of miRNAs (Kawahara et al., 2007a; Kawahara et al., 2007b; Nishikura, 2006; Yang et al., 2006), and one of its isoforms, ADAR-1L (150 kDa protein), is inducible by a number of inflammatory agents (George and Samuel, 1999; Patterson and Samuel, 1995; Yang et al., 2003). Quantitative RT-PCR showed that LPS-induced expression of ADAR-1L is much stronger in macrophages than in MEFs (Figure 4.2A). The induced expression of ADAR-1L is dependent on the type I IFN pathway as the induction in response to LPS is completely abolished in IFNAR⁻/⁻ macrophages.

Furthermore, ADAR-1L induction in response to IFNβ stimulation is intact in NFκB⁻/⁻ (rela⁻/⁻ crel⁻/⁻ nfkb1⁻/⁻) cells (Figure 4.2B). We identified a putative ISRE (interferon stimulatory response element) in the mouse ADAR-1L promoter (position -55 to -66). To determine whether ADAR-1L is a direct target gene of the IFN pathway, we undertook chromatin immunoprecipitation (ChIP) for the IFN-induced transcription factor ISGF3 components Stat1 and Stat2. These studies revealed the LPS-responsive recruitment of Stat1 and Stat2 to the ADAR-1L promoter, while the NFκB/RelA target promoter of the IκBα gene did not show Stat1/2 association (Figure 4.2C).
Our data suggested that cells that undergo strong IFN signaling may de-functionalize the miRNAs by inducing the expression of ADAR1L. However, we also considered the possibility that miRNA editing may occur in seed sequences, redirecting their target specificity, as I:C and G:C base pairs make equivalent contributions to the hybridization between miRNAs and their targets (Kawahara et al., 2007b). With two adenines present in the miR-155 seed sequence, RNA editing by ADAR-1L could potentially result in three additional seed sequence specificities (Figure 4.2D). We termed the unedited or native form miR-155_N, and the edited forms _E1, _E2, and _E3, and tested them in the Rank-sum test seed enrichment analysis. Interestingly, the seed sequence of one of the edited forms, miR-155_E1, was indeed enriched in down-regulated genes in macrophages (but not in MEFs), but neither of the other two edited sequences were found to be enriched in any dataset (Figure 4.3A and 4.3C and Appendix Table 4.1). Together these observations suggest the hypothesis that stimuli activating the type I interferon pathway reprogram the specificity of the miR-155 gene repression factor via A-to-I RNA editing of a specific adenine in its seed sequence.

We first examined this hypothesis by ascertaining the specificity of the bioinformatic analysis. We obtained littermate MEFs and peritoneal macrophages (PMs) from wild-type and bic-/miR-155-deficient mice, treated them with LPS and analyzed the transcriptome using microarrays. We found that LPS stimulation led to the previously observed cell-type-specific gene repression programs, which we characterized by k-means clustering. Seed enrichment analysis of the 3’UTRs of down-regulated genes
confirmed the statistical enrichment of the native form of the miR-155 seed sequence (N) in wild type MEFs but not in the knockout counterparts (Figure 4.3C and 4.3D and Appendix Table 4.1). Importantly, the miR-155_E1 was again over-represented in the dataset from wild type PMs but not in bic/miR-155-deficient PMs stimulated with LPS (Figure 4.3A and 4.3B and Appendix Table 4.1).

We further confirmed the functional specificity of edited and native miR-155 seed sequences with quantitative RT-PCR of individual target genes. Macrophage metalloelastase (MMP-12), a pro-inflammatory mediator associated with various inflammatory diseases, such as atherosclerosis, aneurysms, inflammatory skin and pulmonary diseases and cancers (Nenan et al., 2005), contains one edited miR-155 but no native miR-155 seed sequence in its 3’-UTR region. LPS induced down regulation of MMP-12; however, this gene repression event is much attenuated in miR-155 knockout macrophages but not in bic/miR-155-deficient MEFs (Figure 4.4A). Similarly, the LPS-induced down regulation of a cytochrome gene Cyp51, which only has an edited miR-155 seed sequence in its 3’-UTR, is attenuated in the bic/miR-155-deficient macrophages but not in MEFs (Figure 4.4B). In contrast, down regulation of native miR-155 targets, such as transcription factor AP-2β (Tcfap2ab) and zinc finger homeodomain 4 (Zfhx4), were attenuated in the bic/miR-155-deficient MEFs (Figure 4.4C and 4.4D). Together, our results suggest a functional role of the edited miR-155 seed sequence in mediating inflammatory gene repression program in activated innate immune cells.
Enrichment of the edited miR-155 seed signature in pro-inflammatory adaptive immune cells

Next, we examined whether edited or unedited miR-155 seed sequences were enriched in gene repression programs induced in adaptive immune cells, such as B- and T-cells. Interestingly, in unactivated pre-B-cells that expressed miR-155 ectopically from a transgene (where the expression of miR-155 is elevated but IFN signaling and ADAR-1L expression are not activated) only the native miR-155 seed sequence was highly enriched in repressed genes (Figure 4.1A and 4.5A). On the contrary, in activated B-cells stimulated with LPS (Zhu et al., 2004), where ADAR-1L expression is activated, both the edited miR-155_E1 and the native miR-155 seed sequences were highly enriched in the 3’UTR of down-regulated genes (Figure 4.5B). Examining the 3’-UTR of genes misregulated in bic/miR-155-deficient splenic B-cells (Rodriguez et al., 2007), we found that both the native miR-155 and edited E-1 seed sequences were enriched (Appendix Figure 4.2). Focusing on miR-155 function in T-cells, TH1 and TH2 cells were distinguished (Rodriguez et al., 2007). In the 3’UTR of genes hyper-expressed in the bic/miR-155 knockout TH1 cells, both the edited miR-155_E1 and the native seed sequences were enriched (Figure 4.5D). On the contrary, only the native miR-155 seed sequences were enriched in the analogous dataset of TH2 cells (Figure 4.5C). The same trend of edited and native miR-155 seed enrichment was observed with a variation of seed sequence selections (Appendix Table 4.2). These results support the hypothesis that miR-155 seed editing that alters its mRNA target specificity is associated in a variety of cell types with inflammatory signaling.
IFN and ADAR-1L dependent enrichment of many edited miRNA seeds

To determine whether miRNA editing could be a more widespread phenomenon affecting many miRNAs, we generated a library of hexamer sequences of all potential edited miRNA seed sequences from a total of 380 miRNAs downloaded from the Sanger9.1 database. The 4096 possible hexamer RNA motifs are thus partitioned into three classes: miRNA native seed sequences (290), possible edited miRNA seeds (628), and the remaining hexamers (3174) that may not have biological relevance. The edited miRNAs were termed according to the classification system we first developed for miR-155 derived forms (Figure 4.2D). Surprisingly, we observed a large number of edited miRNA seed sequences enriched in the 3’UTR of LPS down-regulated genes in macrophages, whereas the pool of native miRNA seed sequences was not enriched (Figure 4.6A). Interestingly, this enrichment of edited miRNA seeds was abolished in IFNAR−/− macrophages, with native miRNA seed sequences rising to the top of the list (Figure 4.6B). Similarly, correlating with a much weaker type I IFN pathway and lower ADAR-1L expression, enrichment of edited miRNA seeds was not observed in the MEF dataset (Figure 4.6C) or in the TNF-induced gene repression program in macrophages (Figure 4.6D).

We examined which miRNAs emerged in our analysis as particularly strong candidate gene repression factors. Interestingly, an edited form of 10 out of 11 known inflammation-inducible miRNAs (in which the seed sequences can be edited) is enriched in the LPS-repressed macrophage data set (Figure 4.7A and Appendix Figure 4.3). In addition, some of the most highly enriched hexamers in LPS-induced macrophages
matched the edited seed sequences of some miRNAs that are constitutively expressed at particularly high levels in Raw cells, a macrophage cell line (Figure 5.7B and Appendix Figure 4.3)(Liu et al., 2004). These include specific edited forms of let-7, miR-130, miR-125, miR-214, miR-146 and miR-30a. Particularly, an edited form of miR-376, which was previously shown to redirect target specificity (Kawahara et al., 2007b), appeared to be one of the most highly enriched hexamers (Appendix Figure 4.3).

To characterize the role of ADAR-1L on the expression of endogenous miRNA target genes, we performed siRNA knockdown of ADAR-1L in peritoneal macrophages. LPS induced expression of ADAR-1L was reduced up to 3 fold by the ADAR-1L knockdown as compared to the non-targeting siRNA knockdown control (Appendix Figure 4.4). Among many of the potential targets of edited miRNAs (Appendix Table 4.3), we specifically selected transcription factors Cebp-α and Jun for their functional importance in gene regulation and the enrichment of edited seed sequences in their 3’-UTR region (Figure 4.8A). Quantitative RT-PCR confirmed that these genes are down-regulated in response to LPS. However, when knocking down ADAR-1L, LPS-induced gene repression of Cebp-α and Jun was abolished (Figure 4.8B). Similarly, ADAR-1L knockdown also led to hyper-expression of the dolichyl pyrophosphate phosphatase (Dolpp1), which has enriched edited seed sequences in its 3’-UTR and shows only mild changes in mRNA abundance in unaltered macrophages. Among the many edited miRNA seed sequences in these ADAR-1L target genes, there are four edited let-7 seed sequences (let7_E2) in the 3’-UTR of Cebp-α and three edited miR-125 seed sequences (miR-125_E1) in Dolpp1. Together, our results suggest IFN-induced ADAR1 may be
responsible for global miRNA editing that causes a stimulus-responsive switch in target specificity of miRNAs, and thereby induces gene repression programs, even when miRNA expression itself may not be induced.
DISCUSSION

Stimulus-induced gene repression was observed in the earliest microarray studies (Iyer et al., 1999) but has not been widely characterized. Gene repression may involve the inhibition of transcriptional initiation but mRNA half-life control is also a critical determinant. miRNAs may accelerate mRNA degradation, either as the primary means of affecting gene repression, or as a secondary effect of inhibiting translation. Indeed, we find that the seed sequences of specific miRNAs are statistically over-represented in down-regulated mRNAs and we have confirmed the specificity of the statistical method by comparing the stimulus-induced gene repression programs in wild type and miR-155 deficient cells.

Though the role of tissue-specific expression of miRNAs in developmental processes is well documented (Calin and Croce, 2006; Stefani and Slack, 2008; Wienholds and Plasterk, 2005), studies of miRNA function in genome-wide stimulus-responsive expression programs have been lagging, despite reports of a few stimulus-inducible miRNAs (O’Connell et al., 2007; Pedersen et al., 2007; Taganov et al., 2006). In this first attempt to characterize the potential functional effect of miRNAs in mediating stimulus-induced gene repression programs, we chose miR-155 as a model system because its functional importance in immune cells was established (Costinean et al., 2006; Rodriguez et al., 2007; Thai et al., 2007) and its expression is highly induced in response to a variety of inflammatory stimuli (Dahlberg and Lund, 2007; O’Connell et al., 2007; Rodriguez et al., 2007; Taganov et al., 2006; Thai et al., 2007). A discrepancy
between miR-155 expression in macrophages and a lack of its functional signature from native miR-155 seed sequence led us to a new classification scheme of edited miRNA seed sequences, and the bioinformatic identification of a specific edited miR-155 form.

Indeed, even in our global analysis of miRNA-mediated repression, we consistently find only one of several possible edited miR-155 seed sequences to be functionally relevant in gene repression. Our interpretation of these functional phenotyping studies was supported by genetic evidence using miR-155 knockouts.

Inducible A-to-I editing activity was observed in spleen, thymus and peripheral lymphocytes from endotoxin-treated mice and ConA/IL-2 stimulated splenocytes (Yang et al., 2003). Particularly, ADAR1 has been shown to be highly inducible by a number of inflammatory agents (George and Samuel, 1999; Yang et al., 2003). Our results demonstrating that type I IFN/ISGF3-dependent induction of ADAR1 is much stronger in macrophages stimulated with LPS than with TNF (or in non-immune cells such as fibroblasts) suggests that ADAR1 may function to reprogram the target specificity of miR-155 in the context of immune responses that involve interferons. This is not restricted to innate immune cells (exemplified by macrophages), but also pertains to adaptive immune cells such as pro-inflammatory TH-1 T-cells which reveal the edited miR-155 seed signature in their miR-155 regulated transcriptome, in contrast to anti-inflammatory TH-2 T cells which reveal the native miR-155 form.

Our discovery pipeline was based on identifying functional seed sequence signatures but circumvented the assumptions that genetically encoded seed sequences are
functional (allowing us to identify edited seeds) and that expression levels of miRNA are correlated with their functional effects. Indeed, editing of miRNA may lead to degradation by Tudor-SN, a component of RISC and a ribonuclease specific for inosine-containing dsRNAs (Yang et al., 2006). The edited miR-142 was cloned after treating cells with 2’-deoxythimidine 3’, 5’-biphosphate (pdTp) (Yang et al., 2006), a specific inhibitor of Tudor-SN and I-dsRNA-specific ribonuclease that prevents rapid degradation of inosine-containing dsRNAs (Caudy et al., 2003; Scadden, 2005). However, such inhibition skews quantitative estimates of edited miRNA abundances and may reveal a variety of edited forms that are not functionally relevant for gene repression. The fact that miRNAs may be edited has also been shown using cloning strategies (Blow et al., 2006; Kawahara et al., 2007a; Kawahara et al., 2007b; Yang et al., 2006), though ADAR1L-mediated editing may to-date be under-reported because it is only highly expressed following inflammatory exposure and functions in the cytoplasm, rather than on immature nuclear miRNA forms. Our work demonstrates that seed editing has profound functional consequences on immune gene repression programs, and thus should motivate further large scale unbiased sequencing of miRNAs in a variety of immune-related physiological contexts. We speculate that the editing reaction may in some sense “functionalize” miRNAs increasing their specific activity, while at the same time possibly reducing their half-life.

Our results suggest that miRNA editing does not only occur in the miR-155 seed sequence, but may pertain to many other miRNAs as well. Thereby, innate immune gene repression programs that are induced in response to pathogen infection, may not
necessarily involve the induced expression of miRNAs but merely the retargeting of 
constitutively expressed miRNAs. Editing of mature miR-376 for example, has been 
shown to occur at the seed sequences (Kawahara et al., 2007b), and we have observed 
edited miR-376 seed sequences to be one of the highly enriched signature of 
inflammatory repression program in wild-type but not IFNAR−/− macrophages. Genetic 
deletion of ADAR1 causes embryonic lethality due to widespread apoptosis in the 
embryonic liver (Hartner et al., 2004; Wang et al., 2004), indicating a major role in 
hematopoiesis (including myeloid differentiation into macrophages) and immune 
function. Indeed, while our bioinformatic analysis utilized gene repression programs 
(and the mRNA half-life control implicit in these), it is likely that miRNA editing will 
also affect induced gene expression programs. Our finding that many of the IFN-
inducible anti-viral miRNAs (Pedersen et al., 2007) leave their functional signature in 
down-regulated mRNAs as specific edited seeds rather than native seeds (Fig. 6e), may 
also suggest a potential anti-viral function for the widespread editing catalyzed by 
interferon-inducible ADAR-1L. More generally, our work demonstrates that cell type-
specific and stimulus-specific post-transcriptional modifications of miRNAs can be 
determinants of large gene expression programs.

MATERIAL AND METHODS

Cell Culture and Reagents.

Primary mouse embryonic fibroblasts (MEFs) were generated from C57/BL6 
(wild-type) and crel−/−p65−/−nfκb1−/− (termed NF-κB−/−) E12.5-14.5 embryos and used
between passage 4-7. bic/miR-155−/− and wild-type littermate MEFs (Thai et al., 2007) were used in microarray experiments. Confluent cells were serum starved (0.5% serum) for 24 hours before stimulated with either 0.1 µg/ml LPS (Sigma, B5:055) or 2500 U/ml IFNβ (IFNβ was a gift from Biogen, Inc). Peritoneal macrophages (PMs) were isolated by peritoneal lavage 3 days following peritoneal injection of 2.5 ml 3% thioglycollate. PMs were isolated from bic/miR-155−/− and bic/miR-155+/+ mice on the same mixed 129SV X C57BL/6 genetic background for microarray experiments. Cells were plated in RPMI medium 1640 with 10% fetal bovine serum (FCS) for 5 hours and then starved (0.5% serum) for overnight before stimulated with 0.1 µg/ml LPS. Bone marrow derived macrophages (BMDMs) were generated by culturing bone marrow progenitors in L929 cell-conditioned medium (L929CM) for 7 days and then stimulated with 0.1 µg/ml LPS. Splenocytes were isolated from spleens by dissociation through sterile 40-µm cell strainers (BD Falcon). Red blood cells were lysed with red blood cell lysis buffer (eBioscience). Splenocytes were resuspended in 5% FCS and stimulated with 40 µg/ml LPS.

**microRNA Northern Blot.**

RNA was extracted using Trizol Reagent (Invitrogen) and the detection of miR-155 was carried out by polyacrylamide gel electrophoresis Northern methods as previously described (Bagga et al., 2005).

**Messenger RNA Detection.**
Total RNA was isolated using RNeasy mini kit (Qiagen) and converted to cDNA by using SuperScript II reverse transcriptase (Invitrogen) both according to manufacturer’s protocol. Resulting cDNA was quantified with real-time quantitative PCR (SYBRgreen) analysis with specific primer pairs for each mRNA transcript. The primer sequences used in the qPCR analysis were: 5’-TTCAGGGGACCCACAGG-3’ (ADAR-1L.f), 3’-GCGGTATCTCCACCTTGCTA-3’ (ADAR-1L.r), 5’-
AACTTTGGCATTGTGGAAGG-3’ (GAPDH.f), 5’-GGATGCAGGGATGATTTCT-3’ (GAPDH.r).

**ADAR1L knockdown.**

Peritoneal macrophages were transfected 12 hrs after plating with a siGenome Smart pool siRNA reagent against murine ADAR1 (Dharmacon NM_019655) using DeliverX Plus transfection reagent (Panomics). LPS-stimulations were begun 12 hrs after transfections.

**Chromatin Immunoprecipitation (ChIP) Assay.**

ChIP assay was performed as previously described (Perissi et al., 2004). Immunoprecipitated DNA fragment was quantified by real-time quantitative PCR analysis. Anti-Stat1 and anti-Stat2 antibodies used in immunoprecipitation experiments were from Santa Cruz Biotechnology. The primer sequences used in the qPCR analysis were: 5’-AAACCCCTCCCTCCTTTTG-3’ (ADAR-1L_ISRE.f), 5’-
CACCTGTGGCCGTAAGATG-3’ (ADAR-1L_ISRE.r), 5’-
GCTTCTCAGTGGAGGACGAG-3’ (IκBα_κB.f), CTGGCAGGGGATTCTCAG-3’ (IκBα_κB.r).

**Microarray Experiment.**

Total RNA was isolated using RNeasy Mini kit (Qiagen). Sample preparation and hybridization to Codelink mouse Uniset 1 (GE Healthcare) microarrays and Illumina Mouse Refseq v1.1 Expression BeadsChIP microarrays (20k, BD-26-213) were performed at the UCSD Biogem facility.

**Microarray analysis.**

For figure 1a, 1b and 4a, genes down-regulated by overexpression of a miR-155 transgene in pre B-cells were obtained from table 3 of Costinean et al. (Costinean et al., 2006) for seed enrichment analysis. For figure 1b, data was obtained from microarray experiments using MEFs and PMs and GE Codelink Uniset 1 microarrays. For figure 3a and 3b, microarray experiments with wt and bic/miR-155−/− thioglycollate-elicited peritoneal macrophages stimulated with LPS at 0 and 24 hours were performed with Illumina Mouse Refseq v1.1 microarrays; down-regulated genes were selected for seed enrichment analysis using a 2-fold cut-off. For figure 3c and 3d, microarray experiments with bic/miR-155−/− and wild-type littermate MEFs stimulated with 0.1 µg/ml LPS at 0 and 24 hours were performed with Illumina Mouse Refseq v1.1 microarrays; down-regulated genes were selected for seed enrichment analysis using a 1.68-fold cut-off. For figure 4b, down-regulated genes were selected from the 2937 differentially expressed features from Table III of Zhu et al. (Zhu et al., 2004) for seed enrichment analysis as
genes with at least 2-fold down regulation. For figure 4c and 4d, microarray data were obtained from Rodriguez et al. (Rodriguez et al., 2007). Genes that are differentially up regulated in bic/miR-155^-/^- TH1 and TH2 cells as compared to bic/miR-155^+/+ cells were selected by SAM analysis for further seed enrichment analysis. For figure 5a, 5b, 5c, 5d and supplementary figure 3, microarray experiments of wild-type and IFNAR^-/- thioglycollate-elicited peritoneal macrophages stimulated with 0.1 µg/ml LPS or 1 ng/ml TNF at 0 and 6 hours were performed with GE Codelink mouse Uniset 1 microarrays, down-regulated genes were selected for seed enrichment analysis using a 2-fold cut-off. For supplementary figure 1a, publicly available microarray data for human macrophages were obtained from Nau et al. (Nau et al., 2002) 977 significantly changed genes with at least 3-fold change on exposure to one or more of the pathogens (E. Coli, EHEC, S. typhi, S. tyhirnurium, S. aureus, L. monocytogenes, M. tuberculosis and BCG) at one or more of the 1, 2, 6, 12 and 24 hours time points as described in the paper were selected for K-means clustering analysis with correlation uncentered similarity matrix (Eisen et al., 1998). For supplementary figure 1b, microarray data of 2937 differentially expressed features upon a number of inflammatory stimulation in B-cells were obtained from Zhu et al. (Zhu et al., 2004) and clustered using K-means clustering analysis. For supplementary figure 1c, microarray experiments of wild-type MEFs stimulated with 0.1 µg/ml LPS (Sigma), 1 ng/ml murine TNF (Roche), or 1 ng/ml IL-1 (Calbiochem) at 0, 1 and 8 hours were performed with Codelink mouse Uniset 1 microarrays. Differentially induced and repressed genes were selected for K-means clustering analysis as genes with at least 2 fold change in one or more stimuli or time point conditions. For supplementary figure 1d, microarray experiments of wild-type MEFs and fetal liver-derived macrophages
(FLDMs) stimulated with 0.1 µg/ml LPS at 0, 1, 3 and 8 hours were performed with Illumina Mouse Refseq v1.1 Expression BeadsChIP microarrays. Differentially induced and repressed genes were selected for K-means clustering analysis as genes with at least 1.68 fold change in one or more stimuli or time point conditions. For supplementary figure 2, the list of upregulated genes from miR-155-deficient B-cells as compared to wt B-cells stimulated with LPS and IL-4 for 24 hr were obtained from Vigorito et al. (Rodriguez et al., 2007) Upregulated genes were compared against the total genes on the Affymetrix 430 2.0 Genechip arrays for seed enrichment analysis.

**Potential edited miRNA target genes**

For supplementary table 3, edited miRNA seed sequences enriched in the 3’-UTR of LPS repressed genes in wild-type but not IFNAR−/− PMs were selected. Genes that are more down-regulated in wild-type than in IFNAR−/− PMs and have more than 10 edited seed sequences in the 3’-UTR were selected as potential targets. Edited seed counts represent the total number of edited seed sequences (derived from the Sanger9.1 database) present in the 3’-UTR of the gene. The total numbers of edited seed sequences that are derived from the subset of miRNAs that have been validated by traditional cloning methods and/or Northern are indicated in the last column.

**Seed Enrichment Analysis.**

For each of the 4,096 possible hexamer or 16,384 possible 7mer RNA motifs, the number of occurrences in the 3’UTR of each mRNA transcript divided by the length of the 3’UTR was recorded as seed count scores. 3’UTR sequences were downloaded from
UCSC Genome Bioinformatics (mouse mm8 build). A non-parametric test (one-tailed Wilcoxon rank sum test) was performed on the distributions of seed count scores between targeted mRNA transcripts (For example, LPS down-regulated genes) and transcripts without expression change (or total transcripts on the microarray) for each of 4,096 or 16,384 RNA motifs. A $P$ value was obtained for each of the RNA motifs and the distributions of the negative natural logarithm of all 4,096 or 16,384 $P$ values were graphed. Percentile of rank position was defined from the top of the list of all 4,096 or 16,384 RNA motifs. miRNA sequences were downloaded from Sanger 9.1 database (miRBase). 227 experimentally validated miRNAs were defined as miRNAs that have been cloned or validated with Northern blot analysis. Edited seed sequences were generated by converting nucleotide sequences from A to G in all possible combinations for each miRNA seed sequence. When plotting $P$ value distributions in stacked bar graphs, if a non-edited seed is the same sequence as an edited seed, this RNA motif will be graphed as non-edited seed. Non-seed hexamers in stacked bar graphs were defined as the set of the 4,096 RNA motifs that did not match non-edited and edited seeds. A detailed description of the microarray data and analysis is presented in the supplementary methods.
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Figure 4.1 miR-155 seed is enriched in the 3’UTR of repressed genes

(A) Wilcoxon rank sum test analysis revealing the enrichment of the native miR-155 seed sequence (relative to all 4096 possible hexamer sequences) in the 3’UTR of genes repressed in pre-B-cells expressing a miR-155 transgene (Zhu et al., 2004). The number of hexamers scoring within specific p-value bins are graphed. The position of miR-155 is indicated in red. (B) The rank position percentile of the native miR-155 seed sequence determined by the Wilcoxon seed enrichment analysis in the gene repression programs of LPS-stimulated MEFs, B-cells (Zhu et al., 2004) and peritoneal macrophages (MAC).

The percentile (from the top) of the miR-155 seed is shown relative to the seed sequences of 290 unique miRNA seed sequences from the Sanger 9.1 database, and relative to 4,096 possible hexamer RNA motifs. (C) Northern Blot for miR-155 showing the expression of the 70 nt precursor and the 22 nt mature form in bone marrow derived macrophages (BMDM), B-cells, wild-type fibroblasts (wt) and NF-κB-deficient fibroblasts (NF-κB⁻/⁻) in response to 8 hr stimulation with LPS (40 µg/ml for B-cells and 0.1 µg/ml for BMDM and fibroblasts).
Figure 4.2 Type I IFN activated ADAR-1L may be responsible for miR-155 A-to-I editing

(A) ADAR-1L mRNA expression in peritoneal macrophages (PMs, red)) and MEFs (dark blue) after LPS (0.1 µg/ml) stimulation for 0, 1, 3, 8, 24 hours were analyzed by qPCR following reverse transcription (RT-qPCR). (B) Left, ADAR-1L mRNA expression in wild-type (black) and IFNAR \(^{-/-}\) (white) PMs stimulated with LPS (0.1 µg/ml) for 0 and 6 hours, as revealed by microarray studies. Right, ADAR-1L expression in wild-type (dark blue) and NF-κB \(^{-/-}\) (light blue) MEFs stimulated with LPS (0.1 µg/ml) for 0, 3, 8 and 24 hours, as revealed by RT-qPCR. (C) Occupancy of the ISGF3 complex on the consensus ISRE site in the promoter of ADAR-1L was revealed by ChIP for Stat1/2 followed by qPCR (black). The absence of ISGF3 recruitment on the κB site in the promoter of IκBα (white) serves as a negative control. (D) Three possible A-to-I edited seed sequences of miR-155 are represented as miR-155_E1, miR-155_E2 and miR-155_E3. The original unedited miR-155 seed sequence is designated miR-155_N (for nascent or native).
Figure 4.3 Gene repression by an edited miR-155 in activated innate immune cells

(A) Seed enrichment analysis was performed on LPS down-regulated genes in wild-type peritoneal macrophages versus total genes on the array (20k genes). The position of the miR-155 native seed sequence is indicated as “N”, and the 3 possible edited seeds as E1, E2 and E3. The blue shaded area represents the bottom 90% of the 4,096 hexamer RNA motifs based on the rank position of P values. (B) The same analysis was performed as in (A) but in bic/miR-155 deficient peritoneal macrophages. (C) Seed enrichment analysis in wild-type fibroblasts. (D) Seed enrichment analysis in bic/miR-155 deficient fibroblasts.
Figure 4.4 mRNA target of edited miR-155 has reduced gene repression in bic/miR-155-deficient cells

(A) Relative mRNA expression of an edited miR-155 target gene Mmp12 in wt (white) and bic/miR-155-deficient (black) PMs and MEFs were analyzed by RT-qPCR. The relative position of an edited seed sequence miR-155_E1 (UAUUGC) within the 3’UTR is indicated. (B) Relative mRNA expression of Cyp51 in wt (white) and bic/miR-155-deficient (black) PMs and MEFs were analyzed by RT-qPCR. A miR-155_E1 seed sequence is indicated within the 3’UTR. (C)(D) Relative mRNA expression of native miR-155 target genes Tcfap2ab and Zfhx4 in wt (white) and bic/miR-155-deficient (black) MEFs were analyzed by RT-qPCR. Native miR-155 (UAAUGC) and edited miR-155_E1 seed sequences are indicated within the 3’UTR.
Figure 4.5 Gene repression by edited miR-155 in activated pro-inflammatory adaptive immune cells

(A) Seed enrichment analysis was applied to down-regulated genes in B-cells overexpressing a miR-155 transgene versus genes without expression change using microarray data from Costinean et al. (Costinean et al., 2006). The position of native and edited miR-155 seed sequences is indicated as in Figure 3. (B) Seed enrichment analysis was performed with LPS down-regulated genes in B-cells versus genes without expression change (Zhu et al., 2004). (C) Seed enrichment analysis was applied to hyper-expressed genes versus genes without expression change in bic/miR-155 deficient TH2 T cells as compared to wild-type TH2 cells (Rodriguez et al., 2007). (D) In hyper-expressed genes in bic/miR-155 deficient TH1 T cells (Rodriguez et al., 2007) were used for the seed enrichment analysis.
Figure 4.6 Gene repression by widespread miRNA editing is Type I IFN-dependent

(A) Seed enrichment analysis was performed with LPS down-regulated genes in wild-type peritoneal macrophages. All 4,096 possible hexamer RNA motifs were classified into non-edited native miRNA seeds (shown in blue), potentially edited miRNA seeds (shown in green), and non-miRNA seed hexamers that do not conform to either (shown in brick red). (B) Seed enrichment analysis was applied to LPS down-regulated genes in IFNAR\(^{-/-}\) peritoneal macrophages. (C) Seed enrichment analysis was performed with TNF down-regulated genes in wild-type peritoneal macrophages. (D) Seed enrichment analysis was performed with LPS down-regulated genes in wild-type MEFs.
### A. miRNAs induced by inflammatory stimuli

<table>
<thead>
<tr>
<th>miRNAs induced by inflammatory stimuli</th>
<th>Reference</th>
<th>Derived edited seed</th>
<th>Edited Seed ID</th>
<th>Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>miR-351</td>
<td>Pedersen</td>
<td>CCCUGI</td>
<td>miR-351_E1</td>
<td>&lt; 0.5%</td>
</tr>
<tr>
<td>miR-1</td>
<td>Pedersen</td>
<td>GGIGUG</td>
<td>miR-1_E1</td>
<td>&lt; 0.5%</td>
</tr>
<tr>
<td>miR-30a-3p, miR-30e*</td>
<td>Pedersen</td>
<td>UUUCUG</td>
<td>miR-30a-3p_E1, miR-30e*</td>
<td>1.5%</td>
</tr>
<tr>
<td>miR-132</td>
<td>Taganov</td>
<td>IIICIG</td>
<td>miR-132_E7</td>
<td>3.0%</td>
</tr>
<tr>
<td>miR-448</td>
<td>Pedersen</td>
<td>UIGIUI</td>
<td>miR-448_E3</td>
<td>3.4%</td>
</tr>
<tr>
<td>miR-146</td>
<td>Taganov</td>
<td>GIGAIC</td>
<td>miR-146_E2</td>
<td>3.8%</td>
</tr>
<tr>
<td>miR-30a-5p, miR-30e, miR-30d, miR-30c, miR-30b</td>
<td>Pedersen</td>
<td>GIIICG</td>
<td>miR-30a-5p_E6, miR-30b, c, d, e_E6</td>
<td>6.4%</td>
</tr>
<tr>
<td>miR-128a</td>
<td>Pedersen</td>
<td>CACIGU</td>
<td>miR-128_E2</td>
<td>7.0%</td>
</tr>
<tr>
<td>miR-155</td>
<td>O’Connell</td>
<td>UAUGGC</td>
<td>miR-155_E1</td>
<td>7.2%</td>
</tr>
</tbody>
</table>

### B. Constitutively expressed miRNAs

<table>
<thead>
<tr>
<th>Constitutively expressed miRNAs</th>
<th>Reference</th>
<th>Derived edited seed</th>
<th>Edited Seed ID</th>
<th>Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>miR-125a,b</td>
<td>Liu</td>
<td>CCCUGI</td>
<td>miR-125a,b_E1</td>
<td>&lt; 0.5%</td>
</tr>
<tr>
<td>let-7</td>
<td>Liu</td>
<td>GGIGUG</td>
<td>let-7_E2</td>
<td>&lt; 0.5%</td>
</tr>
<tr>
<td>miR-130</td>
<td>Liu</td>
<td>AGUGCI</td>
<td>miR-130_E1</td>
<td>&lt; 0.5%</td>
</tr>
<tr>
<td>miR-7</td>
<td>Liu</td>
<td>GIGIGI</td>
<td>miR-7_E4</td>
<td>0.7%</td>
</tr>
<tr>
<td>miR-214</td>
<td>Liu</td>
<td>CIGCIG</td>
<td>miR-214_E1</td>
<td>0.8%</td>
</tr>
<tr>
<td>miR-20</td>
<td>Liu</td>
<td>AIGUGI</td>
<td>miR-20_E1</td>
<td>3.6%</td>
</tr>
</tbody>
</table>

**Figure 4.7 miRNAs that has edited seed been enriched**

(A) Table of miRNAs previously shown to be induced in response to a number of inflammatory stimuli and that are related to derived edited seed sequences that were enriched (within the top 10% rank position among all 4,096 hexamers) in the 3’UTR of LPS down-regulated genes in wild-type peritoneal macrophages in (Figure 4.5A). (B) Table of miRNAs that are constitutively expressed in RAW cells and related to derived edited seed sequences enriched in wild-type peritoneal macrophages in (Figure 4.5A).
**Figure 4.8 miRNA editing is ADAR-1L dependent**

(A) Schematic of the mRNAs of three genes, indicating potential target sequences for native (blue) and edited (green) miRNA seed sequences. Seed sequences that are statistically enriched in LPS-induced gene repression programs in wild type but not IFNAR−/− macrophages are indicated. Native and edited seed sequences shown in the 3′-UTRs are only those derived from miRNAs validated by traditional cloning methods and/or northern blot. (B) Relative mRNA expression of Cebp-α, Jun
Appendix Figure 4.1 Inflammatory responses involve gene repression programs

(A) Gene activation and gene repression programs elicited in human macrophages in response to latex beads, or infection with E. Coli, EHEC, S. typhi, S. typhimurium, S. aureus, L. monocytogenes, M. tuberculosis and BCG at 0, 1, 2, 6, 12 and 24 hours, and revealed by K-means clustering of data produced by Nau et al. (Nau et al., 2002). (B) K-means clustering of gene expression programs in splenic B-cells stimulated with TNF, CD40L, LPA, LPS, CpG and Anti-Ig at 0, 0.5, 1, 2, 4 hours using microarray data from Zhu et al. (Zhu et al., 2004) (C) Stimulus-specific gene activation and gene repression programs in MEFs in response to TNF (1 ng/ml), LPS (0.1 µg/ml) and IL-1β (1 ng/ml) at 0, 1, 8 hours as revealed by K-means clustering. (D) Cell-type specific gene activation and gene repression programs in MEFs and FLDMs stimulated with LPS (0.1µg/ml) for 0, 1, 3, 8 hrs as revealed by K-means clustering.
Appendix Figure 4.2 Gene repression by edited miR-155 in activated B-cells

Seed enrichment analysis was applied to hyper-expressed genes versus no-change genes in bic/miR-155 deficient splenic B-cells as compared to wild-type cells. (Microarray data were from Vigorito et al. (Rodriguez et al., 2007)) Cells were stimulated with LPS and IL-4 for 24 hours. The position of the miR-155 native seed sequence is indicated as “N”, the 3 possible edited seeds as E1, E2 and E3. The blue shaded area represents 90% of the 4,096 hexamer RNA motifs.
Edited seeds related to inflammatory stimuli induced miRNAs and constitutively expressed miRNAs

(A) Seed enrichment analysis was performed with LPS-repressed genes in wild-type peritoneal macrophages as shown in Figure 5a. Bars with specific edited seed sequence IDs indicate the rank positions of some of the edited seeds deriving from miRNAs that are either highly expressed or induced by inflammatory stimuli. (B) Table of edited microRNA seed sequences with -10ln P values corresponding to Fig. 5e and 5f.

### Table: Edited microRNA seed sequences

<table>
<thead>
<tr>
<th>Edited microRNA seed ID</th>
<th>Seed</th>
<th>-10ln P</th>
</tr>
</thead>
<tbody>
<tr>
<td>miR-351_E1</td>
<td>CCCGCU</td>
<td>92.1</td>
</tr>
<tr>
<td>miR-1_E1</td>
<td>GCGUUG</td>
<td>62.1</td>
</tr>
<tr>
<td>miR-30a-3p_E1, miR-30a'</td>
<td>UUCGUG</td>
<td>40.7</td>
</tr>
<tr>
<td>miR-132_E7</td>
<td>IICGUG</td>
<td>33.2</td>
</tr>
<tr>
<td>miR-448_E3</td>
<td>UUCUUI</td>
<td>32.1</td>
</tr>
<tr>
<td>miR-146_E2</td>
<td>GIGAGC</td>
<td>31.0</td>
</tr>
<tr>
<td>miR-30a-6p_E6, miR-30b,c,d,e_E6</td>
<td>GUAUAU</td>
<td>26.6</td>
</tr>
<tr>
<td>miR-128_E2</td>
<td>CACGUG</td>
<td>25.9</td>
</tr>
<tr>
<td>miR-155_E1</td>
<td>CCGGGU</td>
<td>25.5</td>
</tr>
<tr>
<td>miR-125ab_E1</td>
<td>CCGCGU</td>
<td>92.1</td>
</tr>
<tr>
<td>let-7_E2</td>
<td>GUGGGU</td>
<td>62.1</td>
</tr>
<tr>
<td>miR-130_E1</td>
<td>AGUGCU</td>
<td>62.1</td>
</tr>
<tr>
<td>miR-7_E4</td>
<td>GGGIGU</td>
<td>49.6</td>
</tr>
<tr>
<td>miR-214_E1</td>
<td>CCGCGG</td>
<td>47.1</td>
</tr>
<tr>
<td>miR-20_E1</td>
<td>AAGGUG</td>
<td>31.7</td>
</tr>
</tbody>
</table>
Appendix Figure 4.4 siRNA knockdown of ADAR1 in peritoneal macrophages

Relative mRNA expression of ADAR-1L in PMs with ADAR1 and non-targeting siRNA knockdown were measured with RT-qPCR. Cells were stimulated with LPS (0.1 µg/ml) for 12 and 24 hrs.
**Appendix Table 4.1** Rank sum test results for miR155-derived native and edited seed sequences in various immune cells

<table>
<thead>
<tr>
<th>Name</th>
<th>Seed</th>
<th>Fig 3a wt +LPS</th>
<th>Fig 3b macRKO +LPS</th>
<th>Fig 3c MEF wt +LPS</th>
<th>Fig 3d MEF KO +LPS</th>
<th>Fig 4a B-cell + mirR155 transgene</th>
<th>Fig 4b B-cell + LPS</th>
<th>TH1 T cell miR155 KO vs wt</th>
<th>TH2 T cell miR155 KO vs wt</th>
<th>Suppl. Fig 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>miR155 N</td>
<td>GCATTA</td>
<td>17.0%</td>
<td>36.4%</td>
<td>4%</td>
<td>21%</td>
<td>&lt;0.5%</td>
<td>5%</td>
<td>&lt;0.5%</td>
<td>&lt;0.5%</td>
<td>5%</td>
</tr>
<tr>
<td>miR166 E1</td>
<td>GCACGT</td>
<td>4%</td>
<td>20%</td>
<td>37%</td>
<td>47%</td>
<td>51%</td>
<td>9%</td>
<td>1%</td>
<td>59%</td>
<td>8%</td>
</tr>
<tr>
<td>miR166 E2</td>
<td>GACATT</td>
<td>62%</td>
<td>40%</td>
<td>69%</td>
<td>48%</td>
<td>64%</td>
<td>20%</td>
<td>22%</td>
<td>65%</td>
<td>63%</td>
</tr>
<tr>
<td>miR166 E3</td>
<td>GCACCA</td>
<td>50%</td>
<td>28%</td>
<td>78%</td>
<td>91%</td>
<td>30%</td>
<td>54%</td>
<td>50%</td>
<td>83%</td>
<td>24%</td>
</tr>
</tbody>
</table>
### Appendix Table 4.2 Rank sum test results for miR155-derived native and edited seed sequences

<table>
<thead>
<tr>
<th>Name</th>
<th>Sequence</th>
<th>B-cell + miR-155 transgene</th>
<th>B-cell + LPS</th>
<th>TH1 T cell miR-125 KO vs wt</th>
<th>TH2 T cell miR-155 KO vs wt</th>
<th>B-cells miR-155 KO vs wt + LPS, IL4</th>
</tr>
</thead>
<tbody>
<tr>
<td>miR155 N 6mer (p1-6)</td>
<td>CATTAA</td>
<td>3%</td>
<td>35%</td>
<td>&lt;0.5%</td>
<td>&lt;0.5%</td>
<td>9%</td>
</tr>
<tr>
<td>miR155 E1 6mer (p1-6)</td>
<td>CACTAA</td>
<td>4%</td>
<td>11%</td>
<td>7%</td>
<td>70%</td>
<td>5%</td>
</tr>
<tr>
<td>miR155 E2 6mer (p1-6)</td>
<td>CATCAA</td>
<td>49%</td>
<td>28%</td>
<td>55%</td>
<td>88%</td>
<td>74%</td>
</tr>
<tr>
<td>miR155 E3 6mer (p1-6)</td>
<td>CACCAA</td>
<td>82%</td>
<td>64%</td>
<td>43%</td>
<td>89%</td>
<td>92%</td>
</tr>
<tr>
<td>miR-155 N’ 7mer (p1-7)</td>
<td>GCATTAA</td>
<td>&lt;0.5%</td>
<td>31%</td>
<td>&lt;0.5%</td>
<td>&lt;0.5%</td>
<td>&lt;0.5%</td>
</tr>
<tr>
<td>miR-155 E1 7mer (p1-7)</td>
<td>GCACCAA</td>
<td>41%</td>
<td>8%</td>
<td>&lt;0.5%</td>
<td>91%</td>
<td>11%</td>
</tr>
<tr>
<td>miR-155 E2 7mer (p1-7)</td>
<td>GCATCAA</td>
<td>68%</td>
<td>6%</td>
<td>98%</td>
<td>94%</td>
<td>56%</td>
</tr>
<tr>
<td>miR-155 E3 7mer (p1-7)</td>
<td>GCACCAA</td>
<td>31%</td>
<td>66%</td>
<td>26%</td>
<td>96%</td>
<td>79%</td>
</tr>
<tr>
<td>miR155 N’ A + 6mer (p2-7)</td>
<td>GCATTAA</td>
<td>&lt;0.5%</td>
<td>33%</td>
<td>5%</td>
<td>&lt;0.5%</td>
<td>&lt;0.5%</td>
</tr>
<tr>
<td>miR155 E1 A + 6mer (p2-7)</td>
<td>GCACCAA</td>
<td>47%</td>
<td>9%</td>
<td>5%</td>
<td>52%</td>
<td>10%</td>
</tr>
<tr>
<td>miR155 E2 A + 6mer (p2-7)</td>
<td>GCATCAA</td>
<td>73%</td>
<td>7%</td>
<td>98%</td>
<td>93%</td>
<td>56%</td>
</tr>
<tr>
<td>miR155 E3 A + 6mer (p2-7)</td>
<td>GCACCAA</td>
<td>37%</td>
<td>69%</td>
<td>28%</td>
<td>95%</td>
<td>79%</td>
</tr>
<tr>
<td>miR-155 N’ 7mer (p2-8)</td>
<td>AGCATTA</td>
<td>&lt;0.5%</td>
<td>1%</td>
<td>&lt;0.5%</td>
<td>&lt;0.5%</td>
<td>&lt;0.5%</td>
</tr>
<tr>
<td>miR-155 E1 7mer (p2-8)</td>
<td>AGCACTA</td>
<td>95%</td>
<td>70%</td>
<td>7%</td>
<td>30%</td>
<td>14%</td>
</tr>
<tr>
<td>miR-155 E2 7mer (p2-8)</td>
<td>AGCATCA</td>
<td>72%</td>
<td>32%</td>
<td>5%</td>
<td>37%</td>
<td>66%</td>
</tr>
<tr>
<td>miR-155 E3 7mer (p2-8)</td>
<td>AGCACCA</td>
<td>90%</td>
<td>37%</td>
<td>24%</td>
<td>99%</td>
<td>51%</td>
</tr>
</tbody>
</table>
### Appendix Table 4.3 Potential edited miRNA target genes

<table>
<thead>
<tr>
<th>Accession</th>
<th>Gene Description</th>
<th>Edited Seed Count (Total Sanger9.1)</th>
<th>Edited Seed Count (Cloned/Northern validated)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NM_007679</td>
<td>CCAAT enhancer binding protein (C/EBP), alpha</td>
<td>89</td>
<td>36</td>
</tr>
<tr>
<td>NM_007711</td>
<td>chloride channel 3</td>
<td>31</td>
<td>16</td>
</tr>
<tr>
<td>NM_007757</td>
<td>coproporphyrinogen oxidase</td>
<td>24</td>
<td>17</td>
</tr>
<tr>
<td>NM_007760</td>
<td>carnitine acetyltransferase</td>
<td>81</td>
<td>39</td>
</tr>
<tr>
<td>NM_007891</td>
<td>E2F transcription factor 1</td>
<td>27</td>
<td>14</td>
</tr>
<tr>
<td>NM_007918</td>
<td>eukaryotic translation initiation factor 4E binding protein 1</td>
<td>29</td>
<td>20</td>
</tr>
<tr>
<td>NM_007960</td>
<td>ets variant gene 1</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>NM_008131</td>
<td>glutamate-ammonia ligase (glutamine synthase)</td>
<td>34</td>
<td>17</td>
</tr>
<tr>
<td>NM_008250</td>
<td>H2O2-like homeo box gene</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>NM_008488</td>
<td>Rho guanine nucleotide exchange factor (GEF) 1</td>
<td>25</td>
<td>13</td>
</tr>
<tr>
<td>NM_008787</td>
<td>pericentrin 2</td>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>NM_008863</td>
<td>protein kinase inhibitor beta, cAMP dependent, testis specific</td>
<td>26</td>
<td>14</td>
</tr>
<tr>
<td>NM_008992</td>
<td>ATP-binding cassette, sub-family G (ALD), member 4</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td>NM_009053</td>
<td>radical fringe gene homolog (Drosophila)</td>
<td>60</td>
<td>40</td>
</tr>
<tr>
<td>NM_009447</td>
<td>tubulin, alpha 4</td>
<td>19</td>
<td>11</td>
</tr>
<tr>
<td>NM_009517</td>
<td>wild-type p53-induced gene 1</td>
<td>157</td>
<td>95</td>
</tr>
<tr>
<td>NM_009624</td>
<td>adenylate cyclase 9</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>NM_009741</td>
<td>B-cell leukemia/lymphoma 2</td>
<td>111</td>
<td>66</td>
</tr>
<tr>
<td>NM_009670</td>
<td>cyclin-dependent kinase 4</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>NM_009924</td>
<td>cannabinoid receptor 2 (macrophage)</td>
<td>51</td>
<td>33</td>
</tr>
<tr>
<td>NM_101021</td>
<td>eukaryotic translation initiation factor 2 alpha kinase 3</td>
<td>24</td>
<td>13</td>
</tr>
<tr>
<td>NM_101050</td>
<td>nuclear receptor subfamily 2, group F, member 5</td>
<td>18</td>
<td>11</td>
</tr>
<tr>
<td>NM_102866</td>
<td>glucocorticoid-induced leucine zipper</td>
<td>35</td>
<td>18</td>
</tr>
<tr>
<td>NM_103471</td>
<td>amino-terminal enhancer of split</td>
<td>30</td>
<td>22</td>
</tr>
<tr>
<td>NM_103865</td>
<td>general transcription factor II I</td>
<td>41</td>
<td>27</td>
</tr>
<tr>
<td>NM_105065</td>
<td>inositol polyphosphate-5-phosphatase D</td>
<td>47</td>
<td>29</td>
</tr>
<tr>
<td>NM_10591</td>
<td>Jun oncogene</td>
<td>23</td>
<td>10</td>
</tr>
<tr>
<td>NM_105998</td>
<td>shaker-related subfamily, beta member 2</td>
<td>98</td>
<td>59</td>
</tr>
<tr>
<td>NM_10631</td>
<td>kinesin family member C3</td>
<td>32</td>
<td>19</td>
</tr>
<tr>
<td>NM_106338</td>
<td>basic transcription element binding protein 1</td>
<td>47</td>
<td>24</td>
</tr>
<tr>
<td>NM_10735</td>
<td>lymphotxin A</td>
<td>23</td>
<td>16</td>
</tr>
<tr>
<td>NM_10784</td>
<td>midkine</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td>NM_10957</td>
<td>8-oxoguanine DNA-glycosylase 1</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>NM_11250</td>
<td>retinoblastoma-like 2</td>
<td>21</td>
<td>12</td>
</tr>
<tr>
<td>NM_11424</td>
<td>nuclear receptor co-repressor 2</td>
<td>51</td>
<td>25</td>
</tr>
<tr>
<td>NM_11467</td>
<td>sepiapterin reductase</td>
<td>17</td>
<td>14</td>
</tr>
<tr>
<td>NM_11549</td>
<td>transcription factor EB</td>
<td>37</td>
<td>22</td>
</tr>
</tbody>
</table>
## Appendix Table 4.4 Potential edited miRNA target genes continued

<table>
<thead>
<tr>
<th>Gene Symbol</th>
<th>Gene Name</th>
<th>miR-3p</th>
<th>miR-124a</th>
</tr>
</thead>
<tbody>
<tr>
<td>NM_011697</td>
<td>vascular endothelial growth factor B</td>
<td>21</td>
<td>12</td>
</tr>
<tr>
<td>NM_011841</td>
<td>mitogen-activated protein kinase 7</td>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>NM_011906</td>
<td>transmembrane domain protein regulated in adipocytes</td>
<td>34</td>
<td>17</td>
</tr>
<tr>
<td>NM_011937</td>
<td>glucosamine-6-phosphate deaminase 1</td>
<td>39</td>
<td>25</td>
</tr>
<tr>
<td>NM_013849</td>
<td>dual specificity phosphatase 13</td>
<td>19</td>
<td>6</td>
</tr>
<tr>
<td>NM_015763</td>
<td>lipin 1</td>
<td>59</td>
<td>38</td>
</tr>
<tr>
<td>NM_015818</td>
<td>heparan sulfate 6-O-sulfotransferase 1</td>
<td>84</td>
<td>56</td>
</tr>
<tr>
<td>NM_016713</td>
<td>mitogen-activated protein kinase kinase kinase 6</td>
<td>52</td>
<td>34</td>
</tr>
<tr>
<td>NM_016845</td>
<td>proacrosin binding protein</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>NM_016920</td>
<td>ATPase, H+ transporting, lysosomal V0 subunit a isoform 1</td>
<td>65</td>
<td>34</td>
</tr>
<tr>
<td>NM_017380</td>
<td>septin 9</td>
<td>86</td>
<td>53</td>
</tr>
<tr>
<td>NM_020329</td>
<td>Dolcpi1 dolichyl pyrophosphate phosphatase 1</td>
<td>57</td>
<td>33</td>
</tr>
<tr>
<td>NM_020517</td>
<td>lens epithelial protein</td>
<td>48</td>
<td>27</td>
</tr>
<tr>
<td>NM_021528</td>
<td>carbohydrate sulfotransferase 12</td>
<td>21</td>
<td>14</td>
</tr>
<tr>
<td>NM_021555</td>
<td>brain protein 16</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>NM_021567</td>
<td>poly(rC) binding protein</td>
<td>29</td>
<td>20</td>
</tr>
<tr>
<td>NM_023166</td>
<td>mammary tumor virus receptor 2</td>
<td>18</td>
<td>12</td>
</tr>
<tr>
<td>NM_023792</td>
<td>pantothenate kinase 1</td>
<td>25</td>
<td>11</td>
</tr>
<tr>
<td>NM_025320</td>
<td>RIKEN cDNA_0610012G03 gene</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td>NM_025479</td>
<td>RIKEN cDNA_2810021B07 gene</td>
<td>18</td>
<td>6</td>
</tr>
<tr>
<td>NM_026189</td>
<td>Eepd1 endonuclease/exonuclease/phosphatase family domain containing 1</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>NM_026302</td>
<td>dynactin 4</td>
<td>33</td>
<td>16</td>
</tr>
<tr>
<td>NM_026371</td>
<td>Loh12cr1 loss of heterozygosity, 12, chromosomal region 1 homolog</td>
<td>39</td>
<td>18</td>
</tr>
<tr>
<td>NM_026423</td>
<td>RIKEN cDNA_2410018C20 gene</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>NM_026514</td>
<td>CDC42 effector protein (Rho GTPase binding) 3</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>NM_026524</td>
<td>Mid1lp1 Mid1 interacting protein 1 (gastrulation specific G12-like (zebrafish))</td>
<td>32</td>
<td>17</td>
</tr>
<tr>
<td>NM_026633</td>
<td>RIKEN cDNA_9530058B02 gene</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>NM_028133</td>
<td>EGL nine homolog 3 (C. elegans)</td>
<td>25</td>
<td>17</td>
</tr>
<tr>
<td>NM_028732</td>
<td>RIKEN cDNA_4632428N05 gene</td>
<td>111</td>
<td>66</td>
</tr>
<tr>
<td>NM_029091</td>
<td>Klc4 kinesin light chain 4</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>NM_030258</td>
<td>cDNA sequence BC003323</td>
<td>106</td>
<td>61</td>
</tr>
<tr>
<td>NM_030714</td>
<td>deltex 3 homolog (Drosophila)</td>
<td>38</td>
<td>26</td>
</tr>
<tr>
<td>NM_031251</td>
<td>cystinosis, nephopathic</td>
<td>48</td>
<td>24</td>
</tr>
<tr>
<td>NM_033072</td>
<td>DNA segment, Chr 10, Wayne State University 93, expressed</td>
<td>32</td>
<td>19</td>
</tr>
<tr>
<td>NM_033134</td>
<td>Inositol polyphosphate-5-phosphatase E</td>
<td>38</td>
<td>23</td>
</tr>
</tbody>
</table>
Chapter 5 : Conclusions
CONCLUSIONS

Through the combination of system-wide “top-down” and mechanistic “bottom-up” approaches, we classified the inflammatory expression response into seven separable gene programs that are functional targets of NFκB, bZIP and IRF/ISGF3, alone or in combination. The surprisingly simple classification of genes seems to largely explain LPS-responsive inflammatory gene expression observed within the first eight hours of a timecourse. We did not observe a class of genes that are regulated by synergistic activation of two different transcription factors, instead, we discovered a new class of gene expression that are controlled by synergistic AND gate between regulated mRNA decay and transcription. Our results demonstrated an example of how stimulus-induced regulation of mRNA stability can play an important role in determining stimulus-specific expression and pathogen specific responses.

We have demonstrated that three major stimulus-inducible transcription factors, NFκB, bZIP and IRF/ISGF3 are responsible for activating the LPS-responsive transcriptional program. However, we did not examine the functional connection of these stimulus-inducible transcriptional regulators in the context of constitutively expressed, cell type-specific master regulators (eg. PU.1 in macrophages) that define the cell type-specific transcriptional landscape (Ghisletti et al.; Heinz et al.). Cell type specific master regulators prepare the chromatin from a repressive state to a poised state that can be immediately activated upon stimulation (Natoli). We also did not consider the potential
chromatin changes that might happen at later times post stimulation (24 hours or 48 hours). These are important questions that can be addressed by examining the effect of inducible transcription factors (in knock out cells) on chromatin states in unstimulated cells as well as late time points.

We identify that the NFκB p50 homodimer cross-regulates the IRF and anti-viral response by directly binding to the G-IRE sequences at the promoter of IFN responsive genes. We utilized microarray analyses, motif search and statistical analyses to identify the specific subset of IREs that contain guanine-rich sequences flanking the IRE motif. Mathematical modeling allowed us to characterize the potential functional consequences of p50 homodimer repressing a composite promoter that is a synergistic AND gate between NFκB and IRF. Our model predicted that the p50 homodimer may enforce stimulus-specific repression of composite promoters. Furthermore, we show the expression of a composite promoter, the anti-viral regulator IFNβ was found to be stimulus-restricted by p50 homodimer binding to the G-IRE-containing enhancer to suppress cytotoxic IFN signaling that might be harmful to the cells. Our results demonstrated the novel role of NFκB p50 homodimer in cross-regulating IREs and the anti-viral response.

The innate immune response induces not only a gene activation program but also a gene repression program of hundreds of genes, which are often times been ignored. By characterizing the possibility of gene down-regulation by miRNAs, we employed a computational strategy that examined not only native miRNA seeds but also potential A-
to-I edited miRNA seed sequences. To our surprise, we identified a specific A-to-I edited seed sequence of the NFκB inducible miR-155 to be highly enriched in the 3’UTR of gene repression programs of activated macrophages, B-cells and inflammatory TH1 cells, but not in anti-inflammatory TH2 cells or non-immune cells. The enrichment of the edited seed sequence also correlates with the induction of the IFN pathway and the expression of the deaminase, ADAR1. Many of the edited seeds of constitutive or stimulus induced miRNAs are also enriched in the repression program in LPS induced macrophages. Our work suggests that when characterizing functional targets of miRNAs, it is important to consider cell type and stimulus specific post-transcriptional miRNA modifications. A major challenge to extend these studies is to develop methods to reliably discover small RNA modification by refined cloning and sequencing methods or by mass spectrometry.
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