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Abstract

We characterize the joint dynamics of expected returns, stochastic volatility, and prices. In particular, with a given dividend process, one of the processes of the expected return, the stock volatility, or the price-dividend ratio fully determines the other two. For example, the stock volatility determines the expected return and the price-dividend ratio. By parameterizing one, or more, of expected returns, volatility, or prices, common empirical specifications place strong, and sometimes inconsistent, restrictions on the dynamics of the other variables. Our results are useful for understanding the risk-return trade-off, as well as characterizing the predictability of stock returns.
1 Introduction

We fully characterize the relationship between expected returns, stock volatility and prices by using the dividend process of a stock, and derive over-identifying restrictions on the dynamics of these variables. We show that given the dividend process, it is enough to specify one of the expected return, the stock return volatility, or the price-dividend ratio. Determining one of these variables completely determines the other two. These relations are not merely technical restrictions, but they lend insight into the nature of the risk-return relation and the predictability of stock returns.

Our method of using the dividend process to characterize the risk-return relation requires no economic assumptions other than ruling out asset price bubbles. In particular, we do not require the preferences of agents, equilibrium concepts, or a pricing kernel. This is in contrast to previous work that requires equilibrium conditions, in particular, the utility function of a representative agent, to pin down the risk-return relation. For example, in a standard CAPM or Merton (1973) model, the expected return of the market is a product of the relative risk aversion coefficient of the representative agent and the variance of the market return.

The intuition behind our risk-return relations is a simple observation that, by definition, returns comprise both capital gain and dividend yield components. Hence, the return is a function of price-dividend ratios and dividend growth rates. Thus, given the dividend process, if we specify the expected return process, we can compute price-dividend ratios. The second moment of the return, or equivalently the approximate volatility process, is also a function of price-dividend ratios and dividend growth rates. Thus, using dividends and price-dividend ratios, we can compute the volatility process of the stock. Going in the opposite direction, if dividends are given and we specify a process for stochastic volatility, we can back out the price-dividend ratio, because the second moment of returns is a function of price-dividend ratios and dividend growth. The price-dividend ratio, together with cashflow growth rates, can be used to infer the process for expected returns. In continuous-time, expected returns, stock volatility, and price-dividend ratios are linked by a series of differential equations.

Our risk-return relations are empirically relevant because our conditions impose stringent restrictions on asset pricing models. Many common empirical applications often directly specify one of the expected return, risk, or the price-dividend ratio. Often, this is done without considering the dynamics of the other two variables. Our results show that specifying the expected return automatically pins down the diffusion term of returns and vice versa. Hence, specifying one of the expected return, risk, or the price-dividend ratio makes implicit assumptions about
the dynamics of these other variables. Our relations can be used as checks of internal consistency for empirical specifications that usually concentrate on only one of predictable expected returns, stochastic volatility, or price-dividend ratio dynamics.

We illustrate several applications of our risk-return conditions with popular empirical specifications from the literatures of predictability of expected returns and time-varying volatility. First, a large literature beginning with Fama and French (1988a) forecasts expected returns with dividend yields in a linear regression framework. A large asset allocation literature uses these empirical specifications and parameterize conditional expected returns as linear functions of dividend yields. This specification implies that returns are heteroskedastic, and places strong restrictions on the price process. In particular, the drift of the dividend yield is non-linear and generally not stationary. Conversely, if the dividend yield follows a mean-reverting linear process, like the AR(1) specifications assumed by Stambaugh (1999), Campbell and Yogo (2003), and Lewellen (2003), then expected returns cannot be linear functions of the dividend yield, and linear approximations to the drift of the expected return as a function of the dividend yield can be highly inaccurate.

Second, we investigate the implications of predictable mean-reverting components of returns on return volatility and prices. Poterba and Summers (1986) and Fama and French (1988b) find slow mean-reverting components of returns. Even under IID dividend growth, mean-reverting expected returns implies that the expected return must be a non-linear, increasing function of the dividend yield. However, the stochastic volatility generated by mean-reverting expected returns is several orders too small in magnitude to match the time-varying volatility present in data.

Third, it is well known that volatility is more precisely estimated than first moments (see Merton, 1980). Since Engle (1982), a wide variety of ARCH or stochastic volatility models have been used successfully to capture time-varying second moments in asset prices. However, this literature mostly concentrates on specifying the diffusion components of stock returns without considering the implications for the expected return. If we specify the diffusion of the stock return, then, assuming a dividend process, stock prices and expected returns are fully determined.

---


2 Exceptions to this are the GARCH, or stochastic volatility, models that parameterize time-varying variances of an intertemporal asset pricing model. Harvey (1989), Ferson and Harvey (1991), and Scruggs (1998), among others, estimate models of this type.
The idea of using the dividend process to characterize the relationship between risk and return goes back to at least Grossman and Shiller (1981) and Shiller (1981), who argue that the volatility of stock returns is too high compared to the volatility of dividend growth. Campbell and Shiller (1988a and b) linearize the definition of returns and then iterate to derive an approximate relation for the log price-dividend ratio. They use this relation to measure the role of cashflow and discount rates in the variation of price-dividend ratios. Our approach is similar, in that we use the definition of returns to derive relationships between risk, returns, and prices. However, our relations tie expected returns, stochastic volatility, and price-dividend ratios more tightly and rigorously than the linearized price-dividend ratio formula of Campbell and Shiller. Furthermore, we are able to provide exact characterizations between the conditional second moments of returns and prices (the stochastic volatility of returns, and the conditional volatility of expected returns, dividend growth, and price-dividend ratios) that Campbell and Shiller’s framework cannot easily handle.

Our risk-return conditions are most closely related to He and Leland (1993), who show that the drift and diffusion term of the price process must satisfy a partial differential equation and a boundary condition in a pure exchange economy. He and Leland show that the form of the risk-return relation is a function of the curvature of the representative agent’s utility. Using dividends, rather than preferences, to pin down the risk-return relationship is advantageous because dividends are observable, allowing a stochastic dividend process to be easily estimated. Indeed, a convenient assumption made by many models is that dividend growth is IID. In comparison, there is still no consensus on the precise form that a representative agent’s utility should take.

The remainder of the paper is organized as follows. Section 2 derives the risk-return and pricing relations for an economy with a set of state variables driving the time-varying investment opportunity set. In Section 3, we apply these conditions to various empirical specifications in the literature, covering predictability of expected returns by dividend yields, mean-reverting expected returns, and models of stochastic volatility. Section 4 concludes. We relegate all proofs to the Appendix.

2 The Model

Suppose that the state of the economy is described by a single state variable \( x_t \), which follows the diffusion process:

\[
dx_t = \mu_x(x_t)dt + \sigma_x(x_t)dB_t^x,
\] (1)
where the drift $\mu(x)$ and diffusion $\sigma(x)$ are functions of $x_t$. We assume that there is a risky asset that pays the dividend stream $D_t$, which follows the process:

$$\frac{dD_t}{D_t} = \left( \mu_d(x_t) + \frac{1}{2} \sigma_d^2(x_t) \right) dt + \sigma_d(x_t) dB^d_t,$$

or equivalently:

$$\frac{D_t}{D_0} = \exp \left( \int_0^t \mu_d(x_s) ds + \sigma_d(x_s) dB^d_s \right).$$

For notational simplicity, we assume that shocks to the state variable $x_t$ and shocks to the dividend process are orthogonal, that is $dB^x_t$ and $dB^d_t$ are independent. However, our results apply in a similar fashion to the case when $dB^x_t$ and $dB^d_t$ are correlated.

By definition, the price of the asset $P_t$ is related to dividends $D_t$ and expected returns $\mu_r$ by:

$$\frac{\mathbb{E}_t[dP_t]}{P_t} + D_t dt = \mu_r dt. \tag{3}$$

By iterating equation (3), we can write the price as:

$$P_t = \mathbb{E}_t \left[ \int_t^T e^{-\int_t^r \mu_r \, du} D_s ds + e^{-\int_t^T \mu_r \, du} P_T \right]. \tag{4}$$

Our goal is to determine the drift $\mu_r(\cdot)$ and diffusion $\sigma_r(\cdot)$ of the return process $dR_t$:

$$dR_t = \mu_r(x_t) dt + \sigma_r(x_t) dB^r_t, \tag{5}$$

under a no-bubble condition:

**Assumption 2.1** *The transversality condition*

$$\lim_{T \to \infty} \mathbb{E}_t \left[ e^{-\int_t^T \mu_r \, du} P_T \right] = 0$$

holds almost surely.

Assumption 2.1 rules out specifications like the Black-Scholes (1973) and Merton (1973) models, which specify that the stock does not pay dividends. Equivalently, Black, Scholes, and Merton assume that the capital gain represents the entire stock return, so the stock is a bubble process in these economies. By assuming transversality, we can express the stock price...
in equation (4) as:

\[ P_t = E_t \left[ \int_t^\infty e^{-\int_s^t \mu_d \, du} D_s \, ds \right]. \tag{6} \]

The following proposition characterizes the relationships between dividend growth, the drift and diffusion of the return process \( dR_t \), and price-dividend ratios, subject to Assumption 2.1.

**Proposition 2.1** Suppose the state of the economy is described by \( x_t \), which follows equation (1), and a stock is a claim to the dividends \( D_t \) that are described by equation (2). If the price-dividend ratio \( P_t/D_t \) is a function \( f(x_t) \) of \( x_t \), then the cumulative stock return process \( dR_t \) satisfies the following equation:

\[ dR_t = \left( \mu_x f' + \frac{1}{2} \sigma^2_x f'' + \mu_d + \frac{1}{2} \sigma^2_d \right) dt + \sigma_x (\ln f)' dB^x_t + \sigma_d dB^d_t. \tag{7} \]

Conversely, if the return \( R_t \) follows the following diffusion equation:

\[ dR_t = \mu_r (x_t) dt + \sigma_{rx}(x_t) dB^x_t + \sigma_{rd}(x_t) dB^d_t, \tag{8} \]

and the stock dividend process is given by equation (1), then the price-dividend ratio \( P_t/D_t = f(x_t) \) satisfies the following relation:

\[ \mu_x f' + \frac{1}{2} \sigma^2_x f'' - \left( \mu_r - \mu_d - \frac{1}{2} \sigma^2_d \right) f = -1, \tag{9} \]

and the diffusion of the stock return is determined from the relations:

\[ \sigma_{rx} = \sigma_x (\ln f)' \tag{10} \]
\[ \sigma_{rd} = \sigma_d. \tag{11} \]

---

3. An alternative way to compute the stock price is to iterate the definition of returns \( dR_t = (dP_t + D_t\, dt)/P_t \) forward under the transversality condition \( \lim_{T \to \infty} \exp\left( -\int_t^T dR_u - \frac{1}{2} \sigma^2_d(du) \right) P_T = 0 \) to obtain:

\[ P_t = \int_t^\infty e^{-\int_s^t \mu_d \, du} D_s \, ds. \]

This equation holds path by path. As Campbell (1993) notes, we can take conditional expectations of both the left- and right-hand sides to obtain:

\[ P_t = E_t \left[ \int_t^\infty e^{-\int_s^t \mu_d \, du} D_s \, ds \right], \]

which can be shown to be equivalent to equation (6).

4. Although Proposition 2.1 is stated for a univariate state variable \( x_t \), the equations generalize easily to the case where \( x_t \) is a vector of state variables. In this case, the ordinary differential equation (9) becomes a partial differential equation, and \( \mu_x, \sigma_x, \mu_d, \sigma_d, \sigma_{rx}, \) and \( \sigma_{rd} \) represent matrix functions of \( x \).

5. Since \( dB^x_t \) and \( dB^d_t \) are independent, the diffusion term \( \sigma_r(x_t) \) of the return process in equation (5) is given by \( \sqrt{\sigma_{rx}(x_t)^2 + \sigma_{rd}(x_t)^2} \).
There are several implications of Proposition 2.1. Most importantly, given the dividend process, specifying one of the price-dividend ratio, the expected stock return, and the stock return volatility, determines the other two. In other words, suppose the dividend cashflows are given. Then, the dynamics of the price-dividend ratio process $f$ completely determines the expected return $\mu_r$ and the stock return volatility $\sigma_{rx}$ from equation (7). The expected stock return alone determines both the stock price (through equation (9)) and the volatility of the return (through equation (10)). Finally, specifying a process for time-varying stock volatility ($\sigma_{rx}$) determines the price of the stock (up to a multiplicative constant from equation (10)), and the expected return of the stock (from equation (9) since $\sigma_{rx}$ determines $f$). More generally, if the dividend process can also be specified, then we can choose two out of the dividend, expected return, stochastic volatility, and price-dividend ratio, with our two choices completely determining the dynamics of the other two variables.

The relationships between prices, expected returns, and volatility outlined by Proposition 2.1 arise only through the definition of returns and the imposition of transversality. We have used no equilibrium conditions, or specified a pricing kernel, to obtain risk-return relations. Nor do we impose the full structure of an economic asset pricing model, for example, a utility function with a joint distribution of consumption and asset payoffs, to obtain relations between expected returns and volatility. The conditions (7)-(11) can be easily applied empirically because models often assume a process for one or more of $\mu_r$, $\sigma_{rx}$, and $f$. Proposition 2.1 characterizes what the functional form of the expected return, stochastic volatility, or stock price must take after choosing a parameterization of only one of these variables.

There are two effects if we relax the transversality assumption in Proposition 2.1. First, the transversality Assumption 2.1 ensures that the price-dividend ratio is a function of $x$ by Feynman-Kacs. The requirement that $P_t/D_t = f(x_t)$ is not satisfied in economies that assume geometric Brownian motion processes for the stock process (like Black and Scholes, 1973; Merton, 1973). In these economies, there is no state variable describing time-varying investment opportunities as the mean and variance are constant and the stock dividend is zero. Second, the ordinary differential equation defining the price-dividend ratio in equation (9) may now have additional terms with derivatives with respect to time $t$, and an additional boundary condition. This is due to the fact that when transversality does not hold, the price-dividend ratio is also potentially a function of time $t$.

While some empirical studies focus on matching the predictability of total returns (see, for example, Fama and French, 1988a and b; Campbell and Shiller, 1988a) and the volatility of
total returns (see, for example, Lo and MacKinlay, 1988), we often also build economic models to explain time-varying excess returns, rather than total returns. Time-varying total returns may be partially driven by stochastic risk-free rates. Proposition 2.1 involves total returns, rather than excess returns. We can handle excess returns in several ways. First, since Ang and Bekaert (2003) and Campbell and Yogo (2003) show that interest rates predict excess returns, risk-free short rates could be included as a state variable in $x_t$. Second, it is easy to write down a process for risk-free rates and then subtract the risk-free process from both sides of equation (7) to obtain a relation for excess returns, given stock prices and dividends. Third, since the nominal risk-free rate is known at time $t$ over various horizons, Proposition 2.1 can be adjusted to solve for conditional excess returns. Empirically, as returns are sampled at higher frequencies, the effect of risk-free rates diminishes. For example, for daily or weekly returns, there is little difference between total and excess returns.

Finally, the relations between prices, expected returns, and volatility in Proposition 2.1 must hold in any equilibrium model. In an equilibrium model, prices, returns, and volatility are simultaneously determined after specifying a complete joint distribution of state variables, agent preferences, and technologies. In any equilibrium, the relations in Proposition 2.1 must be satisfied. Similarly, if a pricing kernel is specified, together with the complete dynamics of the state variables in the economy, the relations in Proposition 2.1 must also hold.

An advantage of the set-up of Proposition 2.1 is that many empirical specifications in finance specify models of conditional means or variances of returns (like linear dividend predictability regressions or stochastic volatility models), without specifying a full underlying equilibrium framework. In these situations, Proposition 2.1 implicitly pins down the other characteristics of returns and prices that are not explicitly assumed. In Appendix B, we show that an empirical specification of a particular conditional mean, variance or a price process does not necessarily uniquely determine a pricing kernel. However, there exists at least one (and potentially an infinite number of) pricing kernels that can support the choice of a particular expected return or volatility process. Once an empirical specification for expected returns, volatility, or prices is assumed, Proposition 2.1 completely characterizes the dynamics of the other two variables.

3 Empirical Applications

Proposition 2.1 provides practical guidance about useful empirical specifications of prices, expected returns, or volatility. For example, Campbell and Shiller (1988a), Fama and French
(1988a), Hodrick (1992), and Stambaugh (1999), among others, parameterize the expected (excess) return of the market to be a linear function of the dividend yield, or the price-dividend ratio. Proposition 2.1 shows that this places strong restrictions on the dynamics of the stock price and on the stochastic volatility process of returns. Another example is Merton (1980), who estimates several specifications of the expected return on the market as a function of the market variance, because he seeks to avoid taking a stand on the precise functional relation between expected returns and volatility. According to Proposition 2.1, once a time-series process for the market volatility is assumed, the expected return of the market is a consequence of the choice of the volatility process. Our goal in this section is to illustrate how Proposition 2.1 can be applied to various empirical models that have been specified in the literature to produce sharper predictions of risk-return trade-offs and pricing implications.

We work mainly with the assumption that dividends are IID. This assumption is only for illustrative purposes, and we choose this standard assumption because many papers work with IID dividend growth, including the textbook expositions by Campbell, Lo and MacKinlay (1997) and Cochrane (2001). In Section 3.1, we show that time-varying expected returns and stock return volatility in excess of the dividend volatility are two sides of the same coin. Section 3.2 analyzes the case of the linear predictability of expected returns by dividend yields. We consider the more general case of predictable mean-reverting components of expected returns in Section 3.3. Finally, Section 3.4 investigates the implications for expected returns from various models of stochastic volatility.

### 3.1 IID Dividend Growth

The assumption that dividends are IID is made in many exchange-based economic models with Lucas (1978) trees. If dividend growth is IID, then time-varying price-dividend ratios can result only from time-varying expected returns. This intuition is used by Cochrane (2001) to demonstrate that small, but persistent, changes in expected returns may result in large price changes. The following corollary shows that under IID dividend growth, time-varying expected returns, price-dividend ratios, and time-varying volatility are different ways of viewing a predictable state variable driving the set of investment opportunities in the economy.

---

6 Recently Ang (2002), Ang and Bekaert (2003), and Lettau and Ludvigson (2003), show that dividends are not IID but can be predicted by various state variables including interest rates, dividend yields, and consumption-asset-labor deviations from trend.
Corollary 3.1 Suppose that dividend growth is IID, so that $\mu_d = \bar{\mu}_d$ and $\sigma_d = \bar{\sigma}_d$ are constant in equation (2). If the state variable describing the economy satisfies equation (1) and stock returns are described by the diffusion process in equation (8), where $\sigma_{rd} = \bar{\sigma}_{rd}$ is a constant, then the following statements are equivalent:

1. The price-dividend ratio $f = \bar{f}$ is constant.

2. The expected return $\mu_r = \bar{\mu}_r$ is constant.

3. The volatility of stock returns is the same as the volatility of dividend growth, or $\sigma_{rx} = 0$ in equation (8).

We can interpret the term $\sigma_{rx}$ in equation (8) as the excess volatility of returns that is not due to fundamental cashflow risk. Grossman and Shiller (1981) and Shiller (1981) make the argument that volatility of stock returns is too high compared to the volatility of dividend growth in an environment with constant expected returns. Cochrane (2001) provides a pedagogical discussion of this issue and claims that excess volatility is equivalent to price-dividend variability, if cashflows are not predictable. Corollary 3.1 is the mathematical statement of this claim.

3.2 Linear Dividend Yield Predictability of Returns

3.2.1 Implications of Dividend Yields Linearly Predicting Returns

In an environment with no bubbles, time-varying price-dividend ratios must reflect variation in either discount rates or cashflows, or both. To formally capture this intuition, a large number of empirical researchers have predicted future returns with price-dividend ratios or dividend yields using linear regressions. Indeed, if dividend growth is IID, then the only source of time-variation for stock prices is time-varying discount rates. However, even in the simple case of IID dividend growth, the non-linearity of the present-value formula (6) implies that linear regressions may provide an overly simplistic characterization of how dividend yields capture predictable components of returns.

We show how the assumption of linear predictability of returns by dividend yields imposes strong assumptions on the dynamics of the price process. This has two main implications for the standard practice in the predictability and asset allocation literatures. While the predictability

---

literature has used a regression framework to reject the null hypothesis of no predictability of expected returns, the fact that a linear assumption of predictability implies inconsistent behavior of the price-dividend ratio shows that a linear regression cannot be the most powerful test. We explore potentially more powerful empirical specifications to pick up dividend yield predictability below. Second, a large asset allocation literature has taken the linear predictability of expected returns by dividend yields literally. Our results show that this is a very inappropriate specification for time-varying conditional means.

We can fully characterize the implicit restrictions made on prices and volatility by specifying expected returns to be a linear function of dividend yields by applying Proposition 2.1:

**Corollary 3.2** Assume that dividend growth is IID, so \( \mu_d = \bar{\mu}_d \) and \( \sigma_d = \bar{\sigma}_d \) are constant in equation (2).

**Case A.** Suppose that the dividend yield \( D/P = f^{-1} \) linearly predicts returns in the predictive regression:

\[
dR_t = (\alpha + \beta x)dt + \bar{\sigma}_{rx} dB_t^e + \bar{\sigma}_d dB_t^d,
\]  

(12)

where the predictive instrument \( x = 1/f \) is the dividend yield and \( \bar{\sigma}_{rx} \) is a constant. Then, the dividend yield \( x \) follows the diffusion:

\[
dx_t = \mu_x(x_t)dt + \sigma_x(x_t)dB_t^e,
\]  

(13)

where the drift \( \mu_x(x) \) and diffusion \( \sigma_x(x) \) are given by:

\[
\mu_x(x) = (\bar{\mu}_d + \frac{1}{2} \bar{\sigma}_d^2 + \bar{\sigma}_{rx}^2 - \alpha)x + (1 - \beta)x^2
\]

\[
\sigma_x(x) = -\bar{\sigma}_{rx} x.
\]  

(14)

**Case B.** If returns are predicted by log dividend yields, \( \ln(D/P) \), in the predictive regression (12), then \( x = -\ln f \). The process in equation (13) then represents the dynamics of the log dividend yield, where \( \mu_x(x) \) and \( \sigma_x(x) \) now satisfy:

\[
\mu_x(x) = \bar{\mu}_d + \frac{1}{2} \bar{\sigma}_d^2 + \frac{1}{2} \bar{\sigma}_{rx}^2 - \alpha - \beta x + e^x
\]

\[
\sigma_x(x) = -\bar{\sigma}_{rx}.
\]  

(15)

Corollary 3.2 implies that if expected returns are linearly predicted by dividend yields or log dividend yields, then the dividend yield or log dividend yield process cannot be a linear process. In particular, the drift of the dividend yield in equation (14) is generally not stationary.
because it is quadratic. Similarly, the drift of the log dividend yield in equation (15) involves both a linear and an exponential term and is also generally not stationary. Whereas dividend yield predictability of returns has often been considered in the context of linear models, such as the VAR systems of Campbell and Shiller (1988a and b) and Hodrick (1992), Corollary 3.2 demonstrates that (log) dividend yields cannot follow linear processes if expected returns are linear functions of (log) dividend yields.

The assumption of homoskedastic returns in equation (12) is not restrictive. If \( \sigma_{r_x}(x) \) is instead a function of \( x \) rather than being constant at \( \bar{\sigma}_{r_x} \), then \( \mu_x(x) \) and \( \sigma_x(x) \) would inherit further state-dependence from \( \sigma_{r_x}(x) \). The sign of \( \sigma_x \) for both level and log dividend yields is negative, indicating that returns and dividend yields are conditionally negatively correlated. Since the relative volatility of dividend shocks (\( \sigma_d \)) is small compared to the total variance of returns, the negative conditional correlation of returns and dividend yields is large in magnitude. This prediction is confirmed by empirical estimates of conditional correlations between dividend yield innovations and innovations in returns. For example, Stambaugh (1999) reports that this correlation is around -0.9 for US returns.

We calibrate the resulting non-linearities of dividend yields, or log dividend yields, by estimating the regression implied from the predictive relation (12). We use aggregate S&P500 market data at a quarterly frequency from 1935 to 2001. This is an updated dataset used by Lamont (1998) and Ang and Bekaert (2003). In Panel A of Table 1, we report summary statistics of log stock returns, both total stock returns and stock returns in excess of the risk-free rate (3-month T-bills), together with dividend growth. From Panel A, we set the mean of dividend growth at \( \bar{\mu}_d = 0.05 \) and dividend growth volatility at \( \bar{\sigma}_d = 0.07 \). The volatility of dividend growth is much smaller than the the volatility of total returns and excess returns, which are very similar, at approximately 18% per annum. This allows us to set \( \bar{\sigma}^2_{rd} = (0.18)^2 - (0.07)^2 \), or \( \bar{\sigma}_{rd} = 0.15 \).

In Panel B of Table 1, we report linear predictability regressions of continuously compounded returns over the next year on a constant and dividend yields, expressed in levels or logs. Since the data is at a quarterly frequency, but the regression is run with a 1-year horizon on the LHS, the regression entails the use of overlapping observations that induce moving average error terms. We report Hodrick (1992) standard errors in parentheses, which Ang and Bekaert (2003) show to have good small sample properties with the correct size. Ang and

---

8 Constantinides (1992) and Ahn, Dittmar and Gallant (2002) provide sufficient conditions to ensure some stationary quadratic drift processes in the context of quadratic term structure models.
Bekaert (2003) and Goyal and Welch (2003) document that dividend yield predictability declined substantially during the 1990’s, so we also report results for a data sample that ends in 1990.

The coefficients in the total return regressions are similar to the regressions using excess returns. For example, over the whole sample, the coefficient for the level dividend yield is 2.97 using total returns, compared to 3.35 using excess returns. In the log dividend yield regressions, the coefficient on the log dividend yield is 0.10 (0.11) for total returns (excess returns). Hence, although we perform our calibrations for total returns, similar conditional relationships also hold for excess returns. The second line of Panel B shows that when the 1990’s are removed from the sample, the magnitude of the predictive coefficients increases by approximately two, for both the level and log dividend yield regressions. To emphasize the linear predictive relationship in equation (12), we focus on calibrations using the sample without the 1990’s. Nevertheless, we obtain similar qualitative patterns for the implied functional form for the drift of the price process when we calibrate parameter values using data over the whole sample.

We focus first on predicting returns with dividend yields expressed in levels, similar to Fama and French (1988a). Since the predictive regressions are at an annual frequency, the estimated coefficients in Panel B allow us to directly match $\alpha$ and $\beta$, since we can discretize the drift in equation (12) as approximately $(\alpha + \beta x) \Delta t$. Hence, we set $\alpha = -0.08$ and $\beta = 4.6$. Together with the calibrated values for $\bar{\mu}_d = 0.05$, $\bar{\sigma}_d = 0.07$ and $\bar{\sigma}_{rd} = 0.15$, we compute the implied drift of the level dividend yields using equation (14), which we plot in Figure 1 in the solid curved line.

Figure 1 shows that the implied drift of the dividend yield is highly non-linear. It becomes strongly mean-reverting at high levels of the dividend yield, but at low levels, the dividend yield behaves as if it is a random walk. For comparison, we plot the linear drift of an approximating Ornstein-Uhlenbeck process fitted to the level dividend yield, assuming that the dividend yield $1/f = x$ follows the process:

$$dx_t = \kappa(\theta - x)dt + \bar{\sigma}_x dB^x_t.$$  \hspace{1cm} (16)

In data, the quarterly autocorrelation of the dividend yield is 0.96, so we calibrate $\kappa$ using the relation $0.96 = \exp(-\kappa \Delta t)$, where $\Delta t = 1/4$. The unconditional mean of the dividend yield is 4.4%, so we set $\theta = 0.044$. The dashed line in Figure 1 represents the approximating linear drift $\kappa(\theta - x)$. For small movements around the unconditional mean of the dividend yield, the implied drift and the approximating AR(1) are very similar, but the discrepancy becomes very large for high or low dividend yields.
We now repeat the exercise using the log dividend yield as a predictor. In this exercise, we set the coefficients \( \alpha = 0.81 \) and \( \beta = 0.22 \) in equation (12) from the pre-1990’s estimates of the log dividend yield predictability regressions in Panel B of Table 1. We represent the implied drift of the log dividend yield process using a solid line in the bottom plot in Figure 1. The dashed line represents the drift of the AR(1), or Ornstein-Uhlenbeck, process (16) fitted to the log dividend yield in data, with the calibrated values \( 0.94 = \exp(-\kappa/4) \) and \( \theta = -3.16 \). These numbers represent the quarterly autocorrelation of the log dividend yield and the mean log dividend yield, respectively.

The implied drift of the log dividend yield, if log dividend yields linearly predict returns, has fewer non-linear features than the level dividend yield case. Nevertheless, the implied log dividend yield drift is still non-linear. In particular, for high levels of the log dividend yield, the log dividend yield becomes less mean-reverting. Since dividend growth is IID, high dividend yields result from low prices, which implies that prices slowly wander back from low levels, whereas prices relatively quickly decline from high levels. For comparison, we overlay the drift of the Ornstein-Uhlenbeck approximation (16) from data to the log dividend yield. The approximating linear drift is steeper than the implied drift, indicating that the log transformation eliminates some of the non-linearity, but does not completely remove the non-linear dependence.

3.2.2 Implications of Mean-Reverting Dividend Yields

So far, we have investigated the implications for the (log) dividend yield process by assuming that returns are linearly predicted by log or level dividend yields. Now, we reverse the question. Many studies, like Stambaugh (1999), Campbell and Yogo (2003), and Lewellen (2003) specify the dividend yield, or log dividend yield, process to be the AR(1) process (16). We now show that if the (log) dividend yield is an AR(1) process, then expected returns cannot be linear in the (log) dividend yield.

**Corollary 3.3** Assume that dividend growth is IID, so \( \mu_d = \bar{\mu}_d \) and \( \sigma_d = \bar{\sigma}_d \) are constant in equation (2).

**Case A.** Suppose the level dividend yield \( x = 1/f \), where \( f = P/D \), follows the Ornstein-Uhlenbeck process in equation (16). Then, the drift \( \mu_r(x) \) and diffusion \( \sigma_{rx}(x) \) of the return
process \(dR\) in equation (8) satisfy:

\[
\begin{align*}
\mu_r(x) &= \kappa + \bar{\mu}_d + \frac{1}{2} \bar{\sigma}_d^2 - \frac{\kappa \theta}{x} + \frac{\bar{\sigma}_x^2}{x^2} + x \\
\sigma_{rx}(x) &= -\frac{\bar{\sigma}_x}{x}
\end{align*}
\] (17)

**Case B. If the log dividend yield** \(x = -\ln f\) **follows the Ornstein-Uhlenbeck process in equation (16), then** \(\mu_r(x)\) **and** \(\sigma_{rx}(x)\) **satisfy:**

\[
\begin{align*}
\mu_r(x) &= \bar{\mu}_d + \frac{1}{2} \bar{\sigma}_d^2 + \frac{1}{2} \bar{\sigma}_x^2 - \kappa \theta + \kappa x + e^x \\
\sigma_{rx}(x) &= -\bar{\sigma}_x
\end{align*}
\] (18)

Corollary 3.3 implies that if either the level or log dividend yield follows an AR(1), stock returns are a highly non-linear function of dividend yields. Hence, linear regressions to pick up predictability of returns by dividend yields may have low power. Various studies like Ang and Bekaert (2003) demonstrate the low power of various OLS estimators, but Corollary 3.3 emphasizes that it may be the OLS set-up itself that may make dividend yield predictability hard to find in the data (see also Engstrom, 2003; Menzly, Santos and Veronesi, 2004).

If level dividend yields follow an AR(1) process, Corollary 3.3 shows that returns are heteroskedastic as \(\sigma_{rx} = -\bar{\sigma}_x/x\). However, when dividend yields \(x\) are high, stock volatility is low. This is the opposite to the behavior of these variables in data, since during recessions or periods of market distress, dividend yields tend to be high, while stock returns tend to be volatile. In contrast, if log dividend yields are described by an AR(1) process, Corollary 3.3 makes the strong (counter-factual) prediction that stock returns are homoskedastic.

Figure 2 graphs the expected stock return as a function of the level dividend yield (top panel), or the log dividend yield (bottom panel), in solid lines. We calibrate the level, or log, dividend yield using the implied quarterly moments from equation (16). For the level dividend yield, we match the quarterly autocorrelation, \(0.96 = \exp(-\kappa/4)\); the unconditional mean \(\theta = 0.044\); and the unconditional variance \(0.0132^2 = \sigma_x^2/(2\kappa)\). For the log dividend yield, the corresponding numbers are \(\kappa = 0.24, \theta = -3.16, \) and \(\sigma_x = 0.19\). For comparison, we graph the fitted linear regression of total stock returns at an annual horizon regressed onto a constant and the (log) dividend yield in dashed lines. The approximating linear predictive coefficients are the same as those reported in Table 1.

The top panel of Figure 2 shows a pronounced non-linear function of dividend yields and expected stock returns, caused by the interaction of reciprocal and linear functions in equation (17). In particular, low dividend yields predict extremely high conditional expected returns next
period. This result is driven by the Jensen’s term, $\bar{\sigma}_x^2/x^2$, which becomes very large at low dividend yields. The large uncertainty at high prices, or low dividend yields, is similar to the strong Jensen’s effects in Pastor and Veronesi (2004). This region of increasing expected returns with lower dividend yields coincides with some empirically relevant ranges for the dividend yield: expected returns increase with the level dividend yield for dividend yields lower than 2%. Note that during the late 1990’s, dividend yields were very low, sometimes below 1%, and this is precisely the period where linear dividend yield predictability of returns is hard to detect (see Ang and Bekaert, 2003; Goyal and Welch, 2003).

If we fit a straight line to the solid curve in the top panel of Figure 2, the highest linear dividend yield predictability lies around the average dividend yield (4%). The slope of the drift of the expected return flattens for high dividend yields. Hence, at high dividend yield levels, there is hardly any linear predictability of expected returns by dividend yields. This also makes dividend yield predictability hard to detect by OLS regressions during recessions where dividend yields tend to be high.

In the bottom panel of Figure 2, we plot the implied drift of stock returns assuming that the log dividend yield follows an AR(1) process. The implied drift has a higher slope than the linear predictability captured by an OLS regression of stock returns on log dividend yields. Hence, directly modelling the log dividend yield process may allow sharper estimates of dividend yield predictability relations than running OLS predictive regressions on returns. Although the functional form of equation (18) exhibits non-linearities, these are not as pronounced as the implied non-linearities from assuming an AR(1) process for the level dividend yield (shown in the top panel of Figure 2) because of the small, empirically relevant range of the log dividend yield in data.

### 3.2.3 Implications of the Stambaugh (1999) Model

As a final example of linear dividend yield predictability, we examine the dividend growth process implied by the Stambaugh (1999) model. Stambaugh assumes that the dividend yield $x = D/P$ is an AR(1) process following equation (16), and the stock return is a linear function of the dividend yield:

$$dR_t = (\alpha + \beta x)dt + \sigma_{rz}(x)dB^e_t + \sigma_d(x)dB^d_t.$$  \hspace{1cm} (19)

Stambaugh uses this system to assess the small sample bias in a predictive regression where the dividend yield is an endogenous regressor.
The Stambaugh model specifies two of the expected stock return, dividend yield, and stochastic volatility. Proposition 2.1 implies that only one of these variables determines the other two, once the dividend process is fixed. Hence, this system is over-parameterized if the dividends are already specified. However, if we fix the expected stock return and the dividend yield, then this implies that the dividend process must assume a very specific form. In particular, the dividend yield can follow an AR(1) process and stock return predictability can be linear in the dividend yield only if the dividend process itself is predicted by dividend yields. A further application of Proposition 2.1 implies that the drift of \( dD_t/D_t \) in equation (2) can be written as a function of the dividend yield \( x \):

\[
\alpha - \kappa + \frac{\kappa \theta}{x} - \frac{\sigma^2 x}{x^2} + (\beta - 1) x.
\]

Hence, by assuming that dividend yields are mean-reverting, the linear dividend yield predictability of equation (19) implies that dividend yields must predict dividends.

We graph equation (20) in Figure 3, which shows that dividends are an increasing function of dividend yields. This is consistent with the positive OLS predictive estimates reported by Ang and Bekaert (2003) in the post-1952 Treasury Accord sample. This result is the opposite implied by the intuition of Campbell and Shiller (1988a and b), who claim that high dividend yields must forecast either high future returns, low future dividends, or both. According to Campbell and Shiller’s reasoning, since high dividend yields should predict high returns from a large, positive \( \beta \) coefficient in (19), high dividend yields should predict low future dividends, if dividend yields predict dividends in the first place. This reasoning implies a downward sloping drift of dividend growth as a function of dividend yields. In contrast, Figure 3 shows a non-linear, but monotonically increasing drift of dividend growth as a function of dividend yields.

The incomplete reasoning of the Campbell and Shiller intuition is that it takes a static view of the dividend yield being a function of returns and dividends. A high dividend yield today is certainly caused by either high future returns, or low future dividend growth, or both. However, there is an implicit assumption being made that the dividend yield also does not change in the future. If dividend yields are mean-reverting, like in the Stambaugh model, then high dividend yields today mean low dividend yields tomorrow. But, low dividend yields are associated with either low returns or high dividend growth rates. The predictability equation (19) already implies that today’s high dividend yield implies high expected returns. Thus, the only way that dividend yields can be low next period with high expected returns is by increasing dividends in the future. Thus, if dividend yields are mean-reverting and expected stock returns are positively linearly predicted by dividend yields, high dividend yields predict high, not low, dividend
growth rates.

3.3 Predictable Mean-Reverting Components of Returns

Mean-reversion of asset returns has been investigated by many authors, including Fama and French (1988b) and Poterba and Summers (1986), and more recently in textbook treatments by Campbell, Lo and MacKinlay (1997) and Cochrane (2001). Dividend yield predictability of stock returns is a special case of a mean-reverting expected return. Our goal is to examine the more general case of the expected stock return being a mean-reverting function of a predictable state variable. With mean-reverting returns, Proposition 2.1 places strong restrictions on the dynamics of prices and stock volatility. To characterize these restrictions, we work with IID dividend growth, so \( \mu_d = \bar{\mu}_d \) and \( \sigma_d = \bar{\sigma}_d \) are constant in equation (2).

We assume that stock returns have a predictable component \( x_t \):

\[
dR_t = x_t dt + \sigma_{rx}(x) dB_t + \bar{\sigma}_d dB_t
\]

(21)

where the single mean-reverting state variable \( x_t \) follows an AR(1) process:

\[
dx_t = \kappa (\theta - x_t) dt + \bar{\sigma}_x dB_t
\]

(22)

Note that \( \theta \) is the unconditional mean of the continuously compounded stock return. The volatility \( \sigma_{rx}(x) \) is endogenously determined since we specify the conditional mean of the stock return.

From Proposition 2.1, the price-dividend ratio \( P/D = f(x) \) satisfies the following ordinary differential equation:

\[
-k(\theta - x)f' + \frac{1}{2} \bar{\sigma}_x^2 f'' - \left( x - \bar{\mu}_d - \frac{1}{2} \bar{\sigma}_d^2 \right) f = -1,
\]

(23)

which represents a perpetuity security in a Vasicek (1977) model with the short rate given by \( x - \bar{\mu}_d - \frac{1}{2} \bar{\sigma}_d^2 \). Once \( f \) is determined, \( \sigma_{rx} = \bar{\sigma}_x (\ln f)' \) is given by equation (10). Our goal is to calibrate how much stochastic volatility of returns can be attributed to mean-reverting expected returns. Since we assume dividend growth is IID, time-varying expected returns are also the only source of heteroskedasticity.

Rather than solving equation (23), we can solve for \( f \) directly using expression (6) for the price-dividend ratio. We can simplify equation (6) by writing:

\[
P_t D_t = E_t \left[ \exp \left( -\int_t^\infty dx_u \right) \exp \left( (\bar{\mu}_d + \frac{1}{2} \bar{\sigma}_d) s \right) \right]
\]

\[
= \int_t^\infty \exp \left( -(\theta - \bar{\mu}_d)s + \frac{1}{2} \bar{\sigma}_d s \right) E_t \left[ \exp \left( -\int_t^s (x_u - \theta)du \right) \right] ds.
\]
It can be verified that the conditional expectation of \( \exp \left( - \int_t^s (x_u - \theta) du \right) \) is just the zero-coupon bond price in a Vasicek (1977) model, with a short-rate process centered around zero, and is given by:

\[
E_t \left[ \exp \left( - \int_t^s (x_u - \theta) du \right) \right] = \exp \left( -(x_t - \theta) \frac{1 - e^{-\kappa s}}{\kappa} + \frac{\bar{\sigma}_x^2}{2\kappa^2} \left( s - 2 \frac{1 - e^{-\kappa s}}{\kappa} + \frac{1 - e^{-2\kappa s}}{2\kappa} \right) \right).
\]

Hence, we can write the price-dividend ratio as:

\[
\frac{P_t}{D_t} = \int_t^\infty \exp \left( -(\theta - \bar{\mu}_d)s + \frac{1}{2}\bar{\sigma}_d s \right. \\
\left. - (x_t - \theta) \frac{1 - e^{-\kappa s}}{\kappa} + \frac{\bar{\sigma}_x^2}{2\kappa^2} \left( s - 2 \frac{1 - e^{-\kappa s}}{\kappa} + \frac{1 - e^{-2\kappa s}}{2\kappa} \right) \right) ds. \tag{24}
\]

Equation (24) is a strictly decreasing, concave function of the expected return \( x \). This implies that the conditional expected return is a strictly increasing, convex function of the dividend yield. We illustrate this in the top panel of Figure 4, which plots the expected return \( x \) versus the dividend yield using the values \( \kappa = 0.15, \bar{\sigma}_x = 0.027, \theta = 0.125, \bar{\mu}_d = 0.05, \) and \( \bar{\sigma}_d = 0.07 \). The value for \( \theta \) is set from the average total continuously compounded return reported in Table 1. The values for \( \kappa \) and \( \bar{\sigma}_x \) imply an annual autocorrelation of 0.86 and a volatility of 0.05 for the conditional expected return. We expect \( \kappa \) to be low (or the persistence of \( x \) to be high) because common instruments for predicting expected returns like dividend yields or interest rates are persistent variables. Our values for \( \kappa \) and \( \bar{\sigma}_x \) are in line with the implied autocorrelation and volatilities for latent conditional expected returns reported by Brandt and Kang (2003), and Johannes and Polson (2003), among others.

The bottom panel of Figure 4 reports the implied stochastic volatility parameter \( \sigma_{rx}(x) \) in equation (21). The sign of \( \sigma_{rx} \) is negative, implying a negative correlation between shocks to expected returns and shocks to actual returns. Note that while \( \sigma_{rx} \) is upward sloping, the negative sign on \( \sigma_{rx} \) indicates that \( |\sigma_{rx}| \) is decreasing. This implies that heteroskedasticity decreases as expected returns increase. This is counter-factual, as periods of high expected returns (or market crashes) tend to coincide with periods of very high volatility. However, most notable in the bottom panel of Figure 4 is that the magnitude of \( \sigma_{rx} \) is extremely small, around -0.0013. Hence, the total volatility of returns is effectively the same as the volatility of dividend growth.

\[\text{Equation (24) can be written as } \int_t^\infty \exp(a(s) + b(s)x_t)ds, \text{ which falls into the class of affine present value models developed by Ang and Liu (2001), Bakshi and Chen (2002), and Bekaert and Grenadier (2002).}\]
The intuition behind this result is that large changes in \( f \) (and consequently \( \ln f \)) are required to produce a large amount of stochastic volatility through the relation \( \sigma_{rx} = \bar{\sigma}_x (\ln f)' \) in equation (10) of Proposition 2.1. When expected returns are mean-reverting, only the terms in the sum (6) close to \( t \) change dramatically when \( x \) changes. One way that large changes in \( f \) occur from changes in \( x \) is when \( \kappa \) is close to zero, or expected returns are almost non-stationary. This corresponds to the case of permanent changes in expected returns. Another alternative for time-varying expected returns to re-produce the amount of stochastic volatility observed in data is for the volatility of expected returns to be the same order of magnitude as the volatility of returns. Since we observe low volatility of dividend growth, these results suggest that we may need an additional volatility factor to explain the variability of returns.

### 3.4 Models of Stochastic Volatility

Variances of stock returns vary over time, and their dynamics have been successfully captured by a number of models of stochastic volatility. If the dividend process is specified, Proposition 2.1 shows that the presence of stochastic volatility implies that stock returns must be predictable. Since estimating variances is easier than estimating conditional means in small samples, as Merton (1980) comments, we can use Proposition 2.1 to characterize stock return predictability by parameterizing the variance process. Given recent econometric advances in inferring the volatility process from an observed series of realized volatility (see Andersen et al., 2003), Proposition 2.1 can be used to shed light on the nature of the aggregate risk-return relation, on which there is no theoretical or empirical consensus.\(^{10}\) This is an entirely different approach from the current approaches to estimating risk-return trade-offs, which use different measures of conditional volatility in predictive regressions involving the conditional mean (see, for example, Glosten, Jagannathan and Runkle, 1996).

We look at two well-known stochastic volatility models, the Gaussian model of Stein and Stein (1991) in Section 3.4.1, and the square root model of Heston (1993) in Section 3.4.2. In both cases, we assume that dividend growth is IID (\( \mu_d = \bar{\mu}_d \) and \( \sigma_d = \bar{\sigma}_d \) are constant in equation (2)) to focus on the relations between risk and return.

\(^{10}\) For example, in two recent asset allocation applications involving stochastic volatility, Liu (2001) assumes that the Sharpe ratio is increasing in volatility, following Merton (1973), while Chacko and Viceira (2000) assume that the Sharpe ratio is a decreasing function of volatility.
3.4.1 The Stein-Stein (1991) Model

In the Stein and Stein (1991) model, the time-varying stock volatility is parameterized to be an AR(1) process. The Stein-Stein model in our set-up can be written as:

\[ dR_t = \mu_r(x_t)dt + x_t dB^r_t + \sigma_x dB^d_t \]
\[ dx_t = \kappa(\theta - x_t)dt + \bar{\sigma}_x dB^x_t. \]  
(25)

The variance of the stock return is \( x^2 + \sigma_d^2 \), so the stock return variance comprises a constant component \( \sigma_d^2 \), from dividend growth, and a mean-reverting component \( x^2 \). Empirically, shocks to returns and shocks to volatility dynamics are strongly negatively correlated, which is termed the leverage effect, so \( \bar{\sigma}_x \) is negative.

The following corollary details the implicit restrictions are on the expected return of the stock \( \mu_r(\cdot) \) by assuming that the stochastic volatility process follows the Stein-Stein (1991) model:

**Corollary 3.4** Suppose that dividend growth is IID, so \( \mu_d = \bar{\mu}_d \) and \( \sigma_d = \bar{\sigma}_d \) are constant in equation (2). If the stock variance is given by \( \sigma_{rx}(x) = x \) in equation (8), and \( x \) follows the mean-reverting process (25) according to the Stein and Stein (1991) model, then the expected stock return \( \mu_r(x) \) is given by:

\[ \mu_r(x) = \bar{\mu}_d + \frac{1}{2} \bar{\sigma}_d^2 + \frac{1}{2} \bar{\sigma}_x + \frac{\kappa \theta}{\bar{\sigma}_x} x + \left( \frac{1}{2} - \frac{\kappa}{\bar{\sigma}_x} \right) x^2 + C^{-1} \exp \left( -\frac{1}{2} \frac{x^2}{\bar{\sigma}_x} \right), \]

(26)

where \( C \) is an integration constant \( C = f(0) \), where \( f(0) \) is the price-dividend ratio at time \( t = 0 \). Furthermore, we can describe the expected return in terms of the price-dividend ratio \( f = P/D \) as:

\[ \mu_r(f) = \bar{\mu}_d + \frac{1}{2} \bar{\sigma}_d^2 + \frac{1}{2} \bar{\sigma}_x + \frac{\kappa \theta}{\bar{\sigma}_x} \sqrt{2 \bar{\sigma}_x \ln \left( \frac{f}{C} \right)} + (\bar{\sigma}_x - 2\kappa) \ln \left( \frac{f}{C} \right) + \frac{1}{f}. \]

(27)

The expected return (26) of the stock is a combination of several functional forms. First, the expected return has a constant term, which is the case in a standard Lucas (1978) model with IID consumption growth. Second, the expected return is proportional to volatility \( x \). This specification is implied by models of first-order risk aversion, developed by Yaari (1987) and parameterized by Epstein and Zin (1990). Third, the expected stock return is proportional to the variance \( x^2 \), which is the case in a Merton (1973) model. Finally, the last term \( C^{-1} \exp(-\frac{1}{2} x^2 / \bar{\sigma}_x) \) can be shown to be the dividend yield in this economy. Since the price-dividend ratio is only one component of equation (26), the Stein-Stein model predicts that expected returns may be nonlinear functions of price-dividend ratios or dividend yields. We emphasize that the risk-return
trade-off (26) is not derived using an equilibrium approach. The only economic assumptions behind the risk-return trade-off is the IID dividend growth process and the no-bubble condition necessary to derive Proposition 2.1.

We illustrate the risk-return relation (26) in the top panel of Figure 5. We graph the expected return as a function of volatility $x$ using the parameters $\theta = 0.25$, $\kappa = 8$, and $\bar{\sigma}_x = -0.2$. These parameter values are meant to be illustrative, and are consistent with stochastic volatility models estimated by Chernov and Ghysels (2002), among others. These parameter values imply that the unconditional standard deviation of volatility is 5%. We also choose $C = 24.5$, which represents the average price-dividend ratio in the data.

The risk-return trade-off in Figure 5 is highly non-linear. Expected returns initially decrease as a function of volatility for low volatility values. For volatility values higher than 15%, the expected stock return becomes a sharply increasing function of volatility. Empirically, the risk-return relation is very hard to pin down. French, Schwert and Stambaugh (1987), Bollerslev, Engle and Wooldridge (1988), Scruggs (1998) find only weak support for a positive risk-return trade-off, while Ghysels, Santa-Clara and Valkanov (2003) find a significant and positive relation. On the other hand, Campbell (1987) and Nelson (1991) find a significantly negative relations. Glosten, Jagannathan and Runkle (1993), Scruggs (1998), and Harvey (2001) report that the risk-return trade-off is negative, positive, or close to zero, depending on the specification employed. The conflicting empirical findings of the risk-return trade-off are not surprising in light of the decreasing and then increasing expected return as a function of volatility reported in Figure 5. If the Stein and Stein (1991) volatility model is a reasonable description of the data, Figure 5 suggests that an alternative appropriate risk-return empirical specification would be a bi-linear form, so that the risk-return relation can take different slopes over low or high volatilities.

To understand why the risk-return relation in the top panel of Figure 5 generally slopes upwards, consider the following intuition. The price-dividend ratio $f$ in the Stein-Stein economy is given by $f = C^{-1} \exp(-\frac{1}{2}x^2/\bar{\sigma}_x)$, which is a decreasing function of volatility $x$ because $\bar{\sigma}_x$ is negative (due to the leverage effect).

If $x$ is high (and $f$ is low), because of mean-reversion, $x$ is likely to be lower $f$ is likely to be higher in the next period. The return is composed of a capital gain and a dividend component. Since the dividend is IID, the higher $f$ causes the capital gain component to be large for high enough values of $x$. Hence, high volatility levels correspond to high expected returns. The opposite intuition occurs for low volatility levels. When $x$ is low, and $f$ is high, $f$ is more
likely to be low in the next period because of mean-reversion, and the expected capital loss causes expected returns to be low or negative for low volatility levels. The non-linearity of the variance term in (26) is responsible for the non-monotonicity of the risk-return trade-off.

The bottom panel of Figure 5 plots the expected return as a function of the dividend yield using equation (27). The expected return is an increasing function of the dividend yield. The kink at the unconditional dividend yield \( C^{-1} \) is due to the AR(1) formulation for the volatility dynamics in equation (25), allowing volatility to go negative. This assumption is equivalent to assuming a reflecting barrier at \( x = 0 \). An alternative model that restricts the volatility to be positive and always smooth is the Heston (1993) model, which we examine next.

### 3.4.2 The Heston (1993) Model

In the Heston (1993) model, the variance follows a square-root process, similar to Cox, Ingersoll and Ross (1987) that restricts the variance to be always positive. This modest change produces a large change in the behavior of the risk premium, as the following corollary shows:

**Corollary 3.5** Suppose that dividend growth is IID, so \( \mu_d = \bar{\mu}_d \) and \( \sigma_d = \bar{\sigma}_d \) are constant in equation (2). Suppose that returns are described by the Heston (1993) model:

\[
\begin{align*}
    dR_t &= \mu_r(x_t)dt + \sqrt{x_t}dB_t^x + \bar{\sigma}_d dB_t^d \\
    dx_t &= \kappa(\theta - x_t)dt + \sigma \sqrt{x_t} dB_t^x
\end{align*}
\]

(28)

Then, the expected stock return \( \mu_r(x) \) is given by:

\[
\mu_r(x) = \bar{\mu}_d + \frac{1}{2} \bar{\sigma}^2_d + \frac{\kappa \theta}{\sigma} + \left(1 - \frac{\kappa}{\sigma}\right)x + C^{-1} \exp\left(-\frac{x}{\sigma}\right),
\]

(29)

where \( C \) is an integration constant \( C = f(0) \), where \( f(0) \) is the price-dividend ratio at time \( t = 0 \). Furthermore, we can describe the expected return in terms of the price-dividend ratio \( f = P/D \) as:

\[
\mu_r(f) = \bar{\mu}_d + \frac{1}{2} \bar{\sigma}^2_d + \frac{\kappa \theta}{\sigma} + \left(\frac{\sigma}{2} - \kappa\right) \ln \left(\frac{f}{C}\right) + \frac{1}{f}.
\]

(30)

Like the Stein-Stein (1989) model, \( \sigma \) in equation (28) for the Heston (1993) model is negative empirically reflecting the leverage effect. We can interpret the risk-return trade-off in equation (29) to have three components: a constant term, a term linear in the variance \( x \), and the third term \( f = C^{-1} \exp(-x/\sigma) \) can be shown to be the dividend yield. Unlike the risk-return trade-off in the Stein-Stein (1989) model (see equation (26)), there is no term proportional to volatility \( \sqrt{x} \).
If $C^{-1}$ is set to be the average dividend yield, which is approximately 4.4%, then the expected stock return in equation (29) is dominated by the linear term $(\frac{1}{2} - \frac{\kappa}{\sigma})x$. Since empirical estimates of the mean-reversion of the variance, $\kappa$, are large and estimates of the magnitude of the volatility of the variance, $\sigma$, are small, the risk-return trade-off is upward sloping, for empirically relevant parameters. Figure 6 illustrates this.

In the top panel of Figure 6, we plot the expected return (29) as a function of the stock volatility $\sqrt{x}$, to be comparable to the plots of the Stein-Stein (1991) model in Figure 5. We choose the same calibrated parameters that Heston uses: $\theta = 0.01$, $\kappa = 2$, and $\sigma = -0.1$. Figure 6 shows that the risk-return trade-off from a Heston model is always positive! Mechanically, this is because the expected return in the Heston economy in equation (29) lacks a negative term proportional to volatility that enters the risk-return trade-off in the Stein-Stein model (equation (26)). The term proportional to volatility allows the expected return in the Stein-Stein solution to initially decrease, before increasing. In the Heston model, no such initial decrease can occur. The bottom panel of Figure 6 shows that the expected return is an increasing function of dividend yields, and looks remarkably similar to the corresponding picture for the Stein-Stein model in Figure 5. The expected return as a function of the dividend yield is always smooth because of the square-root process for variance in the Heston economy.

4 Conclusion

We derive conditions on expected returns, stock volatility, and price-dividend ratios that asset pricing models must satisfy. In particular, given a dividend process, specifying only one of the expected return process, the stochastic volatility process, or the price-dividend ratio process, completely determines the other two processes. For example, the dividend stream allows the volatility of stock returns to pin down the expected return. We do not need to specify a complete equilibrium model to characterize these risk-return relations, but instead derive these conditions using only the definition of returns, together with a transversality assumption.

Our conditions between risk and return are empirically relevant because many popular empirical specifications assume dynamics for one, or a combination of, expected returns, volatility, or price-dividend ratios, without considering the implicit restrictions on the dynamics of the other variables. We show that some of these implied restrictions may result in strong, sometimes internally inconsistent, dynamics. Our results point the way to future empirical work that can exploit our over-identifying conditions to create more powerful tests to investigate the risk-
return trade-off, the predictability of expected returns, the dynamics of stochastic volatility, and present value relations in a unifying framework.
Appendix

A Proof of Proposition 2.1

Equation (7) follows from a straightforward application of Ito’s lemma to the definition of the return:

$$dR_t = \frac{dP_t + D_t dt}{P_t}, \quad (A-1)$$

which we rewrite as

$$dR_t = \frac{df_t + f_t dt + D_t dt + 1/f_t dt}{P_t}.$$ 

Note that we assume that $dB^d_t$ and $dB^f_t$ are uncorrelated by assumption.

The definition of returns in equation (A-1) allows us to match the drift and diffusion terms in equation (7) for $R_t$. Hence, the price-dividend ratio $f$, the expected return $\mu_r$, and the volatility terms $\sigma_{rx}$ and $\sigma_{rd}$ are determined by re-arranging the drift, and the $dB^x_t$ and $dB^d_t$ diffusion terms, respectively. If the expected return $\mu_r(\cdot)$ is determined, equation (9) defines a differential equation for $f$, which determines $f$. Once $f$ is determined, we can solve for $\sigma_{rd}$ from equation (10). If the return volatility $\sigma_{rx}$ is specified, we can solve for $f$ from equation (10) up to a multiplicative constant, and this determines the expected return $\mu_r$ in equation (9). ■

B Relation of Proposition 2.1 to Pricing Kernel Formulations

By definition, given the dividend process $D_t$, the price of the stock is given by:

$$P_t = E_t \left[ \int_t^\infty \Lambda_s D_s ds \right], \quad (B-1)$$

under the pricing kernel process $\Lambda_t$, together with a transversality assumption. We assume that the pricing kernel follows:

$$\frac{d\Lambda_t}{\Lambda_t} = -rf(x_t) dt - \xi(x_t) dB^x_t - \xi_d(x_t) dB^d_t, \quad (B-2)$$

where $rf(\cdot)$ is the risk-free rate process, and $\xi_r$ and $\xi_d$ are prices of risk corresponding to shocks to the state variable $x_t$ and dividend growth, respectively. Using equation (B-1), we can express the price-dividend ratio as:

$$\frac{P_t}{D_t} = E_t^Q \left[ \int_t^\infty \exp \left( - \int_t^s (rf + \frac{1}{2}(\xi_r^2 + \xi_d^2)) du + \xi_r dB^x_u + \xi_d dB^d_u \right) \times \exp \left( \int_t^s \mu_d du + \sigma_d dB^d_u \right) ds \right].$$

This can be equivalently written as:

$$\frac{P_t}{D_t} = E_t^Q \left[ \int_t^\infty \exp \left( - \int_t^s (rf - \mu_d - \frac{1}{2}(\sigma_d - \xi_d)^2) du \right) ds \right], \quad (B-3)$$

where the Radon-Nikodym derivative defining the risk-neutral measure $Q$ is given by:

$$\frac{dQ}{dP} = \exp \left( - \int_t^s \frac{1}{2}(\xi_r^2 + (\sigma_d - \xi_d)^2) du - \xi_r dB^x_u - (\sigma_d - \xi_d) dB^d_u \right). \quad (B-4)$$

Note that equation (B-3) is a function $f$ of $x_t$.

We show how a particular choice of a return process $dR_t$, together with assumptions on dividends, places restrictions on the underlying pricing kernel process $d\Lambda_t$ through the following proposition:

**Proposition B.1** Suppose the state of the economy is described by $x_t$, which follows equation (1), and a stock is a claim to the dividends $D_t$, that are described by equation (2). If the stock return follows equation (7) and the pricing kernel process follows equation (B-2), then the price-dividend ratio $P_t/D_t = f(x_t)$ satisfies the following relation:

$$(\mu_x - \xi_x \sigma_x)f'' + \frac{1}{2}\sigma^2_x f'' - (rf - \mu_d - \frac{1}{2}\sigma_d^2 + \xi_d \sigma_d)f = -1, \quad (B-5)$$
which determines the price-dividend ratio \( f \). This implies that the expected return \( \mu_r(x_t) \) and volatility \( \sigma_{rx}(x_t) \) of the return are given by:

\[
\begin{align*}
\mu_r &= \tau_f + \xi_x \sigma_x (\ln f)' + \xi_d \sigma_d, \\
\sigma_{rx} &= \sigma_x (\ln f)' 
\end{align*}
\]  

\( \text{(B-6)} \)

Proof: Equation (B-5) is the standard Feynman-Kac pricing equation. Once the price-dividend ratio \( f \) is obtained from solving equation (B-5), we can derive equation (B-6) by equating terms from the drift term of \( dB_t \) and the diffusion term on \( dB_t^f \) in equation (7). ■

Proposition B.1 states that, given the dividend stream, the pricing kernel completely determines the price-dividend ratio \( f \), the expected return of the stock \( \mu_r \), and the volatility of the stock \( \sigma_{rx} \). However, if we specify the price of the stock, the expected return, or the volatility of the stock (each one being sufficient to determine the other two from Proposition 2.1), the short rate \( r_f \), the prices of risk \( \xi_x \) and \( \xi_d \), or the pricing kernel \( \Lambda_t \) are not uniquely determined. For example, suppose we specify \( \mu_r \). There are potentially infinitely many pairs of \( r_f \) and \( \xi = (\xi_x, \xi_d) \) that can produce the same \( \mu_r \). For example, one (trivial) choice of \( \xi \) is \( \xi = (0, 0) \) corresponding to risk neutrality, and the stock return is the same as the risk-free rate. Whereas Proposition 2.1 shows that specifying \( \mu_r, \sigma_{rx} \), or \( f \) completely determines the return process, the result from Proposition B.1 implies that a single choice of \( \mu_r, \sigma_{rx} \), or \( f \) does not necessarily determine the pricing kernel.

C Proof of Corollary 3.1

Statements (2) and (3) are equivalent from equation (10) of Proposition 2.1. Assume that \( f = f \) is a constant. Then, using equation (9), we can show that \( \mu_r = \bar{f}^{-1} + \bar{\mu}_d + \frac{1}{2} \bar{\sigma}_d^2 \), which is a constant. Hence (2) follows from (1). Finally, to show that (1) follows from (2), suppose that \( \mu_r = \bar{\mu}_r \) is a constant. From equation (9), \( f \) satisfies the following ODE:

\[
\mu_x f' + \frac{1}{2} \sigma_x^2 f'' - \left( \bar{\mu}_r - \bar{\mu}_d - \frac{1}{2} \bar{\sigma}_d^2 \right) f = -1. 
\]  

\( \text{(C-1)} \)

Since the term on \( f \) is constant, it follows that the price-dividend ratio \( P/D = f = (\bar{\mu}_r - \bar{\mu}_d - \frac{1}{2} \bar{\sigma}_d^2)^{-1} \) is the solution. Note that this is just the Gordon formula, expressed in continuous-time. Hence, the price-dividend ratio is constant. ■

D Proof of Corollary 3.2

Using equation (10) of Proposition 2.1, we have \( \sigma_{rx} = \sigma_x (\ln f)' = -1/x \), since \( f = 1/x \). Rearranging, we obtain equation \( \sigma_x(x) = -\sigma_{rx}x \). From equation (9), we have:

\[
\alpha + \beta x = \frac{\mu_x f' + \frac{1}{2} \sigma_x^2 f'' + 1}{f} + \bar{\mu}_d + \frac{1}{2} \bar{\sigma}_d^2. 
\]  

\( \text{(D-1)} \)

Substituting \( f' = -1/x^2 \) and \( f'' = 2/x^3 \), and re-arranging this expression for \( \mu_x(x) \) yields equation (14). A similar derivation is used for equation (15), except we employ the transformation \( x = -\ln f \), or \( f = e^{-x} \). ■

E Proof of Corollary 3.3

This is a straightforward application of equation (7) of Proposition 2.1, using \( f = 1/x \) for the level dividend yield and \( f = \exp(-x) \) for the log dividend yield. ■

F Proof of Corollary 3.4

Using equation (10) of Proposition 2.1, we have: \( x = \bar{\sigma}_x (\ln f)' \), which we can solve for the price-dividend ratio \( f \) as:

\[
f = C \exp \left( \frac{1}{2} \frac{x^2}{\sigma_x^2} \right).
\]  

\( \text{(F-1)} \)
where $C$ is the integration constant $C = f(0)$. We can derive equation (26) by substituting the expression for $f$ into equation (9) of Proposition 2.1. To derive equation (27), we use the expression for $f$ to substitute $x^2 = 2\sigma_x \ln(f/C)$, and $x = \sqrt{2|\sigma_x \ln(f/C)|}$. ■

G Proof of Corollary 3.5

The proof is similar to Corollary 3.4, except now the price-dividend ratio $f$ is given by:

$$f = C \exp \left( \frac{x}{\sigma} \right),$$

(G-1)

where $C$ is the integration constant $C = f(0)$. ■
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Table 1: Dividend Yield Predictability Regressions

**Panel A: Summary Statistics**

<table>
<thead>
<tr>
<th></th>
<th>Total Returns</th>
<th>Excess Returns</th>
<th>Dividend Growth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Stdev</td>
<td>Mean</td>
</tr>
<tr>
<td>1935:Q1 – 2001:Q4</td>
<td>0.125</td>
<td>0.169</td>
<td>0.070</td>
</tr>
<tr>
<td>1935:Q1 – 1990:Q4</td>
<td>0.121</td>
<td>0.173</td>
<td>0.066</td>
</tr>
</tbody>
</table>

**Panel B: Dividend Yield Regressions**

<table>
<thead>
<tr>
<th></th>
<th>Total Returns</th>
<th>Excess Returns</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Const</td>
<td>Level Div Yield</td>
</tr>
<tr>
<td>1935:Q1 – 2001:Q4</td>
<td>0.005</td>
<td>2.967</td>
</tr>
<tr>
<td>[-0.07]</td>
<td>[2.03]</td>
<td>[2.41]</td>
</tr>
<tr>
<td>1935:Q1 – 1990:Q4</td>
<td>-0.082</td>
<td>4.591</td>
</tr>
<tr>
<td>[-1.09]</td>
<td>[2.71]</td>
<td>[3.25]</td>
</tr>
</tbody>
</table>

Panel A reports means and standard deviations of total returns, returns in excess of the risk-free rate (3-month T-bills), and dividend growth. All returns and growth rates are continuously compounded. Panel B reports predictive regressions of gross (or excess returns) onto a constant and a predictor. The predictor is either the dividend yield expressed in levels, or the log dividend yield. The regressions are run at an annual horizon of returns on the LHS, but at a quarterly frequency. Hodrick (1992) t-statistics are reported in parentheses. The stock data is the S&P500 from Standard and Poors and the frequency is quarterly. In Panel A, means and standard deviations for quarterly returns or growth rates have been annualized.
In the top panel, we graph the implied drift of the level dividend yield (equation (14)) using the calibrated parameter values $\bar{\mu}_d = 0.05$, $\bar{\sigma}_d = 0.07$, $\bar{\sigma}_{rd} = 0.15$, $\alpha = -0.08$, and $\beta = 4.6$ in the solid line. The dotted line represents the drift of an AR(1) fitted to the level dividend yield in data $\kappa(\theta - x)$, where $0.96 = \exp(-\kappa/4)$ and $\theta = 0.044$ in equation (16). In the bottom panel, we plot the implied drift of the log dividend yield (equation (15)) using $\alpha = 0.81$ and $\beta = 0.22$. The approximating AR(1) drift is produced by using $0.94 = \exp(-\kappa/4)$ and $\theta = -3.16$ in equation (16). The calibrations are done using quarterly S&P500 data from 1935 to 1990.
In the top panel, we graph the drift of the total stock return (equation (8)) as a function of the level dividend yield in the solid line, if the level dividend yield follows the Ornstein-Uhlenbeck process in equation (16), using the calibrated parameter values $\bar{\mu}_d = 0.05$ and $\bar{\sigma}_d = 0.07$. For the level dividend yield process, we match the quarterly autocorrelation, $0.96 = \exp(-\kappa/4)$, the long-term mean $\theta = 0.044$, and the unconditional variance $0.0132^2 = \sigma_x^2/(2\kappa)$. The dashed line represents the linear regression of total stock returns at an annual horizon regressed onto a constant and the level dividend yield, using the values from Table 1. In the bottom panel, we repeat the exercise for total stock returns as a function of the log dividend yield, with the corresponding parameters are $\kappa = 0.24$, $\theta = -3.16$, and $\sigma_x = 0.19$. The calibrations are done using quarterly S&P500 data from 1935 to 1990.
We graph the drift of dividend growth $dD_t/D_t$ (equation (20)) from the Stambaugh (1999) system, where the level dividend yield $x$ is mean-reverting in equation (16), and stock returns are linearly predicted by dividend yields in equation (19). We use the parameter values $\kappa = 0.16$, $\theta = 0.044$, $\sigma_x = 0.0075$, $\alpha = -0.08$ and $\beta = 4.60$. The calibrations are done using quarterly S&P500 data from 1935 to 1990.
Figure 4: Implications for Predictability and Stochastic Volatility from Mean-Reverting Expected Returns

In the top panel, we graph the conditional expected return $x$ versus the dividend yield, obtained from inverting equation (24), using the parameter values $\kappa = 0.15$, $\sigma_x = 0.027$, $\theta = 0.125$, $\beta_d = 0.05$, and $\sigma_d = 0.07$. In the bottom panel, we graph the implied stochastic volatility parameter $\sigma_{rx}(\cdot)$ in equation (21) as a function of $x$. To produce the plots, we use quadrature to solve the price-dividend ratio in equation (24), and then numerically take derivatives of the log price-dividend ratio to compute $\sigma_{rx}(\cdot)$. 
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In the top panel, we graph the implied drift of the stock return (equation (26)) as a function of the stock volatility implied by the Stein and Stein (1991) model in equation (25). We use the parameters $\theta = 0.25$, $\kappa = 8$, $\bar{\sigma}_x = -0.2$, $C = 24.5$, which represents the average price-dividend ratio, $\bar{\mu}_d = 0.05$, and $\bar{\sigma}_d = 0.07$. In the bottom panel, we graph the implied stock return drift as a function of the dividend yield (equation (27)).
In the top panel, we graph the implied drift of the stock return (equation (29)) as a function of the stock volatility implied by the Stein and Stein (1991) model in equation (28). We use the parameters $\theta = 0.01, \kappa = 2, \sigma = -0.1$, which are the parameters used by Heston (1993), $C = 24.5$, which represents the average price-dividend ratio, $\bar{\mu}_d = 0.05$, and $\bar{\sigma}_d = 0.07$. In the bottom panel, we graph the implied stock return drift as a function of the dividend yield (equation (30)).