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Abstract

Computer-simulated training environments are frequently used for having people perform behaviors that pose a risk of injury in the real world. The success of such training applications is likely to be impacted by the degree to which they evoke presence. In the current work, we examined whether adding auditory components to a computer-simulated environment might increase presence, thereby leading risk-taking behaviors to be more consistent with performance in an equivalent real environment. In Experiment 1, participants first observed a human or an avatar perform several cuts on a vegetable and then pause. Participants then used a mouse cursor to indicate where they wanted to see the next cut performed. Compared to participants coordinating actions on behalf of the human, those coordinating actions on behalf of the avatar chose cut locations that had a greater likelihood of producing injury. In Experiment 2, we added an auditory component associated with the expression of pain to the computer-simulated environment and found that participants chose cut locations that were comparable to those in the real environment. This curb in risk-taking was not found in Experiment 3, which used a generic sound associated with the cutting task but not associated with pain. This indicates that the effect found in Experiment 2 was not simply due to directing attention to risky portions of the event. These results suggest that adding auditory components to computer-simulated environments involving risk-taking behaviors may be useful. However, more research is needed in order to effectively select and use auditory components most appropriately.
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Introduction

It is well known that computer-simulated environments can provide a safe setting for humans to perform tasks that carry a risk of injury in real environments. They have been used in a number of significant ways, such as improving medical students’ ability to perform surgery (Calatayud, Arora, Aggarwal, Kruglikova, Schulz, Funch-Jensen, & Grantcharov, 2010) and even teaching children to avoid danger while crossing the street (Clancy, Ruckleidge, & Owen, 2006). These examples illustrate the importance of exploring methods that may enhance the effectiveness of computer-simulated training environments. One factor that is particularly important for the success of such environments is their ability to evoke presence, where people act and respond realistically, even though they are engaging and perceiving the task through computer-mediated platforms (Sanchez-Vives & Slater, 2005; Slater, Lotto, Arnold, Sanchez-Vives, 2009). In accordance, finding ways to increase presence is one approach to facilitate the effectiveness of training in computer-simulated environments.

Studies suggest that computer-simulated environments involving physical risk can evoke presence; however, they are oftentimes limited by the fact that no comparisons were made to an equivalent real environment condition. For example, research has shown that observing a virtual fire beneath one’s virtual body leads people to raise their real arms as if avoiding harm (Gamberini, Cottone, Spagnolli, et al. 2003); observing one’s virtual body stabbed with a knife leads to increased physiological arousal (Hägni, Eng, Hepp-Reymond, Holper, Keisker, Ewa, et al., 2008); and being
asked to inflict pain upon a virtual character can lead some people to withdraw early from a study (Slater, Antley, Davison, Swapp, Guger, Barker, et al., 2006). In such scenarios, it is easy to see that it is not feasible to carry out parallel real-world conditions for obvious ethical reasons. This not only makes it difficult to determine just how realistic their behavior was, but it also presents difficulties when trying to explore methods that could increase presence in scenarios involving risk of injury.

In a recent study, we developed a method that allowed us to examine how people coordinate cutting actions in real and computer-simulated environments (Pierce, Lu, & Harter, 2009). Participants first observed either a human or an avatar perform two cuts on a vegetable and then pause, as if deciding where to make the next cut. A mouse cursor then appeared at the knife’s location and participants moved it to where they wanted to see the next cut made. Results showed that there was no difference in the amount of time spent completing the task or the velocity that people moved the cursor to indicate their desired cut location. This indicates that the computer simulated environment successfully evoked some level of presence. However, results also revealed that when coordinating actions on behalf of the virtual human, people had a greater tendency to choose cut locations that would more likely result in injury.

In the current experiments, we extend our previous research by examining whether providing auditory component to a computer-simulated environment might increase presence and thus mitigating the risk taking tendencies mentioned above. We adopted the general methodology as in our previous work just mentioned. Experiment 1 was a replication study and was used to assess baseline performances in the real environment. We replicated the previous finding, in that those coordinating actions on behalf of the avatar chose cut locations that had a greater likelihood of producing injury. Two subsequent experiments were then conducted in which we simply added two different auditory components to the simulated environment. In Experiment 2, we choose to use a sound that was associated with the expression of pain that could result from cutting one’s self. Experiment 3, in contrast, used a more generic sound associated with the cutting task but not directly associated with pain.

**Experiment 1**

Experiment 1 was designed to fulfill two purposes. First, it served as a replication of our previous work, which demonstrated that people are more likely carry out actions in a manner that could result in injury to an avatar in a computer simulated environment than a human in a real environment. Second, it served to assess baseline performance in the real environment, so that comparisons can be made with participants in subsequent experiments where we added auditory cues to the simulated environment associated with pain (Experiment 2) and not directly associated with pain (Experiment 3). Participants observed either an avatar in a medium fidelity environment or a human in a real environment. The avatar/actor, holding a piece of food with one hand, performed several cuts on it and then paused as if deciding where to make the next cut. Participants then used a mouse cursor to indicate where they wanted to see the next cut performed. Given that different input devices can significantly influence how motor-based tasks are performed (MacKenzie, Kauppinen, & Silfverberg, 2001; MacKenzie, Sellen, & Buxton, 1991), participants in both environments enacted actions using a standard computer mouse.

**Method**

**Participants.** Fifty-two undergraduates were recruited from the Texas A&M University – Commerce.

**Materials and Design.** The experimental stimuli consisted of a movie involving a human and a parallel simulation involving an avatar to accompany our two between-subjects conditions: human enacting actions and avatar enacting actions (see Figure 1).

![Figure 1: Snapshot taken from simulated environment at the point where the avatar paused.](image)

For the stimulus movie, a male actor used a knife to slice a cucumber into pieces. He also performed non-risky entrance events that preceded the risky culinary activity (moving lettuce to a plate). The movie was recorded with a Sony digital camcorder and filmed from a fixed position that was over and behind the actor’s shoulder. Furthermore, to reduce the possibility of drawing attention to certain features of the movies, it was made in one take, without the use of zooms, cuts, or pans.

The movie served as a model for which a medium fidelity simulation was created, using the Alice 2.0 programming environment (Conway et al., 2000). Each event being simulated was approximately the same length as in real environments. Cutting speeds were determined to be comparable between the movie and its simulated version. A sample simulation and movie was also created for a practice
trial, where non-risky actions were enacted (moving cookies to a tray).

**Procedure.** Participants were randomly assigned to one of the two conditions and then escorted to a desk equipped with a computer mouse and 17 in. monitor. The mouse was aligned horizontally on the desk corresponding to where the second cut was presented on the monitor. An outline was also drawn around the mouse at this location, which served as the designated starting position for each trial. Participants were instructed to leave their right hand on the mouse throughout the experiment and to keep it at the starting position until the experiment prompted for a response.

Before the experimental trial, they were informed of the following: (1) they would observe several cuts made on a cucumber; (2) the computer would pause; (3) a cursor would appear where the knife is located; (4) they should move the cursor as quickly as possible to where they would like to see the next cut made; and (5) then they should click the mouse. On experimental trials, the cursor appeared along the x-axis where the knife was located and along the y-axis at the base of the food being cut. Participants were given one practice trial (indicating with a mouse cursor where they wanted a cookie to be placed) followed by one experimental trial.

The x, y screen coordinates of mouse movement were recorded every 10ms, starting at the time that the cursor appeared and stopping at the time at which participants clicked the mouse. E-prime 2.0 (Schneider, Eschman, & Zuccolotto 2007) was used to control the presentation of the stimuli and for the collection of data. The simulation and movie was presented at a resolution of 1024 x 768 and at an average frame rate of 32 frames per second for the simulation and 30 frames per second for the movie. This experiment took approximately 5 minutes to complete.

**Injury Index.** This measure was created to indicate how much injury the human or avatar would likely incur if the cut location chosen by the participant were actually performed. To calculate the index, the x pixel location that was just to the right of the left index finger was subtracted from the x pixel coordinate corresponding to the location of the desired cut. It was reasoned that since the knife remained perpendicular to the object for each cut, participants might infer that subsequent cuts would be made the same way. Operating under this assumption, the left index finger would become increasingly injured as the participant moved the desired cut location further to the left of the x pixel coordinate located just to the right of the left index finger (see Figure 1). Smaller values on this index are indicative of greater potential for injury. For example, a score of zero on the injury index would indicate that users suggested the cut location right at the finger tip, whereas a score of negative 5 would indicate that the suggested cut locations passed the finger tip and thus brought injury to the avatar.

**Results & Discussion**

As illustrated in Fig 2, an independent samples t-test revealed a significant effect of task environment on the injury index, $t (50) = 2.28$, $p < .05$, indicating that participants chose cut locations much closer to the avatar’s non-cutting hand ($M = .35; SE = 3.17$) than the human’s non-cutting hand ($M = 10.85; SE = 3.34$). This data replicates our previous finding with a new group of participants. Furthermore, it provides baseline performance for those in the human enacting actions condition, which can be compared to those in the simulated environment receiving a sound associated with the experience of pain (Experiment 2) or a sound that is not directly related with the experience of pain (Experiment 3).

![Figure 2: Performance in each condition (RE = real environment & SE = simulated environment). Error bars represent standard errors of the means.](image)

**Experiment 2**

Experiment 1 showed that people decided to perform cutting actions at location that had a greater potential for injury when coordinating actions in a computer simulated environment than in a real environment. In Experiment 2, we used the same methodology as in Experiment 1, with the exception that we added a voice to the simulated environment saying “ouch” each time the avatar made a cut. The aim of this experiment is to see whether a providing a sound component directly related to the human expression of pain could increase presence and reduce the risk taking that was found in Experiment 1.

**Method**

**Participants & Design.** Whereas the human enacting actions condition was comprised of those from Experiment 1, data from a new group of 22 participants was used for the avatar enacting actions condition. The new participants recruited for this between-subjects study were drawn from the same participant pool as described in Experiment 1.
Materials. The materials were identical to those used in Experiment 1, with the exception that a voice saying "ouch" was heard each time the avatar performed a cut. This was achieved by performing a series of audio/videos editing. First, the cucumber simulation and the audio file were imported into video and audio tracks using Cubase, which is a professional music production software program. Third, the audio track was edited so that the voice saying "ouch" was synchronized to the cutting actions in the simulation, followed by the creation of a modified audio file. Fourth, the cucumber simulation and modified audio file were imported into VirtualDub and then combined into a single audio/video file.

Procedure. The procedure was identical to that in Experiment 1.

Data Analysis. The data analysis was identical to that in Experiment 1.

Results & Discussion
As illustrated in Fig 2, an independent samples t-test revealed no effect of task environment on the injury index, $t(50) = 2.08$, $p < .05$, indicating that participants chose cut locations much closer to the avatar’s non-cutting hand ($M = -1.88; SE = 5.13$) than the human’s non-cutting hand ($M = 10.85; SE = 3.34$). This result indicate that at least in our experimental set-up, the cutting sound did not curb risk-taking.

General Discussion
The current findings suggest that adding the dimension of sound to computer-simulated environments, can lead risk-taking behaviors to be more comparable to how they occur in a parallel real environment. This is consistent with the body of research regarding presence and provides support that sound can be a cost-efficient way to increase a computer-simulated environment’s ability to evoke presence. However, it appears that not all sounds are equal and effective, as we only found that the sound expressing pain curbed risk-taking.

It is tempting to speculate why the sound component expressing human pain was effective for reducing risk-taking. Recent research has demonstrated that simply hearing a word associated with pain can trigger activity in ACC and insula (Richter, Eck, Straube, Miltner, & Weiss, 2010). A number of studies have implicated these cortical areas as being involved not only with the experiencing pain first-hand, but also when perceiving other humans in pain (see Decety & Grezes, 2006). However, these areas appear to be less involved in situations where mediated representations of humans are in painful situations (Gu and Han, 2007). It is thus possible that people may embody pain less extensively in computer-simulated environments and that this contributed to participants being riskier in our initial computer-simulated condition where no sound was provided. The pain-related word may have in turn reduced risk taking because it facilitated the environment’s capacity to evoke an embodied experience, which some believe is an important aspect of presence (e.g., Biocca, Harms, & Burgoon, 2003; Schubert, Friedman, Regenbrecht, 1999).

The current work is by no means free of limitations. First, we only used two different sounds ("ouch" & "knife cutting") within one particular setting (i.e., cutting vegetable). There are a range of possibilities regarding the use of sounds and how they might be implemented in different scenarios, as well as, a variety of different computer simulated environments. This raises an important concern regarding how future research is needed to help better understand how to approach selecting and using auditory cues appropriately for different training scenarios.
involving risk. Second, participants only received one critical trial. It is an open question as to whether receiving multiple trials with an auditory cue might at some point lose its effectiveness.
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