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SUMMARY

Quantitative measurement of the material properties (e.g., stiffness) of biological tissues is poised to become a powerful diagnostic tool. There are currently several methods in the literature to estimating material stiffness and we extend this work by formulating a framework that leads to uniquely identified material properties. We design an approach to work with full field displacement data — i.e., we assume the displacement field due to the applied forces is known both on the boundaries and also within the interior of the body of interest — and seek stiffness parameters that lead to balanced internal and external forces in a model. For in vivo applications, the displacement data can be acquired clinically using magnetic resonance imaging while the forces may be computed from pressure measurements, e.g., through catheterization. We outline a set of conditions under which the least-square force error objective function is convex, yielding uniquely identified material properties. An important component of our framework is a new numerical strategy to formulate polyconvex material energy laws that are linear in the material properties and provide one optimal description of the available experimental data. An outcome of our approach is the analysis of the reliability of the identified material properties, even for material laws that do not admit unique property identification. Lastly, we evaluate our approach using passive myocardium experimental data at the material point and show its application to identifying myocardial stiffness with an in silico experiment modeling the passive filling of the left ventricle.
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1. INTRODUCTION

Significant changes in the stiffness of biological tissues are associated with disease progression. Among numerous examples, cancerous tumors \cite{1, 2} and fibrotic myocardium \cite{3, 4} have a different stiffness than their healthy tissue counterparts. Therefore, the tissue stiffness may be used as an indicator of the presence of disease and response to therapy, and its identification is part of a cogent and emerging diagnostic strategy. In addition, the identified material properties, which define the material stiffness, are a critical input to construct biomechanical models and study the functioning of healthy and diseased organs such as the heart.

Given the importance of characterizing the material response of biological tissue, many direct and iterative methods have been developed and presented in the literature. Here we focus on methods applied to full-field measures \cite{5}, where either strains or displacements due to known applied loads are measured on the surface or the boundaries of the domain of interest and also in its interior. For example, using magnetic resonance imaging (MRI), the heart’s displacement field due to the filling pressure can be measured at many hundreds of homogeneously spaced locations (e.g., 2x2 mm in plane resolution) inside the myocardial wall \cite{6, 7, 8}.

In a so-called “direct” approach to material parameter identification using full field measures, the discretized equations of the forward problem are rewritten in terms of the material properties and the pressure, which are treated as the unknowns to be solved for. Raghavan and Yagle \cite{9} have first proposed this approach in the context of the finite difference discretization. This original formulation is only applicable to a specific set of ideal problems and it is difficult to implement in biomechanics, where the tissue pressure term cannot be measured directly through imaging techniques \cite{10}. In order to circumvent this problem, Skovoroda et al. \cite{11} assumed material incompressibility and removed the undetermined pressure from the unknowns in the Navier’s equations of elasticity. They were able to distinguish between regions of high and low stiffness (inclusions), but the modulus reconstruction was not accurate near parts of the boundaries. Similar to Skovoroda et al., Sumi et
al. [12] analytically substitute the undetermined pressure term with a mean normal stress. They were able to successfully reconstruct the material shear modulus using 2D (but not 1D) strain measurements. Nevertheless, as indicated by Barbone et al. [13], this approach requires the elastic moduli to be constant along the domain’s boundaries and leads to relative — not absolute — values for the elastic moduli. This assumption is further restricted to an idealized set of specific boundaries and does not easily apply to general problems in biomechanics.

A second approach for solving inverse problems is the iterative approach, see e.g., [14]. This approach requires the optimization of a non-linear objective function, usually computed as the $L^2$ error norm between experimentally measured and numerically computed (e.g., solving the equilibrium equations with the finite element method) displacements. A commonly used iterative method is the Finite Element Model Updating (FEMU) method [15, 16, 17, 18]. FEMU minimizes the least squares difference between measured and numerically computed displacements (FEMU-U) or forces (FEMU-F). In the FEMU method, a weighting matrix is typically used to modify the objective function. Furthermore, Cottin et al. [16] show that if the material law is linear in the material properties, the FEMU-F method yields a linear system in terms of the material properties.

While the FEMU-F method minimizes the difference between applied and computed forces, the Constitutive Equations Gap Method (CEGM) approach minimizes the difference between applied traction loads and internal stresses [19]. In a modified version of the CEGM method, [20, 21, 22] the $L^2$ displacement error norm is added to the objective function to identify elastic moduli with noisy and perturbed measurements. Banerjee et al. [21] control the contribution from the additional term through a continuation scheme on a penalty term and have demonstrated that approximately ten iterations are sufficient to identify the material properties from noisy experimental measures.

Starting from direct and iterative approaches presented above, our first objective is to construct a method to identify uniquely mechanical material stiffness properties so that their identified values do not depend on initial guesses or fine-tuning of the solution algorithm. Additionally, our second objective is to formulate a method applicable to general 3D finite kinematics problems, whereas several previous studies have been confined to linearized kinematics or simplified biaxial loading/plane-strain scenarios. In order to achieve these objectives, we propose a framework consisting of: 1) Equilibrium based objective function; 2) Material energy function optimization; and 3) Stability and uniqueness analysis of the identified material properties. For reference in the remaining of the manuscript, we refer to our framework by the three initials of its basic components: EMS.

Our approach shares the strength of the direct methods and results in a linear system of equations in terms of the unknown material properties. This system of equations can be solved efficiently and, in our approach, leads to unique material properties. In contrast with other direct methods, our
approach is applicable in the general settings of finite elasticity and does not require ad hoc physical assumptions.

Further, although non-iterative, our approach shares with several iterative schemes the objective of minimizing the difference between measured and computed forces or stresses. In particular, the objective function we formulate in our approach is recovered with the FEMU-F method if the FEMU-F weighting matrix is equal to the identity and the chosen material energy density is linear in the material properties. In this case, as also observed by Cottin et al. [16], the optimization problem will yield a linear system of equations.

Key to our approach is the definition of the objective function based on the difference between applied (external) and internal forces (Section 2). This is in contrast with other common approaches, which minimize the difference between computed and measured displacements and do not guarantee uniqueness of the identified material properties. The second component of our approach consists in a strategy to formulate material energy laws based on the available experimental data (Section 3). In this formulation we require the material energy law to be polyconvex so that material stability and the existence of minimizers of the boundary value problems are guaranteed [23, 24, 25, 26]. The chosen definition of the objective function and class of material energy laws allows us to analyze the stability and uniqueness of the identified material properties (Section 3). Finally, in order to test our approach and show its potential application as a diagnostic tool, we apply it to identify the passive material properties of the heart (Section 4). The passive myocardial material properties characterize the heart’s response during filling, which is critical to understanding pathological conditions such as heart failure with preserved ejection fraction (HFpEF)\(^2\). Uniquely identified material properties may serve to detect the onset and monitor the progression of HFpEF, whose diagnosis and treatment have so far been difficult [29].

2. FORMULATION OF AN EQUILIBRIUM BASED OBJECTIVE FUNCTION

Throughout the manuscript, we consider the general setting of a body \( \Omega \) with boundary \( \Gamma = \Gamma_N \cup \Gamma_D \), \( \Gamma_N \cap \Gamma_D = \{\} \), where \( \Gamma_N \) is the Neumann boundary and \( \Gamma_D \) is the Dirichlet boundary. We assume that the body is subjected to body forces \( \mathbf{B} \) in \( \Omega \), traction boundary condition \( \mathbf{T} \) on \( \Gamma_N \), and displacement boundary condition \( \mathbf{u} \) on \( \Gamma_D \). Moreover, here we formulate the problem in the framework of finite elasticity and, in order to preserve material frame indifference, the material

\(^2\)HFpEF is a debilitating and growing health problem [27, 28] affecting more than 50% of heart failure patients in the US, and is associated with the signs and symptoms of heart failure (e.g., dyspnea, fatigue, exercise intolerance) even when ejection fraction is normal (> 50%).
behavior of the body $\Omega$ is described by an energy density $W(\alpha, C)$. $C = F^T F$ is the right Cauchy-Green deformation tensor, $F = \nabla_X \varphi$ is the deformation gradient and $\varphi = X + u$ is the deformation mapping, where $X$ denotes the body reference configuration and $u$ is the displacement field measured from the reference configuration. The material energy density $W(\alpha, C(u))$ is therefore a function of the displacement field $u$ through $\varphi$, i.e., $C(\varphi) = C(X + u)$, and of the material properties $\alpha$. In the following, we will explicitly indicate the dependency on $\alpha$ and $u$ only when needed for clarity. We summarize the hyperelastic equilibrium problem in the continuum setting as

$$\nabla \cdot P + B = 0 \quad \text{in } \Omega; \quad (1a)$$

$$P \hat{N} = T \quad \text{on } \Gamma_N; \quad (1b)$$

$$u = \bar{u} \quad \text{on } \Gamma_D; \quad (1c)$$

$$P = \frac{\partial W(\alpha, C)}{\partial F} \quad \text{in } \Omega, \quad (1d)$$

where $P$ is the first Piola-Kirchhoff stress tensor and $\hat{N}$ is the unit normal to $\Gamma_N$. Correspondingly, the weak form of equilibrium problem (1) can be obtained in terms of the first variation of the potential energy as

$$\int_\Omega P : \delta F \, dV - \int_{\partial \Omega} T \cdot \delta u \, dS - \int_\Omega B \cdot \delta u \, dV = 0, \quad (2)$$

taking into account the boundary conditions (1b) and (1c). Herein, $\delta u$ and $\delta F$ denote the first variations of the displacement and deformation gradient.

Before continuing, we select the finite element method (FEM) to discretize the weak form of the equilibrium problem (2). We focus on this numerical method in the remainder of this work, but an equivalent derivation is obtained if other numerical methods are chosen. In order to discretize eqn. (2), we approximate the continuum displacement field as

$$u(x) = D_a N_a(x), \quad (3)$$

where $D_a$ is the displacement at the location $x_a$ of finite element node $a$ — e.g., $u(x_a) = D_a$. $N_a$ is the finite element shape function associated with node $a$. As in the following, we used Einstein notation to indicate summation over repeated indices. We also indicate the component $i$ of a nodal vector using a double subscript, e.g., the component $i$ of displacement $D_a$ is indicated as $D_{ai}$, where $D_{ai} = u_i(x_a)$. By inserting eqn. (3) into eqn. (2) and using indicial notation, we obtain the discretized form

$$\int_\Omega P_{ij} \delta D_{ai} N_a \, dV - \int_{\partial \Omega} T_{i} \delta D_{ai} N_a \, dS - \int_\Omega B_{i} \delta D_{ai} N_a \, dV = 0, \quad (4)$$
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where \((\cdot, \cdot)\) defines the derivative with respect to \((\cdot)\). In compact column matrix notation, eq (4) can be written as
\[
\delta \mathbf{D} \cdot (\mathbf{f}^\text{int} - \mathbf{f}^\text{ext}) = 0,
\] (5)
where \(\mathbf{f}^\text{int}, \mathbf{f}^\text{ext}\), and \(\delta \mathbf{D}\) are the discrete global vectors containing, respectively, the components \(\mathbf{f}^\text{int}_a\) of the internal forces \((\mathbf{f}^\text{int}_a)\), external forces \((\mathbf{f}^\text{ext}_a)\), and variations of displacements \((\delta D_a)\). According to eqn. (4) and using Gaussian quadrature to compute the integrals numerically, the nodal force components \((\mathbf{f}^\text{int}_a, \mathbf{f}^\text{ext}_a)\) are:

\[
\mathbf{f}^\text{int}_a = \sum_{q=1}^{n_{QP}} B_i(X_q) N_a(X_q) w_q + t_{ai}.
\] (6a)

\[
\mathbf{f}^\text{ext}_a = \sum_{q=1}^{n_{QP}} P_iJ N_{a,J}(X_q) \mathbf{w}_q;
\] (6b)

In eqns. (6a)-(6b), \(n_{QP}\) is the number of quadrature points, \(F(X_q)\) is the deformation gradient evaluated at the location \(X_q\) of quadrature point \(q\), \(w_q\) is the weight associated with quadrature point \(q\), and \(t_{ai}\) are point loads applied directly to node \(a\) in direction \(i\). The components \(t_{ai}\) may also be due to distributed surface loads and can be computed by appropriate numerical integration over the surface.

Several standard approaches (e.g., [30, 31]) to identify unknown material properties in biomechanics aim at minimizing the difference between experimental \((\mathbf{u}_{\text{exp}})\) and computed \((\mathbf{u})\) displacement fields for a given set of applied forces and boundary conditions. The computed displacement field depends on the material properties through the equilibrium equations and a chosen material energy density (eqns. (1)). Therefore, by changing the material properties, it is possible to modify the computed displacements and reduce the difference between \(\mathbf{u}_{\text{exp}}\) and \(\mathbf{u}\). The computed displacements are usually obtained by solving the balance of linear momentum using a numerical method, e.g., the finite element method. A schematic illustration of the standard approach based on minimizing the difference between \(\mathbf{u}_{\text{exp}}\) and \(\mathbf{u}\) is given in Figure 1. Once the numerical model is constructed, the material properties are initialized based on an educated guess. Subsequently, a set of forces and boundary conditions are applied corresponding to the experimental conditions for which \(\mathbf{u}_{\text{exp}}\) is recorded. In this setting, the displacements \(\mathbf{u}\) are computed and their difference with \(\mathbf{u}_{\text{exp}}\) is evaluated at discrete locations according to a chosen objective function, e.g., the discrete \(L^2\) norm \(g^* = \| \mathbf{D} - \mathbf{D}_{\text{exp}} \|^2 = \mathbf{D}_\Delta^T \mathbf{D}_\Delta\), with \(\mathbf{D}_\Delta := \mathbf{D} - \mathbf{D}_{\text{exp}}\). If a predetermined convergence criterion is reached, the material properties have been computed. Otherwise the material properties are updated and the discrete displacements \(\mathbf{D}\) are recomputed until a satisfactory agreement with \(\mathbf{D}_{\text{exp}}\) is reached. At each iteration, several algorithms, such as Genetic Algorithms,
may be used to systematically change the material properties, and decrease the computed value of the objective function $g^*$ until an optimal set of properties is obtained.

In the general setting of finite elasticity there is, however, no guarantee that the standard approaches based on minimizing $g^*$ lead to unique material properties. Indeed, for each evaluation of the objective function $g^*$, the measured displacements are compared with the computed displacement field obtained by solving a nonlinear forward equilibrium problem. Through equilibrium the computed displacement field depends on the material properties to be identified, but this dependence is only implicit and via the solution of a nonlinear equilibrium problem. This implies that the objective function $g^*$ itself is a nonlinear implicit function of the material properties and for this reason we cannot guarantee a unique solution to minimizing $g^*$.

Here, to avoid this implicit dependence on material properties, and with the goal of formulating a problem with a unique solution that is robust with respect to initial guesses, we turn the standard approach on its head. Whereas the standard approach applies the known forces and computes the displacements to be compared with the experimental displacement data, in our approach, similar to the FEMU-F method, we apply the experimental displacements as known inputs, and from them compute the corresponding internal forces. These are then used to identify the material properties by minimizing the difference between the computed and the experimental forces (Figure 1-right).
2.1. Objective function at the model level

In presenting our EMS framework and objective function, we start by defining prerequisites P1 and P2:

P1. For a given body \( \Omega \), we assume that the displacement field \( u \) in \( \Omega \) due to a set of externally applied forces \((B, T)\) is known. Our aim is to identify the material properties \( \alpha \) of the body \( \Omega \) once a suitable material energy function \( W(\alpha, C(u)) \) has been chosen, i.e., once the functions of the deformation invariants in \( W \) have been selected. \( W \) can be selected from the literature or through the strategy outlined in Section 3.2. We solve the problem of identifying the material properties \( \alpha \) in the discrete setting, i.e., after the equilibrium equations are discretized using a chosen numerical method.

P2. We assume that \( W(\alpha, C(u)) \) is linear in \( \alpha \) and polyconvex. In Section 3.1 we describe the motivations for formulating polyconvex material energy functions, although polyconvexity is not directly required to guarantee uniqueness of the identified material properties.

Once we have chosen an appropriate material energy function \( W(\alpha, C(u)) \) to describe the material response of the body \( \Omega \), we can compute the internal forces \( f_{\text{int}}^{\alpha i} \) in direction \( i \) at node \( a \) in the discretized domain \( \Omega \). If \( u \) is known from experiments, \( W(\alpha, C(u)) \) and consequently \( f_{\text{int}}^{\alpha i} \) become a function only of \( \alpha \), i.e., \( f_{\text{int}}^{\alpha i}(\alpha, u) = f_{\text{int}}^{\alpha i}(\alpha) \). Equivalently, given the measured body forces \( B \) and tractions \( T \), the external forces \( f_{\text{ext}}^{\alpha i} \) can also be computed. The exact expression for \( f_{\text{int}}^{\alpha i} \) and \( f_{\text{ext}}^{\alpha i} \) depends on the chosen numerical method (e.g., eqn. (6)).

In general, the equilibrium between external (experimental) and internal forces will be inexact due to errors in the measured displacements and pressure, as well as imperfections of the adopted material model. Indeed, the material model will always describe the response of the real material only approximately and therefore the internal forces computed using the real displacement field cannot match exactly the applied loads. As a consequence, when inserting suitable material properties into the balance of linear momentum, the equilibrium is only approximately satisfied. Thus, the deviation from perfect equilibrium, i.e., the residual, is considered here as the basis for the objective function to be minimized. Given \( B, T \), and corresponding \( u \), force equilibrium can be imposed as closely as possible by least-squares minimization with respect to \( \alpha \) of the error between \( f_{\text{int}}^{\alpha i} \) and \( f_{\text{ext}}^{\alpha i} \). The identified material properties \( \alpha \) correspond to the internal forces that most closely balance the applied external forces. To compute the material properties that lead to the closest equilibrium between \( f_{\text{int}} \) and \( f_{\text{ext}} \) we define the functional

\[
g(\alpha) = R(\alpha)^T R(\alpha) = R_{a i} R_{a i} ,
\]  
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where $\mathbf{R}$ is the residual vector with components

$$R_{ai} = f_{ai}^{\text{int}} - f_{ai}^{\text{ext}}.$$  (8)

Then the material properties corresponding to $f^{\text{int}}$ that is closest to $f^{\text{ext}}$ in the $L^2$ norm sense are identified as

$$\alpha = \arg\min_{\alpha} g(\alpha).$$  (9)

In order to prove uniqueness of the material properties $\alpha$ as minimizers of $g$, we argue as follows:

1. For any given $u$, $g(\alpha, u)$ becomes a function only of $\alpha$, i.e., $g(\alpha, u) = g(\alpha)$
2. Since $W$ is linear in $\alpha$ (prerequisite P2), $f_{ai}^{\text{int}}$ is also linear in $\alpha$ and therefore $g(\alpha)$ is a quadratic function in $\alpha$.
3. By inspection of eqn. (7), $g(\alpha) \geq 0$.
4. Given 1, 2, and 3, the Hessian $H_g$ of $g(\alpha)$ with respect to $\alpha$ is constant and semi-positive definite for any given displacement field $u$.

$H_g$ is semi-positive definite and not strictly positive definite if the applied displacement field does not “excite” all the deformation modes included in $W (\alpha, C(u))$. For example, if multiple terms are used in $W$ to describe the anisotropic response of the material and only one uniaxial experiment at a fixed stretch ratio is available, we do not expect to identify all the material properties in $W$. A semi-positive Hessian does not show an inadequacy of the proposed method in certain cases, but rather indicates that insufficient data are used to characterize the material properties contained in the chosen energy function.

Depending on the complexity of the problem geometry, loading conditions and accuracy/amount of the recorded displacement field, it is possible to choose $W$ so that the problem of identifying its material properties is well posed, i.e., enough data are available to characterize the stiffness associated with all the deformation modes contained in $W$. This implies that all the eigenvalues in $H_g$ are non-zero. Consequently the uniqueness of $\alpha$ is guaranteed since $g(\alpha)$ is a quadratic function with a strictly positive definite Hessian (e.g., [32]).

In practice, using the proposed framework, it is always possible to check the rank of $H_g$ and be certain of its positive definiteness throughout the identification process. Moreover, once $H_g$ is known, we can compute its condition number, $\kappa(H_g)$ as

$$\kappa(H_g) = \|H_g\| \|H_g^{-1}\|.$$  (10)
The 2-norm condition number of the Hessian can be written using the maximum and minimum eigenvalues $e$ as

$$\kappa(H_g) = \frac{e_{\text{max}}(H_g)}{e_{\text{min}}(H_g)},$$

(11)

and can be used to quantify the robustness of the calculated set of material properties. For example, if $H_g$ is ill-conditioned, i.e., possesses a large condition number, the identified material properties will be, in principle, inaccurate because of sensitivity to small errors in the recorded data (a high condition number, i.e., a nearly singular Hessian, leads to linearly dependent material properties [33]). Equivalently, in presence of a high condition number for $H_g$, different sets of material properties correspond to nearly identical values of $g(\alpha, u)$, eventually leading to the inaccurate identification of $\alpha$. In this regard, we proceed to show how to minimize $g$ and how $H_g$ is computed during the solution procedure.

By inserting eqn. (6) into eqn. (8), and subsequently eqn. (8) into eqn. (7), we obtain a version of the objective function that can be minimized numerically by solving $\nabla g = 0$ with respect to $\alpha$. Since we are interested in computing $H_g$ to determine its rank, we choose to take advantage of the already computed $H_g$ to efficiently identify the minimizers of $g$ and thus, we employ the Newton-Raphson method. Theoretically one Newton-Raphson iteration suffices for well-conditioned $H_g$ since the gradient of the objective function is linear in $\alpha$. Therefore, the calculation of the Hessian represents a specific method to determine the coefficient matrix of the linear problem $\nabla g = 0$. The individual components of the gradient $\nabla g$ are calculated as

$$(\nabla g)_m = \frac{\partial g}{\partial \alpha_m} = \frac{\partial (R^T R)}{\partial \alpha_m} = 2 R_{ai} \frac{\partial R_{ai}}{\partial \alpha_m},$$

(12)

where

$$\frac{\partial R_{ia}}{\partial \alpha_m} = \sum_{q=1}^{N_Q} \frac{\partial P_{iJ}}{\partial \alpha_m} N_{a,J} w_q.$$  

(13)

Differentiating eqn. (12) with respect to $\alpha$ we compute the components of $H_g$ as

$$(H_g)_{mn} = \frac{\partial^2 g}{\partial \alpha_m \partial \alpha_n} = 2 \left( \frac{\partial R_{ai}}{\partial \alpha_m} \frac{\partial R_{ai}}{\partial \alpha_n} + R_{ai} \frac{\partial^2 R_{ai}}{\partial \alpha_m \partial \alpha_n} \right),$$

(14)

where

$$\frac{\partial^2 R_{ai}}{\partial \alpha_m \partial \alpha_n} = \sum_{q=1}^{N_Q} \frac{\partial^2 P_{iJ}}{\partial \alpha_m \partial \alpha_n} N_{a,J} w_q.$$  

(15)

Note that, since in Section 3.5 we are interested in the analysis of models from the literature where prerequisite P2 does not apply, we compute the general expression for the Hessian including the second term in (14).
One of the key advantages in formulating the objective function as presented in eqn. (7) is the fact that \( g \) depends directly on the material properties \( \alpha \), through the internal forces \( f^{\text{int}}(6a) \). This explicit dependency permits analysis of the uniqueness of the identified material properties — a key feature that is, in general, not shared by other methods based on the minimization of the difference between experimental and computed displacements.

### 2.2. Restriction to a single material point

In many instances, experiments are carried out on tissue samples to characterize the material response in a controlled setting and under simple loading conditions, e.g., uniaxial and biaxial stretch experiments. The objective function and the algorithm presented in Section 2.1 simplify and carry over to the material point level. In this case, given the experimental stresses and deformation, the material properties \( \alpha \) are computed by minimizing the objective function

\[
\tilde{g}(\alpha) = \sum_{k=1}^{M} \tilde{g}_k(\alpha),
\]

wherein the least-square function \( \tilde{g}_k \) at each experimental stress state \( P_k \) is

\[
\tilde{g}_k(\alpha) = \left( \mathbf{P}_k^{\text{int}}(\alpha) - \mathbf{P}_k^{\text{ext}} \right) : \left( \mathbf{P}_k^{\text{int}}(\alpha) - \mathbf{P}_k^{\text{ext}} \right),
\]

where \( \mathbf{P}_k^{\text{ext}} \) is the experimental Piola-Kirchhoff stress tensor and \( \mathbf{P}_k^{\text{int}} \) is the internal Piola-Kirchhoff stress tensor \( (1d) \) computed based on the experimental deformation.

By selecting \( W(\alpha, C(u)) \) to be linear in the material properties \( \alpha \), it follows that \( \tilde{g} \) is quadratic with respect to \( \alpha \). Following the same argument presented in Section 2.1, the minimum of \( \tilde{g} \) with respect to \( \alpha \) exists and is unique as long as \( \mathbf{H}_\tilde{g} \) is positive definite. As before, the Newton-Raphson method is the method of choice given its simplicity, fast implementation, and convergence behavior, and the availability of \( \mathbf{H}_\tilde{g} \), which is already required for checking its rank and condition number. To apply the Newton-Raphson method, both \( \nabla \tilde{g} \) and \( \mathbf{H}_\tilde{g} \) at the material point level are needed and their components can be computed based on

\[
(\nabla \tilde{g}_k)_m = \frac{\partial \tilde{g}_k}{\partial \alpha_m} = 2 \left( \mathbf{P}_k^{\text{int}} - \mathbf{P}_k^{\text{ext}} \right) \frac{\partial \mathbf{P}_k^{\text{int}}}{\partial \alpha_m} ;
\]

\[
(H_{\tilde{g}_k})_{mn} = \frac{\partial^2 \tilde{g}_k}{\partial \alpha_m \partial \alpha_n} = 2 \left( \left( \mathbf{P}_k^{\text{int}} - \mathbf{P}_k^{\text{ext}} \right) \frac{\partial^2 \mathbf{P}_k^{\text{int}}}{\partial \alpha_m \partial \alpha_n} + \frac{\partial \mathbf{P}_k^{\text{int}}}{\partial \alpha_m} \frac{\partial \mathbf{P}_k^{\text{int}}}{\partial \alpha_n} \right).
\]
3. FORMULATION OF MATERIAL LAWS

According with P2 presented in Section 2.1, the material energy density \( W(\alpha, C(u)) \) should be both polyconvex and linear in \( \alpha \), i.e.,

\[
W(\alpha, C(u)) = \sum_{i=1}^{N} \alpha_i \Phi_i(C(u)), \tag{19}
\]

where \( \alpha = [\alpha_1, \alpha_2, \ldots, \alpha_N]^T \) with \( \alpha_i > 0 \forall i \in \{1, 2, \ldots, N\} \); \( \Phi_i(C(u)) \) are polyconvex functions of the deformation invariants, and \( N \) is the number of energy components included to describe the material response. Moreover, we want to construct \( W(\alpha, C(u)) \) so that the experimentally observed material is well captured and each term \( \Phi_i(C(u)) \) represents different isotropic and anisotropic contributions to the material response. The latter requirement will allow direct association of changes in the linear material properties \( \alpha_i \) to changes in the tissue structure. For example, a change in the isotropic material response may be associated with diffuse fibrosis while a change in the anisotropic material response may suggest fiber degeneration.

3.1. Candidate polyconvex material energy laws

In the context of hyperelastic materials, polyconvexity of the material energy density in the sense of Ball [23], together with coercivity, is the essential condition to guarantee a priori the existence of minimizers of variational problems associated with the equilibrium of internal and external forces, i.e., \( R^{\text{int}} = R^{\text{ext}} \). Polyconvexity requires convexity of the material energy density with respect to a 19-dimensional space spanned by the deformation gradient \( F \), its cofactor \( \text{cof}(F) = (\det(F))F^{-T} \) and its determinant \( \det(F) \). Moreover, polyconvexity directly guarantees material stability in the sense of Legendre-Hadamard ellipticity ensuring that only real wave speeds occur in the physical body (positive definite acoustic tensors), see Schröder et al. [25]. This aspect is strongly linked with the reliability of numerical calculations in the sense of mesh-independent solutions, see e.g. [34]. The first anisotropic polyconvex energy densities were derived in Schröder and Neff [26]. In addition, some earlier proposed anisotropic functions were also found to be polyconvex, such as the well-known material energy density for arterial tissues presented in Holzapfel et al. [35]. Since then, polyconvex energy densities have been applied to various problems, e.g., patient-specific simulations of atherosclerotic arteries in [36], and textile membranes in [37]. A principle for the construction of polyconvex energy functions that a priori fulfill the condition of a stress-free reference configuration and, based thereon, a variety of functions for soft biological tissues are given in [24]. Here we consider a subset of these functions as bases for our material energy densities (Table I). These bases
are formulated in terms of the invariants of \( \mathbf{C} \) and the structural tensor \( \mathbf{A} \otimes \mathbf{A} \):

\[
I_1 = \text{tr}(\mathbf{C}), \quad I_2 = \frac{1}{2} (\text{tr}(\mathbf{C})^2 - \text{tr}(\mathbf{C}^2)), \quad I_3 = \det(\mathbf{C}), \\
I_4 = \text{tr}(\mathbf{C}(\mathbf{A} \otimes \mathbf{A})), \quad I_5 = \text{tr}(\mathbf{C}^2(\mathbf{A} \otimes \mathbf{A})).
\]

(20a) (20b)

\( \mathbf{A} \) is a unit vector identifying the preferred direction of material anisotropy, e.g., the fiber direction. Our choice of candidate polyconvex functions \( \Phi_i \) includes isotropic and anisotropic terms to model both responses in biological tissues, e.g., to model the matrix (isotropic) and fiber (anisotropic) response of passive myocardium. Moreover, we choose the terms \( \Phi_i \) so that their expression is a power law and they remain polyconvex for different values of the exponent \( \alpha \) under the conditions reported in the third column of Table I. The importance of this aspect is highlighted in Sections 3.2 and 3.3 describing our strategy to identify viable candidate material energy laws.

We model the almost incompressible response typical of biological materials by including the term

\[
W^{\text{vol}} = \beta \left( I_3^b + \frac{1}{I_3^b} - 2 \right)^a
\]

in \( W \), where \( b \geq a \geq 1 \) and \( \beta \) is the penalty parameter; see Hartmann and Neff [38] for a detailed analysis of the advantages of this function.

Table I. Examples of polyconvex functions to be used in constructing \( W \). All the terms reported here ensure a stress-free reference configuration. The fourth function adapts the idea presented in Gasser et al. [39]; the symbol \( \langle \cdot \rangle \) represents the Macaulay brackets \( \langle \cdot \rangle = 0.5 ((\cdot) + |(\cdot)|) \).

<table>
<thead>
<tr>
<th>Response type</th>
<th>( \Phi_i(\mathbf{C}(\mathbf{u})) )</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isotropic</td>
<td>( \left( \frac{I_1^a}{I_3^b} - 3^b \right)^a )</td>
<td>( a \geq 1, b \geq 1 )</td>
</tr>
<tr>
<td></td>
<td>( \left( \frac{I_2^{2b/3}}{I_3^b} - 3^{2b/3} \right)^a )</td>
<td>( a \geq 1, b \geq 1 )</td>
</tr>
<tr>
<td>Anisotropic</td>
<td>( \langle I_4^a - 1 \rangle )</td>
<td>( a \geq 1, b \geq 1 )</td>
</tr>
<tr>
<td></td>
<td>( \langle b \frac{I_1^a}{I_3^b} + (3 - 3b)I_4 - 3 \rangle^a )</td>
<td>( a \geq 1, b \in [0, 1] )</td>
</tr>
<tr>
<td></td>
<td>( \langle (I_1I_4 - I_5)^b - 2^b \rangle^a )</td>
<td>( a \geq 1, b \geq 1 )</td>
</tr>
</tbody>
</table>

3.2. Strategy to identify viable material laws

The material energy law to be used with our approach can be selected from the literature provided it is linear in \( \alpha \). Alternatively, we propose in this section a new strategy to formulate \( W \) based on
available experimental data. In either case, only after $W$ is chosen, the linear material properties $\alpha$ can be identified uniquely.

In general, we want to construct a material energy law to describe a set of available experimental data relating strains and stresses, e.g., the strain-stress relation recorded during a biaxial stretch test on a tissue sample. We call this data set $D$ and each element describing a strain-stress state $D_k$, i.e., $D_k = (F_k, P_k), k = 1, 2, \ldots M$. We denote with $M$ the size of the set $D$.

In our strategy, we aim to select the terms $\Phi_i$ to be included in $W$, to compute their exponents (i.e., the material non-linearity), and finally to identify the linear material properties $\alpha$. We proceed as described in the following steps and summarized in Algorithm 1:

**S1. Choose a candidate $W$.** Construct a candidate material energy density of the form $W = \sum_{i=1}^{N} \alpha_i \Phi_i$ (eqn. (19)) using a specific set of functions $\Phi_i$ of the form listed in Table I. This includes the initialization of internal parameters $\gamma_i = [a_i, b_i]^T$.

**S2. Compute internal parameters $\gamma_i$ in $\Phi_i$.** Using the procedure shown in Section 2.2, identify a set of material properties $\alpha_{ik}$ for each strain-stress state $D_k$ independently by

$$\alpha_k = \arg\min_{\alpha} \bar{g}_k (\alpha),$$

(22)

where we arrange

$$\alpha_k = [\alpha_{1k}, \alpha_{2k}, \ldots, \alpha_{Nk}]^T.$$  

We denote with $\alpha_i$ the vector of the material properties $\alpha_{ik}$ computed for different $k$ and fixed $i$, i.e.,

$$\alpha_i = [\alpha_{i1}, \alpha_{i2}, \ldots, \alpha_{iM}]^T.$$  

Furthermore, for each $F_k \in D_k$, we evaluate the functions $\Phi_{ik}$ and, similar to the vector $\alpha_i$, we construct the vector

$$\Phi_i = [\Phi_{i1}, \Phi_{i2}, \ldots, \Phi_{iM}]^T.$$  

Lastly, for every term $i$, we associate every component of the vector $\alpha_i$ to the corresponding component of the vector $\Phi_i$ and compute the pairs

$$\left(\alpha_i, \Phi_i\right).$$  

These pairs describe how the material properties $\alpha_i$ associated with each function $\Phi_i$ vary for different deformation states $F_k$. If the considered energy density was able to perfectly capture
the material behavior, $\alpha_i$, would be constant over $\Phi_i$, and there would be no need to adjust $\alpha_i$ for a changing deformation state. In general this is not the case and the nonlinearity of the functions $\Phi_i$ needs to be adapted. This can be achieved by modifying the internal parameters $\gamma$, until $\alpha_i$ becomes as constant as possible over $\Phi_i$. For this purpose, we compute $\gamma$ by

$$\gamma = \arg\min_{\gamma} h(\gamma, \alpha), \quad (23)$$

where $\gamma$ is defined as the collection of all sets $\gamma_i$, i.e.,

$$\gamma = [\gamma_1, \gamma_2, ..., \gamma_N].$$

The objective function $h$ is defined as

$$h(\gamma, \alpha) = \sum_{i=1}^{N} \left( \frac{\sum_{k=1}^{M} (\alpha_{ik} - \bar{\alpha}_i \bar{\alpha}_i)}{\sum_{i=1}^{N} \sum_{k=1}^{M} (\alpha_{ik} - \bar{\alpha}_i)} \right)^2 \quad \text{with} \quad \bar{\alpha}_i = \frac{\sum_{k=1}^{M} \alpha_{ik}}{M}. \quad (24)$$

For each evaluation of the function $h$, a series of internal optimization problems has to be solved according to (22) in order to obtain $\alpha_k$.

The objective function $h$ is minimized once the material properties $\alpha_i$ are as constant as possible, i.e., as close as possible to their average $\bar{\alpha}_i$, over the range $\{i, \ldots, M\}$ of deformation states considered. Indeed, the aim of solving (23) is to identify the nonlinearities $\gamma$ so that the material law represents as well as possible all the experimental stress/strain states at once, without changing material properties $\alpha_i$ per each state. By changing $\gamma$, the formulation of the material law is modified until $\alpha_i$ is as close as possible to $\bar{\alpha}_i$ for every term $\{i, \ldots, N\}$ in the material law. Therefore, $\gamma$ appears implicitly in (23) through the formulation of the material law used to identify $\alpha_i$.

Since $h$ is in general not a convex function, we solve it using the algorithm presented in [40], which is derivative-free and based on function evaluations only. We use the implementation provided in MATLAB [41] through the function fminsearch. We chose this algorithm because it performed well in all the cases studied (e.g., see the examples presented in Section 3.3 and Figure 5) and for its simplicity and easy accessibility. However, other derivative-free methods may be used as well and specific problems may require different algorithms.

We remark that the solution to problem (23) is generally not unique. However, once a final form of $W$ has been chosen based on the identified $\gamma$, the uniqueness of $\alpha$ is still guaranteed as shown in Section 2.2.
S3. Identify material properties $\alpha$. Using the values $\gamma_i$ identified previously and all the experimental data $D_k$ simultaneously for all $k$, we identify unique material properties $\alpha$ through the procedure presented in Section 2.2.

**Algorithm 1** Identification of internal parameters and material properties

Choose candidate $W = \sum_{i=1}^{N} \alpha_i \Phi_i$  
Initialize $\gamma_i = [a_i, b_i]^T$

\[\text{\textbf{while}} \ h(\gamma, \alpha) \ \text{is not minimized} \ \text{do} \]

\[\forall D_k \text{ compute } \alpha_k = \arg\min_\alpha \tilde{g}_k(\alpha) \]

Evaluate $h(\gamma, \alpha) = \sum_{i=1}^{N} \sqrt{\sum_{k=1}^{M} \frac{(\alpha_i - \tilde{\alpha})}{\tilde{\alpha}}}^2$

with \[\tilde{\alpha} = \frac{\sum_{k=1}^{M} \alpha_k}{M} \]

Minimize $h(\gamma, \alpha)$ using gradient free algorithm

\[\text{\textbf{end while}}\]

Compute $\alpha = \arg\min_\alpha \tilde{g}(\alpha)$

**3.2.1. Example using synthetic data.** In order to illustrate the formulation of the energy function $W$, which is a central part of our approach, we first use pseudo-experimental data generated from a known material law. Specifically, here we choose the energy basis functions of the candidate $W$ to coincide with the ones used to generate the pseudo-experimental data. Subsequently, in Section 3.3 we consider real experimental data, where we do not have a priori knowledge of the terms $\Phi_i$ to be included in $W$. As an example, we consider the energy law

$$W(\alpha, C(u)) = \alpha_1 (I_1 J_3^{1/3} - 3)^{a_1} + \alpha_2 (I_4 - 1)^{a_2},$$

(25)

which is a particular form of eqn. (19) with $N = 2$ including one isotropic and one anisotropic term of the type listed in Table 1, and $b_1 = b_2 = 1$. Furthermore, we chose $\alpha_1 = 5.0 \text{ kPa}$, $\alpha_2 = 10.0 \text{ kPa}$, $a_1 = 2.0$, and $a_2 = 3.0$. The generality of the example presented here does not depend on the chosen values and any other combination of $\alpha_1, \alpha_2, a_1, a_2$ is equally suitable. Using the material energy law (25), we proceed to generate a set of pseudo-experimental data $D$ of size $M = 20$ resulting from an equibiaxial stretch loading configuration (Figure 2a). Next, we apply the procedure described in steps S1 through S3 above.

In **Step S1**, we select a candidate energy function of the same form presented in (25), but with different $\alpha$ and $\gamma$, i.e.,

$$W = \alpha_1 (I_1 J_3^{1/3} - 3) + \alpha_2 (I_4 - 1),$$

(26)
where the initial guess specifies $a_1 = a_2 = 1$ and we initialize $\alpha_1 = \alpha_2 = 1$.

In Step S2, for every $k = 1$ to 20, we identify $\alpha_{1k}$ and $\alpha_{2k}$ and compute

$$\Phi_{1k} = (I_1 I_3^{1/3} - 3)_{F_k}, \quad \Phi_{2k} = \langle I_4 - 1 \rangle_{F_k}.$$  

The pairs $(\alpha_i, \Phi_i)$ for $i = 1, 2$ are not constant (Figure 2b) since $\Phi_i$ in (26) are not the same as the terms in (25). We solve problem (23) and recover the correct values for $\gamma$, i.e., $a_1 = 2$, $a_2 = 3$. Note that $\alpha_i$ are now constant with respect to $\Phi_i$ (Figure 2c) and equal to the values used in (25).

In Step S3, using the values $a_1 = 2$, $a_2 = 3$ previously computed and the full set of experimental data $D$ simultaneously, we compute the material properties $\alpha_1 = 5$ and $\alpha_2 = 10$ (Figure 2d).

In this specific case, the correct material properties were already identified at the end of the previous step since $(\alpha_i, \Phi_i)$ were exactly constant and equal to $\alpha_1, \alpha_2$. However, this is only the case if the candidate energy function can represent exactly the experimental data as in the current example where (25) and (26) contain the same terms. If this is not the case, as with real experimental data, the pairs $(\alpha_i, \Phi_i)$ will not be constant at the end of step S2 and the final material properties $\alpha$ will be identified in step S3.

We conclude by emphasizing that the strategy presented is applicable to any material energy law of the general form shown in (19), even if here we restrict ourselves to polyconvex $W$ with terms of the form listed in Table I.

3.3. Identification of a viable material law based on experimental data

We demonstrate the applicability of the strategy described in Section 3.2 by constructing a material energy law that describes the passive constitutive response of myocardial tissue. For this purpose, we use the experimental data reported in [42], which was obtained in biaxial stretch experiments (Figure 3). These experiments are carried out for three different ratios of fiber stretch $\lambda_1$ to cross fiber stretch $\lambda_2$, i.e., 1:1 (equibiaxial, $\lambda_1 = \lambda_2$), 2:1 ($\lambda_1 = 2\lambda_2$), and 1:2 ($\lambda_2 = 2\lambda_1$). The form of the energy density $W$ is unknown a priori in this example — i.e., we do not know which terms $\Phi_i$ will best represent the measured data. However, given the response shown in Figure 3, we expect that both isotropic and anisotropic components should be present. For simplicity, we limit our choice to material laws composed of one isotropic and one anisotropic term $\Phi_i$ taken from Table I. We consider the resulting six different forms of energy densities when applying the strategy described in Section 3.2 and collect the results in Table II. In particular, for each candidate form of the energy density we report the value of $h(\gamma, \alpha)$ (eqn. (24)), the optimized exponents $\{a_1, a_2\}$, the minimized objective function $\tilde{g}(\alpha)$ (eqn. (16)), and the identified material properties $\{\alpha_1, \alpha_2\}$. In this example, we only optimized the exponents $a_i$ and we fixed the values $b_i$. Among all combinations of isotropic
Table II. For each candidate energy density we report: 1) the minimized values of \( h(\gamma, \alpha) \) and corresponding optimized exponents \( \{a_1, a_2\} \); and 2) the minimized values of \( \tilde{g}(\alpha) \) and corresponding identified material properties \( \{\alpha_1, \alpha_2\} \).

<table>
<thead>
<tr>
<th>( \Phi_1 )</th>
<th>( \Phi_2 )</th>
<th>( h(\gamma, \alpha) )</th>
<th>( {a_1, a_2} )</th>
<th>( \tilde{g}(\alpha) )</th>
<th>( {\alpha_1, \alpha_2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \left( \frac{1}{I_1} - 3 \right)^{a_1} )</td>
<td>( \langle I_4 - 1 \rangle^{a_2} )</td>
<td>4.50</td>
<td>{2.60, 2.82}</td>
<td>31.69</td>
<td>{30.48, 7.25}</td>
</tr>
<tr>
<td></td>
<td>( \langle \frac{1}{4} I_{1/4} + (3 - \frac{2}{3}) I_4 - 3 \rangle^{a_2} )</td>
<td>4.77</td>
<td>{2.59, 2.84}</td>
<td>31.17</td>
<td>{28.25, 0.66}</td>
</tr>
<tr>
<td></td>
<td>( \langle (I_1 I_4 - I_5)^2 \rangle^{a_2} )</td>
<td>9.68</td>
<td>{1.58, 1.89}</td>
<td>280.40</td>
<td>{5.82, 2.66}</td>
</tr>
<tr>
<td>( \left( \frac{I_2}{I_3} - 3^{3/2} \right)^{a_1} )</td>
<td>( \langle I_4 - 1 \rangle^{a_2} )</td>
<td>5.26</td>
<td>{2.30, 2.26}</td>
<td>58.14</td>
<td>{1.35, 4.36}</td>
</tr>
<tr>
<td></td>
<td>( \langle \frac{1}{4} I_{1/4} + (3 - \frac{2}{3}) I_4 - 3 \rangle^{a_2} )</td>
<td>5.53</td>
<td>{2.28, 2.22}</td>
<td>61.12</td>
<td>{1.28, 0.63}</td>
</tr>
<tr>
<td></td>
<td>( \langle (I_1 I_4 - I_5)^2 \rangle^{a_2} )</td>
<td>9.76</td>
<td>{1.39, 1.56}</td>
<td>353.64</td>
<td>{1.04, 1.74}</td>
</tr>
</tbody>
</table>

and anisotropic terms we choose the one that leads to the minimum value for \( h(\gamma, \alpha) \), i.e., the pair that best describes the material behavior at different states of deformation (see Section 3.2 and

Figure 2. The procedure to compute the internal parameters \( \gamma \) that define the material non-linearity is exemplified with synthetic experimental data in steps a-d.
The strain-stress data are obtained in biaxial stretch tests for different stretch ratios in the fiber and cross fiber directions, i.e., 1:1, 2:1, and 1:2, respectively. The strain-stress data are shown in the fiber (left) and cross fiber (right) direction using the deformation gradient tensor $F$ and the first Piola Kirchhoff tensor $P$.

According to this criterion, we select $\Phi_1 = (I_1 I_3^{1/3} - 3)^{a_1}$ and $\Phi_2 = (I_4 - 1)^{a_2}$ and identify $a_1 = 2.60$ and $a_2 = 2.82$. Similarly to Figures 2b and 2c, Figure 4 illustrates how the variability of $\alpha$ is reduced by minimizing $h(\gamma, \alpha)$, especially for intermediate to high $\Phi_i/\max(\Phi_i)$.

Using the strain energy function

$$W = \alpha_1 (I_1 I_3^{1/3} - 3)^{2.60} + \alpha_2 (I_4 - 1)^{2.82}$$

and all the experimental data simultaneously we compute the material properties $\alpha_1 = 30.48$ kPa and $\alpha_2 = 7.25$ kPa. The identified energy function accurately describes the strain-stress data obtained by Yin et al. during biaxial stretch experiments (Figure 5). It is emphasized that the procedure presented herein enables an optimized formulation of strain energy densities in terms of computing the internal parameters $\gamma$ and a unique identification of the material properties $\alpha$. 
Figure 5. Experimental data [42] (markers) versus modeled response (solid lines) obtained using the material law reported in eqn. (27) and the material properties and parameters reported in Table II. Three different ratios between fiber stretch $\lambda_1$ and cross fiber stretch $\lambda_2$ are considered, i.e., 1:1 (equibiaxial, $\lambda_1 = \lambda_2$ - circular markers ○), 2:1 ($\lambda_1 = 2\lambda_2$ - square markers □), and 1:2 ($\lambda_2 = 2\lambda_1$ - triangular markers ▽). Note the good agreement obtained for all three stretch ratios by using a single set of material properties.

3.4. Effect of experimental noise

In order to address the effect of experimental noise on the identified material properties, we perform two preliminary tests. First, we subsample the data from [42] without replacement to understand the impact of the number of measurement points on the identified material properties. Second, we add noise to the experimental data from [42] to better understand the impact of measurement uncertainty on the identified material properties. The experimental data reported in [42] is also used in the example presented in Section 3.3.

In the first test we identify the material properties using only a subset of the thirty-five available experimental data points. In subsequent analyses we randomly choose thirty, twenty, and ten experimental strain/stress states to identify the material properties $\alpha_1$ and $\alpha_2$. The exponents $a_1$ and $a_2$ in the material laws are kept constant and equal to the values computed in Section 3.3 using the full set of experimental data, i.e., we only identify the linear material properties, not the form of the material energy law and the nonlinear internal parameters $[a_1, a_2]$. For each subsampling level (thirty, twenty, and ten) we repeat the analyses one thousand times by randomly choosing a set of material points each time. Based on the identified material properties we plot the corresponding 95% confidence ellipses (Fig. 6) for the material properties normalized with respect to the values computed using the full set of experimental data. We observe that even considering $\approx 30\%$ of the total experimental data, the 95% confidence ellipse is within $\pm 7\%$ and $\pm 18\%$ error$^3$ for the isotropic ($\alpha_1$) and fiber direction ($\alpha_2$) material properties, respectively. This result suggests that the identified material properties are relatively robust with respect to the number of available experimental data

---

$^3$The percentage error is computed with respect to the material properties identified in Section 3.3
points. We also note the absence of bias (i.e., the ellipses are centered at $[\alpha_1/\hat{\alpha}_1 = 1, \alpha_2/\hat{\alpha}_2 = 1]$) and slight covariance of $\alpha_1$ and $\alpha_2$ (i.e., the axes of the ellipses are almost aligned with the normalized $\alpha_1/\hat{\alpha}_1$ and $\alpha_2/\hat{\alpha}_2$ axes).

Figure 6. 95% confidence ellipses obtained by subsampling (without replacement) the available experimental data. The three confidence ellipses in each subfigure correspond to subsets of experimental data obtained with 30 (red dotted line), 20 (black dashed line), and 10 (blue solid line) experimental points. Together with the confidence ellipses, we plot a subset of the identified material properties obtained considering 30 (panel a - blue circles), 20 (panel b, black squares), and 10 (panel c, red triangles) experimental points. All plots are normalized with respect to the material properties $\hat{\alpha}_1, \hat{\alpha}_2$ identified using all 35 experimental points.

In a second test we add noise to the components of the deformation gradient tensor $F$ in the fiber and cross fiber directions. Specifically, we choose:

$$F_{ii} = 1.0 + (F_{ii} - 1) (1 + \text{rand}(\mu, \sigma)),$$

where $i = 1$ (fiber direction) and $i = 2$ (cross fiber direction), $\text{rand}(0, \sigma)$ is a random number chosen from a Gaussian distribution with mean $\mu = 0$ and standard deviation $\sigma$. We select $\sigma$ so that the 97.5% percentile is at $\pm 0.1$, $\pm 0.2$, and $\pm 0.3$, i.e., the 97.5% percentile corresponds to $\pm 10\%$, $\pm 20\%$, and $\pm 30\%$ error in the fiber and cross-fiber stretches (Figs. 7a and 7b). For each standard deviation $\sigma$ corresponding to a different level of experimental noise, we repeat the material properties identification one thousand times and plot the resulting confidence ellipses (Fig. 7c). For an experimental noise with a 97.5% percentile equal to 30% stretch error, the 95% confidence ellipses are within $[+13\%, -11\%]$ and $[+5\%, -31\%]$ error for material properties $\alpha_1$ and $\alpha_2$, respectively. As in the subsampling test, we observe a slight covariance and, more importantly, that the anisotropic material property $\alpha_2$ is more sensitive to experimental noise than the isotropic material property $\alpha_1$. In this case, there is also a clear bias toward lower values of $\alpha_2$.

Both the tests suggest that the method presented herein lead to identified material properties robust with respect to the amount of experimental data and noise in biaxial stretch experiments. Therefore, under this framework not only the objective function has a unique minimum, but also the location of its minimum appears to be stable with respect to the amount of experimental data and noise at the material point level. We remark that the tests presented here are only preliminary and much more in depth studies are warranted. Moreover, the noise considered here was added directly to the
deformation gradient $\mathbf{F}$. In full 3D applications the noise affects directly the displacement field and may be significantly amplified by the differentiation required to compute $\mathbf{F}$.

3.5. Analysis of material energy densities

As discussed in Section 2, the Hessian $\tilde{\mathbf{H}}_g$ of the objective function (16) allows us to determine if the available experimental data are sufficient to identify the material properties in the candidate energy density. In particular, the robustness of the identified material properties depends on the condition number $\kappa(\tilde{\mathbf{H}}_g)$, see eqns. (10) and (11).

3.5.1. Analysis of material energy densities linear in $\alpha$. For all the material laws formulated as a linear combination of energy basis functions (19), $\mathbf{H}_g$ is independent of the material properties and therefore its condition number (and its positive definiteness) will depend only on the deformation state. The fact that $\mathbf{H}_g$ is independent of the material properties guarantees that the minimization of $\tilde{g}(\alpha)$ is independent of the initial guess for the material properties.

In practice, it is often possible to express $\mathbf{H}_g$ analytically in terms of the appropriate invariants of $\mathbf{C}$. This simplifies greatly the analysis of $\kappa(\mathbf{H}_g)$ for any type of deformation. For example, for the

---
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material energy density reported in (27) $H_\tilde{g}$ can be expressed as

$$H_\tilde{g} = \begin{bmatrix} H_{\tilde{g},11} & H_{\tilde{g},12} \\ \text{sym.} & H_{\tilde{g},22} \end{bmatrix};$$

$$H_{\tilde{g},11} = 8a_1^2 \left( \frac{I_1}{\frac{4}{3}} - \frac{3}{3} \right)^{2(a_1-1)} I_3^{-2/3} I_1 \left( \frac{I_1 I_2}{9I_3} - 1 \right),$$

$$H_{\tilde{g},12} = 8a_1 a_2 \left( \frac{I_1}{\frac{4}{3}} - \frac{3}{3} \right)^{(a_1-1)} I_3^{-1/3} \langle I_4 - 1 \rangle^{a_2-1} \left( I_4 - \frac{1}{3} I_1 \right),$$

$$H_{\tilde{g},22} = 8a_2^2 \langle I_4 - 1 \rangle^{2(a_2-1)} I_4.$$

We observe that $H_\tilde{g}$ depends exclusively on the three isotropic invariants ($I_1$, $I_2$, $I_3$) and the anisotropic invariant $I_4$. Such closed-form expressions for the Hessian are useful for assessing which data are best suited (or sufficient if the experiments have already been performed) to identify the material properties.

For instance we compute $\kappa(H_\tilde{g})$ according to eqn. (11) for different simulated biaxial stretch simulated experiments. In this example we vary the ratio of the stretch along the fiber direction ($\lambda_1$) and cross fiber direction ($\lambda_2$). Each data set is composed of ten stretch/stress points and the maximum stretch in the fiber direction is equal to 1.5. We observe that, in this example, experiments with $\lambda_1/\lambda_2 \geq 1$ are associated with lower $\kappa(H_\tilde{g})$ and therefore lead to more robustly identified $\alpha$ (Figure 8).

![Figure 8. Condition number $\kappa(H_\tilde{g})$ as a function of stretch ratio $\lambda_1/\lambda_2$ during biaxial stretch experiments for the material energy density reported in eqn. (27) and for the Humphrey et al. [43] material energy density (see also Section 3.5.2).](Image)

Several other material energy laws have been proposed in the literature to describe the material behavior of passive myocardium. Among them, the material law proposed by Humphrey et al. [43], see (29), respects the constraint set forth in eqn. (19) and therefore it is an example of an existing
material energy law for which the same analysis reported in the foregoing can be adopted.

\[
W_{\text{Humphrey}} = \alpha_1 (\sqrt{I_4} - 1)^2 + \alpha_2 (\sqrt{I_4} - 1)^3 + \alpha_3 (I_1 - 3)
\]

\[
+ \alpha_4 (I_1 - 3)(\sqrt{I_4} - 1) + \alpha_5 (I_1 - 3)^2.
\]

As before, the Hessian \( H_\tilde{g} \) associated with (29) is independent of the material properties and can be computed as a function only of the deformation invariants (see Appendix 6.1). \( H_\tilde{g} \) can then be used to determine the condition number \( \kappa(H_\tilde{g}) \) along different deformation paths and evaluate the robustness of the identified material properties (see for instance Figure 8). Note that, in this example, the condition number obtained using the Humphrey material model is up to three orders of magnitude larger than for the energy density reported in eqn. (27).

3.5.2. Analysis of material energy densities including terms nonlinear in \( \alpha \).

As discussed in Section 2, it is not possible to guarantee uniqueness of \( \alpha \) if eqn. (19) is not satisfied. As an example, we consider the material laws for passive myocardium proposed by Guccione et al. [44] and Holzapfel et al. [45]

\[
W_{\text{Guccione}} = \alpha_1 \exp \left[ \alpha_2 E_{\text{eff}}^2 + \alpha_3 (E_{\text{ss}} + E_{\text{nn}} + 2E_{\text{sn}}) + 2 \alpha_4 (E_{\text{fs}} E_{\text{sf}} + E_{\text{fn}} E_{\text{nf}}) \right];
\]

\[
W_{\text{Holzapfel}} = \frac{\alpha_1}{2\alpha_2} \exp \left[ \alpha_2 (I_1 - 3) \right] + \frac{\alpha_2}{2\alpha_4} \{ \exp \left[ \alpha_4 (I_{4f} - 1)^2 \right] - 1 \}
\]

\[
+ \frac{\alpha_5}{2\alpha_6} \left\{ \exp \left[ \alpha_6 (I_{4s} - 1)^2 \right] - 1 \right\} + \frac{\alpha_7}{2\alpha_8} \left\{ \exp \left[ \alpha_8 I_{8s}^2 \right] - 1 \right\}.
\]

In (30a) and (30b), \( E = \frac{1}{2} (C - I) \), \( f \), \( s \), and \( n \) represent the fiber, cross fiber, and sheet-normal directions, respectively. The associated direction vectors are given as \( f \) and \( s \), and accordingly we have \( I_{4f} = f \cdot Cf, I_{4s} = s \cdot Cs \), and \( I_{8s} = f \cdot Cs \).

We expand the objective function \( \tilde{g} (16) \) obtained using the energy densities (30a) and (30b) in a Taylor series in the proximity of a set of material properties \( \alpha_{\text{init}} \) used to initialize the identification algorithm. Note that since (19) is not satisfied, \( H_\tilde{g} \) depends on \( \alpha \). A detailed description of the calculation leading to these Taylor expansions is given in Appendix 6.2. We notice that the objective function \( \tilde{g} \) is not convex for these material laws, exposing the existence of multiple minima and the lack of uniqueness in the identified material properties (Figure 9).

The material laws of Guccione et al. [44] and Holzapfel et al. [45] are based on knowledge of tissue physics and structure at the microscopic level, which provides a solid foundation for predictive modeling of the passive myocardium response. This will be the case provided that reliable estimates for the model parameters can be obtained by validation with experiments. If model predictions are
insensitive to parameter variations — as it appears to be the case for these two models — then parameter uniqueness is not of much concern. However, when the focus is on use of a material model as a diagnostic tool — the chief concern of the present work — then it is crucial that a modeling scheme associates each set of experimental data to a unique set of material properties. For this reason it is not appropriate to apply our method using models nonlinear in $\alpha$ spaces (Figure 9).

Nevertheless, our method can still be of value with such nonlinear models. First, evaluation of the Hessian of our objective function and its eigenvalues can serve as a stability analysis to quantify how degenerate the material properties are. Furthermore, we can apply our approach in its entirety with the Guccione et al. [44] and Holzapfel et al. [45] material models if we fix the parameters appearing nonlinearly in eqns. (30a) and (30b). In doing so, these material energy laws take the form in eqn. (19), with linear coefficients as the only unknowns. By identifying only the linear material properties, uniqueness of the identified properties is recovered. For example by setting a priori $\alpha_2$, $\alpha_3$, and $\alpha_4$ in (30a) and identifying only $\alpha_1$, then the material law proposed by Guccione et al. leads to a unique solution. Equivalently, by fixing $\alpha_2$, $\alpha_4$, $\alpha_6$, and $\alpha_8$ in (30b), the remaining properties may be identified uniquely in the material law proposed by Holzapfel et al. The material properties that appear nonlinearly may be set a priori — if preliminary knowledge about their values is available — or possibly computed in a way similar to the internal parameters $\gamma$.

![Figure 9. Quadratic term of the Taylor expansion of $\tilde{g}$ at $\alpha_{init}$ for (a) Humphrey et al. [43], (b) Guccione et al. [44] and (c) Holzapfel et al. [45] material models. $v_1$ and $v_2$ are the eigenvectors associated with the smallest eigenvalues of $H_{\tilde{g}}$. (See Appendix 6.2 for more details). Note that only the Humphrey et al. energy density leads to a convex objective function since $W_{Humphrey}$ is linear in the material properties (however $W_{Humphrey}$ is not polyconvex.)](image)

4. APPLICATION TO LEFT VENTRICULAR MODEL

We show the applicability of our EMS framework in a setting consistent with a real case scenario and apply it to measure the myocardium material properties during passive filling. This case is particularly relevant because the full field measures needed to apply our method can be acquired for patients with HFpEF. A similar application has recently been investigated by Hadjicharalambous et al. [46], who also studied the pressing problem of unique identifiability of material properties...
for passive myocardium. Cardiac geometry, fiber orientations, and full field displacement data can be acquired through MRI and DTMRI \[47\] while the intraventricular pressure is measured through catheterization. We remark that in a real case scenario there will be several additional challenges not considered here at this stage. Among them, the presence of experimental noise and error that may compromise the identification of material properties. The tests we present are intended to verify and validate the derivation of our method and to show its potential applicability with real clinical data.

In order to test our approach we: 1) Generate a finite element mesh based on MRI acquired geometry (Section 4.1); 2) Include microstructural fiber information in our finite element mesh (Section 4.2); 3) Generate synthetic experimental data consisting of intraventricular pressure and corresponding displacement field, obtained by prescribing reference tissue properties and solving the boundary value problem (Section 4.3); 4) Identify the myocardial material properties using the synthetic data as input to our objective function (Section 4.4). We repeat these tests using models with uniform or regionally-defined material properties and using data from one or multiple filling steps (Section 4.4). In all the examples presented, we assume that intraventricular pressure is the main force acting during passive filling. Although this is a realistic assumption, we note that the left ventricle is subjected to other forces due, for instance, to the contact with the pericardium, the connection with the atria, and the loading exerted by the right ventricle.

4.1. Left ventricular mesh generation

We generate the left ventricular (LV) geometry and finite element mesh based on the biventricular model of a white New Zealand rabbit. During the acquisition of MRI and DTMRI data, we have adhered to the guidelines set forth by the National Institutes of Health Guide for the Care and Use of Laboratory Animals and the Institutional Animal Care and Use Committee at the University of California, Los Angeles (Animal protocol #2008-161-12 was approved by the UCLA Chancellor’s Animal Research Committee.) The details of the imaging protocol and finite element mesh generation are provided in \[48\]. For this study, we extracted the left ventricular geometry from the biventricular model (Figure 10) by excising the right ventricle using Hypermesh (Altair Hyperworks). We also removed the papillary muscles to create a smooth inner cavity and preserve element quality while reducing the element count (the original biventricular finite element mesh contains more than 800k hexahedral elements.) The coarsened mesh generated herein contains 19834 ten-noded (quadratic) tetrahedral elements and 30908 nodes. The corresponding average element edge length is approximately 1.25 mm. We note that a more advanced mixed element formulation would be required to enforce myocardium incompressibility without locking. However, in the following examples we do not reach this limit and the current element formulation is deemed appropriate. Although employing more advanced finite elements for incompressible materials may
be required in real clinical applications, the method presented does not depend on enforcing exact or quasi incompressibility.

In order to assess that the mesh processing steps preserved the overall LV structure and geometry, we computed the ratio between the volumes of the LV cavity and LV myocardium and required for it to be approximately preserved. The cavity to myocardium ratio is equal to 0.36 in the fine original mesh while it is equal to 0.35 in the coarsened mesh used in the following. Finally, in order to test our method’s ability to identify different material properties in different regions, we construct two additional models. In the first non-uniform model, we subdivide the LV domain using the seventeen-segment American Heart Association model [49] (Figure 11a). In the second nonuniform model, we simulate the presence of an infarcted area with stiffer isotropic and fiber directed material response (Figure 11b).
4.2. Myocardial microstructure and fiber interpolation

Essential in constructing a realistic LV model is the inclusion of the myocardial microstructure, i.e., the fiber orientation throughout the LV. Fiber orientation is measured using diffusion tensor magnetic resonance imaging (DT-MRI). DT-MRI data are acquired on a structured grid and subsequently interpolated to the finite element mesh. In this study we consider one fiber orientation per element and therefore the fiber orientation data are interpolated from the DT-MRI grid to the barycenter of each tetrahedral elements using the nearest neighbor interpolation method [50]. Fiber orientations for sample slices through the LV are shown in Figure 12.

Figure 12. Fiber orientation throughout the LV finite element mesh on four representative slices. In each element a bar is plotted in the direction of the fibers. The color of each bar is associated with its direction: blue in the longitudinal direction, and green and red in the two orthogonal transverse directions. Notice the clear midwall circumferential myocyte organization (left - top view) and the changes in myocyte orientation from circumferential to more longitudinal moving from the midwall to the epicardium and endocardium (right - lateral view).
4.3. Generation of displacement input data

We compute the full displacement field, which in clinical applications would be acquired through MRI, by solving the equilibrium problem. We first assign a single or multiple intraventricular pressure increments $\Delta p = 0.05 \text{ kPa}$ and compute the corresponding displacement field. We reach a maximum filling pressure equal to 1.5 kPa, which is representative of a healthy human diastolic filling pressure. In solving the forward equilibrium problem, we assign zero displacement boundary conditions at the nodes at the base of the heart. Given the computed displacement field and the corresponding pressure load, we aim to identify and recover the input reference material properties in Section 4.4.

In all the following examples we choose to model the myocardium according to the material law described in eqn. (27), together with the function $W^{\text{vol}}$ specified in (21), with parameters $\beta = 100.0 \text{ kPa}$, $b = 2.0$, and $a = 1.0$. However, without any modification, (27) leads to a singular stiffness matrix at $F = I$, since then the coefficients of the elasticity tensor $\partial_F P$ become zero. In turn, the Newton-Raphson method could not be used to solve the FEM boundary value problem. If displacement data were available through MRI and solving a forward equilibrium problem was not necessary, such a material law would still be viable and may be used with our approach. However, in order to solve the forward problem using the Newton-Raphson method, we regularize the numerical calculations by adding a linear isotropic term to the energy density:

$$\Phi^{\text{reg}} = \theta \left( I_1 I_3^{-1/3} - 3 \right)$$

such that the complete energy reads

$$W = W^{\text{vol}} + \alpha_1 \left[ \left( \frac{I_1}{I_3^{1/3}} - 3 \right)^{a_1} + \Phi^{\text{reg}} \right] + \alpha_2 (I_4 - 1)^{a_2},$$

where $\theta = 0.025$. The parameter $\theta$ is intentionally chosen small because it has only a regularization role. Employing the same procedure and experimental data described in Section 3.3, we recomputed the exponents $\{a_1, a_2\}$ and the material properties $\{\alpha_1, \alpha_2\}$ as reported in Table III. We observe that the material properties associated with the regularized material energy density differ only slightly from the properties obtained using the original material law (27). The new fit of the experimental data is reported in Figure 13 and again shows a good agreement of the model with the experiments.

4.4. Identification of myocardial properties during passive filling

In the following examples we compute the displacement field as described in Section 4.3. Accordingly to the computed displacement field, we move the finite elements nodes and calculate the
Table III. Material properties and exponents computed to fit the biaxial experimental data of Yin et al. \cite{42} using eqn. (32) with $\theta = 0$ (original material law) or $\theta = 0.025$ (regularized material law.)

<table>
<thead>
<tr>
<th>Material law</th>
<th>( h(\gamma, \alpha) )</th>
<th>( {a_1, a_2} )</th>
<th>( g(\alpha) )</th>
<th>( {\alpha_1, \alpha_2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta = 0$</td>
<td>4.50</td>
<td>{2.60, 2.82}</td>
<td>31.69</td>
<td>{30.48, 7.25}</td>
</tr>
<tr>
<td>$\theta = 0.025$</td>
<td>4.62</td>
<td>{2.87, 2.82}</td>
<td>34.86</td>
<td>{35.19, 7.06}</td>
</tr>
</tbody>
</table>

Figure 13. Experimental data \cite{42} (markers) versus modeled response (continuous lines) using the regularized material law described by eqn. (32).

corresponding internal forces. Finally, we compute the external forces corresponding to the pressure load for which the input displacement field was obtained using the reference material properties. These are the necessary data to build and minimize the objective function \( g \) (Section 2.1). In all the following examples we assume that the form of the material law has been chosen, either based on tissue sample tests or based on literature data. Therefore, in this section, we identify only the linear material properties \( \alpha \) and not the material law’s terms \( \Phi_i \) and their non-linearities \( \gamma_i \) as previously done in Sections 3.3 and 4.3. Fixing a material law is necessary to compare directly the linear material properties \( \alpha \) between healthy subjects and patients and to use them as diagnostic markers.

In a first example, we assume that the myocardium is homogeneous and therefore only two material properties \( \alpha = [\alpha_1, \alpha_2] \) are identified. We compute the input displacement field due to a single filling step, i.e., due to a pressure load \( \Delta p = 0.05 \) kPa, and corresponding to \( \alpha_1 = 35.19 \) kPa and \( \alpha_2 = 7.06 \) kPa. Then, by applying the computed displacement field as input data, we re-identify the reference material properties using our EMS approach. Given multiple uniformly distributed random initial guesses for the material properties, our method always identifies the correct material properties, i.e., it recovers the material properties used to generate the input displacement field with an error close to machine precision. In in vivo applications the error between identified and ‘true’ material properties cannot be computed, since ‘true’ material properties cannot be defined. However, achieving an accuracy close to machine precision in the presented tests based on in silico data is an
Important validation of our method. Accuracy equivalent to the one obtained with a single pressure increment was achieved also when multiple pressure states are considered at once in constructing the objective function $g$. This represents a more realistic scenario since pressure and displacement data will be clinically available at multiple time points during passive filling. In this case, the expression of the objective function $g$ is simply modified as

$$g(\alpha, u) = \sum_{t=0}^{N_{\text{steps}}} R_t(\alpha, u)^T R_t(\alpha, u),$$

(33)

where $t$ represents the time points at which data are available. Also in this case, we identify the correct material properties used to generate the input displacement field (Figure 14) independently of the initial guess (see Table IV). In this and the following examples, we use ten time points, each corresponding to a pressure increment $\Delta p = 0.15$ kPa starting from $p = 0.05$ kPa, i.e., the first time point corresponds to an applied pressure equal to 0.05 kPa, the second time point to 0.20 kPa, the third time point to 0.35 kPa, and so on. We observe that the total solution time to identify the material properties is $\approx 17$ s on a standard single core Intel CPU. In contrast, a classic inverse method based on the iterative minimization of the difference between computed and experimental displacements (see Section 2) will require several solutions of the forward problem, each iteration requiring $\approx 10$ hours for the same model and computational resources used herein. Depending on the number of iterations, which could easily reach one hundred, our method can provide a significant speedup. Although this is only an estimate and depends on the alternative method employed, the speedup offered by our approach could be of several orders of magnitude when compared to iterative methods.

Using pressure and displacement data at multiple time points, we proceeded to identify the material properties in an inhomogeneous LV model. We setup the problem using the AHA segmentation in seventeen regions and assign different isotropic and anisotropic material properties to each region (see Table V). Also in this case, our approach was able to identify the different material properties in one iteration and $\approx 23$ s (see Figure 14).

In the last example we consider an LV model containing an infarct characterized by different material properties in an otherwise homogeneous myocardium. As expected, we identify the material properties associated with the pseudo-experimental displacement field generated for this example (Figure 14) independently of the initial guess (see Table VI). Similarly to the previous examples, the total computation time is $\approx 23$ s.

In order to test if the linear systems solved in the identification process are well conditioned, we compute the 2-norm condition number of the Hessian $\kappa(H_g)$. As reported in Figure 14, $\kappa(H_g)$ ranges from $\approx 7$ to $\approx 470$ in the different examples indicating well conditioned linear systems.
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Figure 14. Material properties identification results reported for five representative cases per each model using the uniform model, the model segmented in seventeen AHA regions, and the model containing a stiffer region representing an infarct. In each case we report the $L^2$ norm of the initial (i.e., based on the initial random guess) and final (i.e., after identifying the material properties) error computed by comparing the exact and current material properties in all regions.

The in-house C++ code used to identify the material properties, the LV finite element mesh, and the microstructure information are available at https://github.com/luigiemp/voom2.

5. CONCLUSIONS

We have developed a new framework termed EMS with the goal of identifying uniquely material properties and formulating optimal material laws based on full field displacement measurements. In addition, we compute explicitly the Hessian $H_g$ of our objective function and, based on its condition number, assess if the available experimental data are sufficient to identify the sought material properties. Furthermore, our method could lead to a significant speedup with respect to standard approaches based on the minimization of the differences between measured and simulated displacements. Although a thorough comparative study is needed, our method’s speed is a key benefit in applications where material properties need to be identified quickly.
As part of our approach, we present a new strategy to formulate material energy laws to be used together with our objective function. These material energy densities $W$ are linear in $\alpha$ (eqn. 19). The resulting $W$ is polyconvex and represents one optimal description of the available experimental data. The latter is achieved by choosing the functions of deformation invariants (i.e., $\Phi_i$) and their non-linearities (i.e., internal parameters $\gamma_i$) according to the scheme proposed in Section 3.2. We remark that the strategy described in Section 3.2 and used at a single material point (Sections 3.2.1 and 3.3) to identify the exponents $\gamma_i$ could be adapted and used at the 3D model level, e.g., with experimental data describing the left ventricle passive filling. In this case, the states of deformation at different instants in time and different locations would be used together to identify the exponents $\gamma_i$ and characterize the nonlinear response of the material. This strategy may provide insights in formulating optimal material laws, but the proposed approach to identify $\alpha$ is also applicable with material laws selected from the literature as far as they are linear in the material properties to be identified.

In our current framework we separate the formulation of the material law (i.e., the identification of the functions $\Phi_i$ and non-linearities $\gamma_i$) from the identification of the linear material properties. Once a material law has been chosen, the linear material properties are identified uniquely. The material response depends not only on the linear material properties, but also on the deformation invariants and their non-linear dependence in the material law. By not identifying the material law and the material properties at the same time, we do not allow the material law to change, for example, between healthy subjects and patients. Fixing a material law however is necessary to compare directly material properties between healthy subjects and HF patients.

We recall that the identified material properties $\alpha$ must be greater than zero (see eqn. (19)). In the examples presented herein, we found that $\alpha$ were always positive. If not automatically satisfied, this constraint may be imposed by solving an inequality constrained minimization problem as described, for example, in [32].

Although our framework can be applied in any instance where full field measures and traction boundary conditions (e.g., LV intraventricular pressure measures) are available, we have developed our approach with particular attention to biomechanical applications. In this latter case, uniquely identified material properties may become diagnostic measures to distinguish between health and disease and to monitor therapeutic response. For example, in the study of HFpEF, an increase in passive myocardium material stiffness is associated with disease onset and progression. Patients suffering from moderate to advanced HFpEF may undergo both left ventricular catheterization to measure intraventricular pressure and MRI exams, from which geometry and displacement information can be extracted. Our framework is designed based on the availability of patient-specific data that are acquired as part of routine clinical exams. The identification of the material properties at
the tissue level carries several advantages over previous approaches to measure passive myocardium stiffness. In a clinical setting, the most common estimates of diastolic ventricular stiffness are based on pressure-volume (PV) loops. These estimates only measure the “apparent” global stiffness of the left ventricle and are unable to characterize changes in the material stiffness. In fact, due to geometric effects (changes in myocardial wall thickness or ventricle geometry), PV-loop estimates of apparent global stiffness can decrease while local myocardial tissue stiffness increases [51]. However, it is important to note that, being a global estimate, PV-loop based measures may be less susceptible to experimental noise. Beside the standard PV loop approach, other methods to estimate diastolic ventricular stiffness are emerging as research protocols. These approaches use the same data required by EMS but, as described in Section 2, employ the external forces as known inputs and identify the passive myocardial properties by matching as well as possible computed and MRI displacement data. When (as it is true for the heart) the equilibrium problem is nonlinear, uniqueness of the identified material properties becomes challenging. Here we have shown how our approach can overcome this challenge and uniquely identify the passive myocardium material properties independently from their initial values.

Finally, we highlight that the proposed EMS framework measures the material properties of biological tissues in vivo, avoiding material changes occurring in ex vivo tissue and the environment changes occurring when a tissue sample is extracted from the organ (e.g., alteration of the pre-stress state). This advantage is shared by several other approaches based on in vivo measures. In our current approach we have chosen to absorb the pre-stress effect in the material properties themselves. In future work we will analyze the effect of tissue pre-stress in more detail and consider additional terms in $W$ to explicitly account for this phenomenon.

One of our major objectives in further developing our EMS framework for clinical, and biomechanical applications in general, is to investigate its robustness in presence of standard experimental noise and error. For instance, in cardiac applications with the aim of identifying the passive myocardial material properties, MRI displacements and fiber data may be affected by imaging noise while the measure of intraventricular pressure is subject to mis-calibration. Moreover, sensitivity to noise may be higher when an exact solution does not exist — as it is the case in real applications since material models are only an idealization of the real material response. An important concluding test consists in solving the forward boundary value problem during passive filling using the identified material properties and measured pressure loading. The computed displacements can then be compared with the measured displacements and, based on their agreement, test how closely the chosen material model and identified material properties describe the passive myocardium behavior. Reduced sensitivity to noise and more accurate material modeling may be achieved by choosing among orthogonal invariants to form the material energy density to
be used in EMS. Several studies (e.g., [52, 53]) have made significant advances in this direction and have shown the advantage of identifying material properties using orthogonal deformation invariants or strain attributes [54]. We plan to incorporate these advantages in our approach by investigating how to form polyconvex functions of orthogonal deformation invariants and by formulating material energy densities based on them.

In addition, to evaluate and mitigate the effect of experimental error and noise, the influence of model simplifications on the identified material properties needs to be carefully assessed. For example, given the additional uncertainties and complications involved, we have excluded from this first heart model both the right ventricle and the pericardium. Further analyses are required to evaluate these simplifications when combined with in vivo measures.

Finally, in the examples involving inhomogeneous LV models (AHA segmentation and infarct models) we have held the number and location of material properties constant. In principle, different material properties may be assigned to different regions of the finite element mesh. However, in practice, a very high number of unknown material properties may lead to a singular $H_g$. In future work, the optimal number of identifiable material properties needs to be determined to: 1) avoid large $\kappa(H_g)$; and 2) achieve the highest spatial resolution in terms of varying material properties.

The optimal number of identifiable material properties will likely depend on the spatial and temporal resolution of the experimental data, and on their quality.
6. APPENDIX

6.1. Analytical form of $H_\tilde{g}$ for the material model by Humphrey et al \[43\]

\[
H_\tilde{g} = \begin{bmatrix}
H_{\tilde{g},11} & H_{\tilde{g},12} & H_{\tilde{g},13} & H_{\tilde{g},14} & H_{\tilde{g},15} \\
H_{\tilde{g},22} & H_{\tilde{g},23} & H_{\tilde{g},24} & H_{\tilde{g},25} \\
H_{\tilde{g},33} & H_{\tilde{g},34} & H_{\tilde{g},35} & \\
\text{sym.} & H_{\tilde{g},44} & H_{\tilde{g},45} & \\
& & & H_{\tilde{g},55}
\end{bmatrix}
\]

\begin{align*}
H_{\tilde{g},11} &= 8(\sqrt{I_4} - 1)^2, \\
H_{\tilde{g},12} &= 12(\sqrt{I_4} - 1)^3, \\
H_{\tilde{g},13} &= 8\sqrt{I_4}(\sqrt{I_4} - 1), \\
H_{\tilde{g},14} &= 4\sqrt{I_4}\left(2(\sqrt{I_4} - 1) + \frac{I_1 - 3}{\sqrt{I_4}}\right)(\sqrt{I_4} - 1), \\
H_{\tilde{g},15} &= 16\sqrt{I_4}(I_1 - 3)(\sqrt{I_4} - 1), \\
H_{\tilde{g},22} &= 18(\sqrt{I_4} - 1)^4, \\
H_{\tilde{g},23} &= 12\sqrt{I_4}(\sqrt{I_4} - 1)^2, \\
H_{\tilde{g},24} &= 6\sqrt{I_4}\left(2(\sqrt{I_4} - 1) + \frac{I_1 - 3}{\sqrt{I_4}}\right)(\sqrt{I_4} - 1)^2, \\
H_{\tilde{g},25} &= 24\sqrt{I_4}(I_1 - 3)(\sqrt{I_4} - 1)^2, \\
H_{\tilde{g},33} &= 8I_1, \\
H_{\tilde{g},34} &= 4\sqrt{I_4}(I_1 - 3) + 8I_1(\sqrt{I_4} - 1), \\
H_{\tilde{g},35} &= 16I_1(I_1 - 3), \\
H_{\tilde{g},44} &= 8I_1(\sqrt{I_4} - 1)^2 + 8\sqrt{I_4}(I_1 - 3)(\sqrt{I_4} - 1) + 2(I_1 - 3)^2, \\
H_{\tilde{g},45} &= 8\left(2I_1(\sqrt{I_4} - 1) + \sqrt{I_4}(I_1 - 3)\right)(I_1 - 3), \\
H_{\tilde{g},55} &= 32I_1(I_1 - 3)^2.
\end{align*}
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6.2. Taylor expansion of $\tilde{g}$ for Guccione et al. [44] and Holzapfel et al. [45] material laws

As an example we consider an incompressible deformation that combines stretch along the fiber direction and shear according to

$$F = \begin{bmatrix} \alpha & 0.0 & \gamma \\ 0.0 & \frac{1}{\sqrt{\alpha}} & \gamma \\ 0.0 & 0.0 & 1 \end{bmatrix} ,$$

(35)

where $\alpha$ varies from 1 to 1.1 and $\gamma$ varies from 0 to 0.2 in five increments.

We compute $P_{ij}^{ext}$ using $\alpha_G = \{0.831, 14.3, 4.49, 0.762\}$ for $W_G$ and $\alpha_H = \{0.059, 8.023, 18.472, 16.026, 2.481, 11.120, 0.216, 11.436\}$ for $W_H$ (here ‘G’ and ‘H’ refer, respectively, to the Guccione et al. and Holzapfel et al. material energy densities). Both sets of material properties $\alpha_G$ and $\alpha_H$ have been previously identified in the literature and are representative of realistic passive myocardium behavior ($\alpha_G$ is from Table 2 in [30] and $\alpha_H$ is from Table 1 in [45].) We then expand $\tilde{g}$ (Figure 9) around another set of material properties $\alpha_{G,init}$ and $\alpha_{H,init}$, which represent potential initial guesses for the material properties to be identified. We choose $\alpha_{G,init} = \{1.2, 26.7, 2.0, 14.7\}$ and $\alpha_{H,init} = \{2.280, 0.972, 1.685, 15.779, 0.0, 0.0, 0.0, 0.0\}$ from the same tables cited above. This represents a real situation when, in order to identify unknown material properties, we would base our initial guess on values already reported in the literature.

We notice that, if $\alpha_{G,init} = \alpha_G$ and $\alpha_{H,init} = \alpha_H$, then the Taylor expansion of $\tilde{g}$ is locally convex, i.e., close to its minimum $\tilde{g}$ is locally convex. In other words, only if the initial guess is close enough to the absolute minimum we are able to find the exact material properties. Otherwise, since $\tilde{g}$ is not globally convex for eqns. (30a) and (30b), there is no guarantee that the material properties corresponding to the global minimum can be found.

6.3. Reference and initial guess material properties used in the test cases shown in Section 4.4

For completeness and to allow for reproducibility of all the results presented in Section 4.4, we report in Tables IV-VI the material properties used to generate the displacement field applied as input in the optimization procedure (reference material properties) and the initial guess for the material properties used to initialize subsequent tests.

Table IV. Reference material properties and material properties initial values used in five representative test cases with the uniform LV model.

<table>
<thead>
<tr>
<th>Property</th>
<th>Reference</th>
<th>Initial guess per test number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Test 1</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>35.19</td>
<td>7.49</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>7.06</td>
<td>2.69</td>
</tr>
</tbody>
</table>
Table V. Reference material properties and material properties initial values used in five representative test cases with the LV model segmented according to the seventeen AHA regions. The isotropic \( \alpha_1 \) and anisotropic \( \alpha_2 \) material properties are assigned separately in each region.

<table>
<thead>
<tr>
<th>Region</th>
<th>Property</th>
<th>Reference</th>
<th>Initial guess per test number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Test 1</td>
</tr>
<tr>
<td>1</td>
<td>( \alpha_1 )</td>
<td>17.59</td>
<td>7.05</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>3.53</td>
<td>0.55</td>
</tr>
<tr>
<td>2</td>
<td>( \alpha_1 )</td>
<td>19.79</td>
<td>9.44</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>3.56</td>
<td>2.29</td>
</tr>
<tr>
<td>3</td>
<td>( \alpha_1 )</td>
<td>21.99</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>3.64</td>
<td>0.16</td>
</tr>
<tr>
<td>4</td>
<td>( \alpha_1 )</td>
<td>24.19</td>
<td>23.71</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>3.78</td>
<td>0.54</td>
</tr>
<tr>
<td>5</td>
<td>( \alpha_1 )</td>
<td>26.39</td>
<td>21.86</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>3.97</td>
<td>1.99</td>
</tr>
<tr>
<td>6</td>
<td>( \alpha_1 )</td>
<td>28.59</td>
<td>23.49</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>4.22</td>
<td>3.59</td>
</tr>
<tr>
<td>7</td>
<td>( \alpha_1 )</td>
<td>30.79</td>
<td>19.67</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>4.52</td>
<td>4.38</td>
</tr>
<tr>
<td>8</td>
<td>( \alpha_1 )</td>
<td>32.99</td>
<td>10.33</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>4.88</td>
<td>2.52</td>
</tr>
<tr>
<td>9</td>
<td>( \alpha_1 )</td>
<td>35.19</td>
<td>26.13</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>5.29</td>
<td>2.27</td>
</tr>
<tr>
<td>10</td>
<td>( \alpha_1 )</td>
<td>37.39</td>
<td>19.16</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>5.76</td>
<td>2.38</td>
</tr>
<tr>
<td>11</td>
<td>( \alpha_1 )</td>
<td>39.59</td>
<td>30.16</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>6.29</td>
<td>1.80</td>
</tr>
<tr>
<td>12</td>
<td>( \alpha_1 )</td>
<td>41.79</td>
<td>7.43</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>6.87</td>
<td>3.12</td>
</tr>
<tr>
<td>13</td>
<td>( \alpha_1 )</td>
<td>43.99</td>
<td>19.27</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>7.50</td>
<td>4.44</td>
</tr>
<tr>
<td>14</td>
<td>( \alpha_1 )</td>
<td>46.19</td>
<td>19.55</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>8.19</td>
<td>1.64</td>
</tr>
<tr>
<td>15</td>
<td>( \alpha_1 )</td>
<td>48.39</td>
<td>24.89</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>8.94</td>
<td>7.32</td>
</tr>
<tr>
<td>16</td>
<td>( \alpha_1 )</td>
<td>50.59</td>
<td>11.32</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>9.74</td>
<td>8.91</td>
</tr>
<tr>
<td>17</td>
<td>( \alpha_1 )</td>
<td>52.78</td>
<td>51.46</td>
</tr>
<tr>
<td></td>
<td>( \alpha_2 )</td>
<td>10.59</td>
<td>7.42</td>
</tr>
</tbody>
</table>
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Table VI. Reference material properties and material properties initial values used in five representative test cases with the LV model containing a significant stiffer region representing an infarct (region 16). Different random initial values for the material properties are assigned in each AHA region to initialize subsequent tests.

<table>
<thead>
<tr>
<th>Region</th>
<th>Property</th>
<th>Reference</th>
<th>Initial guess per test number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Test 1</td>
</tr>
<tr>
<td>1</td>
<td>$\alpha_1$</td>
<td>35.19</td>
<td>30.27</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>7.06</td>
<td>2.40</td>
</tr>
<tr>
<td>2</td>
<td>$\alpha_1$</td>
<td>35.19</td>
<td>9.41</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>7.06</td>
<td>4.57</td>
</tr>
<tr>
<td>3</td>
<td>$\alpha_1$</td>
<td>35.19</td>
<td>6.31</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>7.06</td>
<td>1.74</td>
</tr>
<tr>
<td>4</td>
<td>$\alpha_1$</td>
<td>35.19</td>
<td>34.05</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>7.06</td>
<td>3.47</td>
</tr>
<tr>
<td>5</td>
<td>$\alpha_1$</td>
<td>35.19</td>
<td>28.11</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>7.06</td>
<td>4.45</td>
</tr>
<tr>
<td>6</td>
<td>$\alpha_1$</td>
<td>35.19</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>7.06</td>
<td>0.40</td>
</tr>
<tr>
<td>7</td>
<td>$\alpha_1$</td>
<td>35.19</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>7.06</td>
<td>0.40</td>
</tr>
<tr>
<td>8</td>
<td>$\alpha_1$</td>
<td>35.19</td>
<td>23.40</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>7.06</td>
<td>4.70</td>
</tr>
<tr>
<td>9</td>
<td>$\alpha_1$</td>
<td>35.19</td>
<td>31.10</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>7.06</td>
<td>0.80</td>
</tr>
<tr>
<td>10</td>
<td>$\alpha_1$</td>
<td>35.19</td>
<td>10.71</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>7.06</td>
<td>4.86</td>
</tr>
<tr>
<td>11</td>
<td>$\alpha_1$</td>
<td>35.19</td>
<td>12.78</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>7.06</td>
<td>3.83</td>
</tr>
<tr>
<td>12</td>
<td>$\alpha_1$</td>
<td>35.19</td>
<td>18.15</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>7.06</td>
<td>6.54</td>
</tr>
<tr>
<td>13</td>
<td>$\alpha_1$</td>
<td>35.19</td>
<td>20.79</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>7.06</td>
<td>3.16</td>
</tr>
<tr>
<td>14</td>
<td>$\alpha_1$</td>
<td>35.19</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>7.06</td>
<td>0.76</td>
</tr>
<tr>
<td>15</td>
<td>$\alpha_1$</td>
<td>70.38</td>
<td>8.20</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>14.12</td>
<td>12.61</td>
</tr>
<tr>
<td>16</td>
<td>$\alpha_1$</td>
<td>70.38</td>
<td>8.20</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>14.12</td>
<td>12.61</td>
</tr>
<tr>
<td>17</td>
<td>$\alpha_1$</td>
<td>70.38</td>
<td>8.20</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>14.12</td>
<td>12.61</td>
</tr>
</tbody>
</table>
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