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Abstract

Energy decomposition analysis (EDA) is a widely used tool for extracting physical and chemical insights from electronic structure calculations of intermolecular interactions, as well as for the development of advanced force fields for describing those interactions. Recently the absolutely localized molecular orbital (ALMO) EDA has been extended from the self-consistent field level to the second order Møller-Plesset (MP2) theory level. This paper reports an efficient implementation of the MP2 ALMO-EDA that scales optimally, employs the resolution of the identity (RI) approximation for post-SCF matrix elements, and is shared-memory parallel. The algorithms necessary to achieve this implementation are described in detail. Performance tests using the aug-cc-pVTZ basis set for water clusters of up to 10 molecules are reported. The timings suggest that the MP2 ALMO-EDA is computationally feasible whenever MP2 energy calculations themselves are feasible, and the cost is dominated by the SCF itself in this size regime. The MP2 ALMO-EDA is applied to study the origin of substituent effects in anion-π interactions between chloride and benzene and mono through hexafluorobenzene. The effect of fluoro substituents was primarily to change the frozen interaction. Detailed analysis supports the interpretation that anion-π interactions are favorable because of electrostatic interaction with the substituents.

1 Introduction

Second order Møller-Plesset (MP2) theory\(^1\) is perhaps the simplest wave-function theory that includes the effects of dynamic electron correlation.\(^2\) MP2 thus corrects the self-consistent field (SCF) Hartree-Fock (HF) molecular orbital model with missing physics that includes reduced ionic character in the electron density and thus reduced dipole moments,\(^3\)\(^-\)\(^6\) and dispersion interactions\(^7\),\(^8\) that provide a universal long-range attraction. Both of these effects are important for intermolecular interactions, and therefore MP2 theory provides a great improvement over HF theory in the accuracy obtained for ion-water interactions,\(^9\) hydrogen
bonds,\textsuperscript{10} electrostatically bound complexes,\textsuperscript{11,12} and dispersion-bound systems.\textsuperscript{11} MP2 tends to overestimate dispersion interactions, particularly in stacking interactions of aromatic systems, as is well known.\textsuperscript{11,13,14} However, despite its simplicity, MP2 theory often matches more expensive methods such as coupled cluster singles and doubles (CCSD) for hydrogen-bonded systems such as water clusters.\textsuperscript{15} Triples corrections, such as CCSD(T) are needed to reliably outperform MP2 theory on such systems, although spin-component scaling is a successful semi-empirical alternative,\textsuperscript{16–19} and even attenuated MP2\textsuperscript{20,21} is valuable in smaller basis sets. MP2 theory also outperforms almost all density functionals for ion-water interactions, particularly for multiply charged ions.\textsuperscript{22}

Because of their usefulness, as well as their low computational cost compared to CCSD, CCSD(T), etc, it is desirable to be able to analyze the results of MP2 calculations of intermolecular interactions. This is the task of an energy decomposition analysis (EDA). An EDA takes a calculated intermolecular binding energy and ascribes portions of it to different physical contributions such as permanent and induced electrostatics, dispersion, Pauli repulsions, and charge transfer.\textsuperscript{23–26} Most EDAs that have been proposed and widely used to date apply to SCF wavefunctions, such as HF and/or Kohn-Sham DFT.\textsuperscript{27} While it is beyond our scope to review them in any detail, it is worth mentioning that the Kitaura-Morokuma (KM) decomposition\textsuperscript{28} is perhaps the seminal method, followed soon afterwards by the Ziegler-Rauk approach.\textsuperscript{29} More recent significant developments have been the separation of polarization from charge transfer using fragment-blocked molecular orbital coefficients,\textsuperscript{25,30–33} the development of density-based EDA approaches for DFT,\textsuperscript{34–37} and very recent efforts to obtain stable basis set limits for polarization and charge transfer.\textsuperscript{38–40} It is noteworthy that application of the KM EDA\textsuperscript{41} has helped to inform the development of advanced force field approaches, such as the effective fragment potential method.\textsuperscript{42–44}

There has been much less effort devoted to developing EDAs that unravel the contributions to post-HF binding energies, as given by MP2 or CC methods. The very simplest model is to ascribe the post-HF correlation binding in an intermolecular interaction to dispersion,
as has sometimes been advocated.\textsuperscript{45} However, since MP2 reduces the ionicity of HF charge distributions, the electrostatics are also affected, and thus the correlation contribution can even be net repulsive.\textsuperscript{12} Local correlation models\textsuperscript{46,47} are a good basis for identifying correlation contributions to specific intermolecular interactions,\textsuperscript{48,49} with efforts along these lines continuing to the present day.\textsuperscript{50} Local correlation models are quite naturally able to separate intermolecular correlation effects that are associated with dispersion from those that correspond to charge transfer. Difficulty arises in distinguishing post-HF contributions to polarization from charge transfer.

Nonetheless, we feel that an important criterion for a successful post-HF EDA is to organize the correlation contributions to an intermolecular interaction so as to correspond directly to the terms that are well-accepted at the SCF level. We recently presented\textsuperscript{51} the theory and a pilot implementation for an MP2 EDA that meets this criterion for the first time, to our knowledge. This approach employs the fragment-blocked absolutely localized molecular orbitals (ALMOs) that were used in the earlier HF-level ALMO-EDA,\textsuperscript{31,33} rather than the virtual orbitals derived from linear response\textsuperscript{39} to electric fields and gradients that are used in the recent second generation ALMO-EDA\textsuperscript{40} to ensure a valid complete basis set limit for polarization. The MP2 ALMO-EDA identifies the correlation contributions to the so-called frozen interaction (permanent electrostatics + Pauli repulsion), induced electrostatics, and charge transfer. In addition, using local correlation arguments,\textsuperscript{47} a dispersion term is defined. The main purpose of this paper is to report an efficient production-level implementation of the MP2 ALMO-EDA, which will enable its application to any system for which MP2 calculations are themselves feasible.

The outline of the remainder of the paper is as follows. In Sec. 2, the theory defining the MP2 ALMO-EDA is briefly reviewed, to clearly define all relevant terms. In Sec. 3, we then address the critical issues needed to achieve an efficient implementation, and discuss the way in which we have chosen to address them. To assess the success of the implementation, a series of benchmark timing tests are reported in Sec. 4, including the question of how well our
OpenMP parallelization performs. We then turn to an example of the application of the new MP2 ALMO-EDA implementation in Sec. 5, which is the question of the origin of substituent effects in anion-π interactions. Anion-π interactions have become a topic of considerable interest over recent years, as it has become evident that such interactions are not weak, and are relevant in systems ranging from biomolecules to supramolecular complexes. Wheeler and Houk have previously analyzed substituent effects in halide-aryl interactions, and using high level calculations together with calculated electrostatic potentials, they concluded that direct through-space interactions of the anion with the substituents are the dominant factor controlling substituent effects.

2 Brief review of the MP2 EDA

The MP2 EDA is an extension of the HF version of the ALMO-EDA. At the HF level, the EDA uses ALMOs to create two constrained intermediate Slater determinants and defines its three components as the differences between these, the isolated system energies, and the full system energy. The first intermediate is the initial wave function. It is simply the HF solutions for the individual molecules as isolated systems joined into a single Slater determinant. The difference between its energy and the sum of the energies of isolated systems is the frozen term, describing the permanent electrostatics and Pauli repulsion. The second intermediate is the SCF for molecular interactions (SCF-MI) solution. This is produced by finding the minimum energy solution subject to the constraint that molecular orbitals belonging to one molecule do not include any atomic orbital basis functions belonging to any other molecule. This produces the ALMOs that are key to the method. The difference between the SCF-MI energy and the initial energy is the polarization term, which describes induced electrostatics. Finally, the difference between the full system HF energy and the SCF-MI energy is the charge transfer term. Therefore, the three terms sum to the supermolecule binding energy by construction.
The MP2 version of the ALMO-EDA also decomposes the correlation contribution to the binding energy, by defining a MP2 to correction to each of the HF components and adding another one for dispersion. It does so through the definition an MP2 version of each energy, along with one additional intermediate to describe dispersion. The equivalent of the initial energy is referred to as $E_{\text{frag/frz}}$. It is complicated by the need for all virtual orbitals to be orthogonal to all occupied orbitals. This requires a projection scheme. The MP2 amplitudes from the isolated systems are frozen and used for the energy in the presence of the full system. The standard MP2 energy formula only applies to the MP2 solution. Since the presence of the other molecules is a one-electron perturbation, it is necessary to use the Hylleraas functional\cite{62} for the MP2 energy. Additionally, the fact that the amplitudes of the MP2 solution are not variationally optimized parameters means that MP2 does not meet the criteria for the Hellmann–Feynman theorem,\cite{63} so the relaxed density matrix\cite{64} must be used in the Hylleraas functional in place of the ordinary “unrelaxed” MP2 response density matrix.

Both of the remaining intermediates are calculated by constrained MP2 using the ALMO basis. The ALMO basis allows each occupied and virtual orbital to be assigned to a particular molecule (though the ALMO virtuals must be projected into the complement of the occupied space). The first ALMO intermediate, $E_{\text{frag/ALMO}}$ is analogous to the SCF-MI energy. It is the MP2 solution when constrained to only allow double excitations entirely on one molecule. This allows the system to polarize at the correlation level, but does not allow dispersion-like excitations. As a function of the number of fragments, $N$, this contains only $O(N)$ excitations. The second ALMO intermediate is $E_{\text{ccc(sys/ALMO)}}$, or the charge conserving correlation (CCC) energy. This is the MP2 solution when constrained to allow double excitations involving two molecules, but only if they do not change the number of electrons associated with each molecule. CCCMP2 allows dispersion-like excitations, but not transfer of charge. It is a fragment analog of the ”Diatomics-in-Molecules” (DIM) local correlation model,\cite{47,65} and includes $O(N^2)$ excitations. The difference between the two
ALMO intermediates is the dispersion term of the EDA. The other three terms are also the differences between successive energies, the same as their HF counterparts. For the final energy decomposition, the HF and MP2 contributions to each term are summed together to produce four terms that decompose the MP2 binding energy.

3 Implementation

The terms of the EDA to be calculated are as follows.

\[
\Delta E_{CT} = E_{\text{sys}} - E_{\text{ccc}(\text{sys}/\text{ALMO})} - (\text{BSSE} - \text{ABSSE}) \tag{1a}
\]

\[
\Delta E_{\text{disp}} = E_{\text{ccc}(\text{sys}/\text{ALMO})} - \sum_{\text{frag}} E_{\text{frag}/\text{ALMO}} \tag{1b}
\]

\[
\Delta E_{\text{pol}} = \sum_{\text{frag}} E_{\text{frag}/\text{ALMO}} - E_{\text{frag}/\text{frz}} \tag{1c}
\]

\[
\Delta E_{\text{frz}} = \sum_{\text{frag}} E_{\text{frag}/\text{frz}} - E_{\text{frag}} - \text{ABSSE} \tag{1d}
\]

Several terms, \(E_{\text{sys}}\), \(E_{\text{frag}}\), and BSSE are calculated exactly as in a standard counterpoise corrected binding energy job, and need not be discussed here. (If decomposing a non-counterpoise corrected binding energy, the BSSE term is simply omitted, but ABSSE must still be included.) The remaining terms can be broken into two groups based on which molecular orbital basis is used. The first uses the modified ALMO basis and includes \(E_{\text{ccc}(\text{sys}/\text{ALMO})}\) and \(E_{\text{frag}/\text{ALMO}}\), while the second uses the isolated fragment basis and includes \(E_{\text{frag}/\text{frz}}\) and ABSSE. ABSSE is the difference between \(E_{\text{frag}}\) calculated with the full system’s auxiliary functions and calculated with only the particular fragment’s auxiliary functions. The latter is computed as part of a normal binding energy calculation, but the former must also be computed for the EDA.
3.1 ALMO terms

Calculation begins by preparing the common basis for the two ALMO terms. As input, the calculation requires the polarized ALMO solution for the system as well as the corresponding Fock matrix. However, the ALMO basis is modified to be suitable for MP2. The full system occupied space is symmetrically orthogonalized. The new occupied orbitals are used to create an orthogonal projector and each virtual orbital is projected into the orthogonal complement of the occupied space. Then, the resulting virtual orbitals are orthonormalized within each fragment’s virtual space, but not between fragments. The Fock matrix is transformed to this basis. As a final transformation, the system is canonicalized on each fragment. To do so, on each fragment, both the occupied-occupied and virtual-virtual blocks of the Fock matrix are diagonalized and the resulting eigenvectors are used to transform the corresponding ALMOs. This results in a new basis where the Fock matrix is diagonal within the fragment o-o and v-v blocks. These preparation steps take a negligible amount of time (both practically and asymptotically) compared to later steps, so further detail is not necessary. The new ALMO basis has the required property of strong orthogonality between the full system occupied and virtual spaces as well as a desirable amount of sparsity in both the overlap and Fock matrices. The overlap matrix is identity in the o-o block, zero in the o-v block, and identity in each fragment’s v-v block, but it has no special properties in the cross-fragment parts of the v-v block. The Fock matrix is diagonal on each fragment’s o-o block and v-v block, but has no special properties in the cross-fragment parts of the blocks. The o-v part is not relevant to MP2. This sparsity allows faster calculation of $E_{ccc}(\text{sys}/\text{ALMO})$.

The three-center resolution-of-the-identity integrals must also be transformed. This step is the only one that scales as $N^4$ with an increasing number of identical fragments, so it is asymptotically dominant, though for most practical systems the actual construction of the four center electron repulsion integrals will take longer despite scaling as $N^3$. Calculation proceeds the same as in standard RIMP2, through the creation of a $B$ matrix such that $\sum_B B_{ia}^P B_{jb}^P \approx (ia|jb)$. Unfortunately, the locality of CCCMP2 (MP2 with only charge con-
serving correlation) is not enough to allow creation of a smaller B matrix. Integrals of the form \((ia|jb)\) and \((ib|ja)\) are needed where \(i\) and \(a\) share a fragment as do \(j\) and \(b\). For the first type of integral, only the entries in the on-fragment blocks of the B matrix are required. However, the second type has no such restriction and requires the construction of the entire B matrix. There are two steps to transforming the AO basis three center integrals into the B matrix. The first is transforming from the atomic orbital basis \((mn|P)\) to the ALMO basis \((ia|P)\). This can be done in two BLAS calls per auxiliary function. Without taking advantage of sparsity, this requires time \(O(n^2oxN^4)\) where \(n\) in the number of basis functions, \(o\) is the number of occupied orbitals, \(v\) is the number of virtual orbitals, and \(x\) is the number of auxiliary functions on a fragment and \(N\) is the number of fragments. However, for a sufficiently large system, many integrals are zero. The next step is the multiplication by the \((P|Q)^{-\frac{1}{2}}\) matrix, which can be done in a single BLAS call and takes time \(O(ovx^2N^4)\). As \(x > n\) for the RI approximation to be accurate, this is the slower of the two steps. In addition to the normal B matrix, a fragment blocked B matrix is created where only entries \((ia|P)\) with \(i\) and \(a\) on the same fragment are included.

With this, the preliminary work is complete. The first thing to calculate is \(E(\text{frag}/\text{ALMO})\) for each fragment. Since the basis is orthonormal and canonical on each fragment, this proceeds exactly as in normal RIMP2 with the only exception being that the \(t\) amplitudes are saved. The required integrals can be constructed easily from the fragment blocked B matrix.

The most complex step is the calculation of \(E_{\text{ccc}}(\text{sys}/\text{ALMO})\). The basis is neither globally orthonormal nor canonical, so the standard MP2 methods cannot be used. While we may use the energy equation,

\[
E = - \sum_{ijab} t_{ij}^{ab} (ia|jb)
\]  

(2)
to get $t_{ij}^{ab}$ we must solve the linear system

$$
\sum_{i'j'j} \Delta_{ij'j}^{a'b'} \cdot t_{ij}^{ab} = 2 (i'j'|j'b') - (i'b'|j'i')
$$

(3)

with $\Delta$ as an eighth-rank tensor defined as

$$
\Delta_{ij'j'}^{a'b'} = -f_{ii'}g_{aa'}g_{jj'}g_{bb'} + g_{ii'}f_{aa'}g_{jj'}g_{bb'} - g_{ii'}g_{aa'}f_{jj'}g_{bb'} + g_{ii'}g_{aa'}g_{jj'}f_{bb'}
$$

(4)

Equation (2) is simple to compute as $(ia|jb)$ can be formed from the fragment blocked B matrix with a single BLAS call in time $O(o^2v^2xN^3)$. Equation (3) is more interesting and has two challenging pieces. One is calculating the right hand side and the other is solving the equation.

### 3.1.1 Electron repulsion integrals

Calculating the right hand side is challenging because of the $(ib|ja)$ term. This presents more of a challenge here than in ordinary MP2 because the fragment locality does not directly help. In ordinary MP2, every $(ib|ja)$ integral is also a $(ia|jb)$ integral, so they do not need to be calculated separately. However, when $i/a$ are on a different fragment from $j/b$, $(ib|ja)$ does not appear as a $(ia|jb)$ integral in CCCMP2. Though calculating them has the same $O(o^2v^2xN^3)$ scaling as the other integrals, poor locality means that they cannot be computed as efficiently. Calculating the $(ib|ja)$ integrals involves all $ovN^2$ entries of the B matrix each used in $ov$ different integrals, while the $(ia|jb)$ integrals involve only $ovN$ entries of the B matrix used in each $ovN$ different integrals.

The simplest way to compute these integrals is best, with some modifications to prevent duplicated work. A procedure to compute $\Pi_{ij}^{ab} = 2(ia|jb) - (ib|ja)$ appears in figure 1 (this is specific to the restricted, closed-shell case). OpenMP parallelism can be exploited to speed up the process considerably.

The algorithm ensures that only one out of each pair of equivalent entries in $\Pi$ need be
Allocate space for a temporary $I$ for each thread and set all entries to 0

Compute the upper triangle:
Loop over all auxiliary basis functions $P$
using OpenMP to divide the work among different threads
Loop over all occupied orbitals $i$
  Loop over virtual orbitals $a$ that share a fragment with $i$
    $I_{ii}^{aa} += B_{ia}^P B_{ia}^P$
  Loop over virtual orbitals $b > a$ that share a fragment with $i$
    $I_{ii}^{ba} += B_{ib}^P B_{ia}^P$
Loop over occupied orbitals $j > i$
  Loop over virtual orbitals $b$ that share a fragment with $j$
    $I_{ji}^{ba} += 2 B_{jb}^P B_{ia}^P - B_{ja}^P B_{ja}^P$
Combine the temporary copies of $I$:
Loop over the temporary copies of $I$ for each thread beyond the first
  Loop over all entries in $I$
    Add the thread’s temporary $I$ to the main $I$
  Free the temporary $I$

Copy to lower triangle:
Loop over all occupied orbitals $i$
  Loop over virtual orbitals $a$ that share a fragment with $i$
    $I_{ii}^{ab} = I_{ii}^{ba}$
  Loop over virtual orbitals $b > a$ that share a fragment with $i$
    $I_{ij}^{ab} = I_{ij}^{ba}$
  Loop over occupied orbitals $j > i$
    $I_{ij}^{ab} = I_{ij}^{ba}$

Figure 1: Algorithm for $I$
calculated. Each duplicate value can then be copied at the end. The looping order $P$, $i$, $a$ is the same as the order of the indices in $B$, taking advantage of as much locality as possible. The choice of which of $I_{ji}^{ba}$ and $I_{ij}^{ab}$ to assign to in the main loop is also significant, as the right indices of $I$ are the fast ones, so this helps increase locality of references to $I$.

3.1.2 Solving the linear equation

With the right-hand side of equation (3), the task becomes solving the linear system. Since $\Delta$ is an fourth-rank tensor over occupied-virtual pairs with side length $ovN$, the system can be solved in time $O(ov^4N^4)$ without taking advantage of any of its internal structure. However,
this has unacceptable eight-order scaling with respect to the size of the fragments and undesirable fourth-order scaling with respect to the number of fragments. Taking advantage of some internal structure allows the application of an explicit inverse of $\Delta$ in time $O(o^3v^3N^3)$. This achieves the desired third-order scaling with respect to the number of fragments, but still has less-than-ideal sixth-order scaling with respect to the size of the fragments, when MP2 scales as fifth-order. While $\Delta$ cannot easily be inverted, forward application is possible in time $O(o^2v^3N^3)$, matching MP2’s scaling. Since this is much faster than inversion and $\Delta$ is a symmetric, positive definite operator, the iterative conjugate gradients method can be used to solve the system. The one requirement for conjugate gradients is a fast forward application of the operator. It can be significantly sped up with a good initial guess for the solution to the system and a simple approximate inverse of the operator as a preconditioner.

While the zero vector may be used as the initial guess for iteration, convergence can be significantly faster with a better guess. A reasonable guess is available from the calculation of $E(\text{frag/ALMO})$. The $t$ amplitudes can be combined into an initial guess for the CCC $t$ where all double excitations involving two fragments are set to 0 (the CCC constraint excludes double excitations involving more than two fragments). As the correlation between fragments is generally small compared to the correlation on fragments (though more significant when it comes to binding), this will be a reasonably close first guess.

As the convergence of conjugate gradients depends on the condition number of the system, preconditioning can drastically improve convergence. This can be thought of as an approximate inverse, as it brings the operator closer to the identity. The preconditioner must be fast to apply, as it is used each iteration of the method. The fastest preconditioner is a diagonal one. We will use the inverse of the diagonal elements of $\Delta$, as this can be applied with one division per double excitation, which is negligible time compared to the full forward application of $\Delta$. This is same as the inverse of $\Delta$ in the limit where overlap between virtual orbitals on different fragments is 0. In large or weakly interacting systems, most of these overlaps will be 0 and most of the remaining ones will be small, making this
is a good preconditioner.

The only remaining piece is an efficient application of $\Delta$. Remember that $\Delta$ is defined as

$$
\Delta_{i'j'j} = -f_{i'i}g_{aa'}g_{jj}'g_{bb'} + g_{ii'}f_{aa'}g_{jj}'g_{bb'} - g_{ii'}g_{aa'}f_{jj}'g_{bb'} + g_{ii'}g_{aa'}g_{jj}'f_{bb'}
$$

subject to the constraint that each pair $i/a$, $j/b$, $i'/a'$, and $j'/b'$ shares a fragment. Since this is a linear operator, the four pieces can be applied separately. Furthermore the last two are the same as the first two, but with different indices. This leaves two pieces to consider.

The second piece, $g_{ii'}f_{aa'}g_{jj}'g_{bb'}$ is the simpler one. Because of the global orthogonalization of the occupied orbitals, $g_{jj}' = \delta_{jj'}$. This along with the fragment constraint ensures that $b$ and $b'$ share a fragment. As each fragment’s virtual space is orthonormal, $g_{bb'} = \delta_{bb'}$. A similar argument applies to $g_{ii'}$ and $f_{aa'}$, so taking advantage of the sparsity placed in $f$ an $g$ during the basis set-up, the second piece of $\Delta$ becomes $f_a\delta_{ii'}\delta_{aa'}\delta_{jj'}\delta_{bb'}$. As this is diagonal, it is trivial to apply.

The first piece, $f_{i'i}g_{aa'}g_{jj'}g_{bb'}$, is more complicated. It is the same, except $f$ and $g$ switch places. The argument for $g_{jj'}g_{bb'} = \delta_{jj'}\delta_{bb'}$ still holds, but the argument for the first two terms does not. The virtual-virtual overlap matrix $g_{aa'}$ does not have any special properties, so it doesn’t require that $i$ and $i'$ share a fragment. The between fragments part of $f_{i'i}$ also lacks any special properties. Therefore, the two matrices will actually have to be applied. Keeping the fragment constraint is tricky and requires two separate matrix multiplications per pair of fragments. Luckily, these are standard matrix multiplications and can be performed by BLAS. The first and third pieces can also be combined, cutting in half the number of matrix multiplications. The procedure for computing $r = \Delta t$ appears in figure 2. It also parallelizable with OpenMP. The structure of $f$ and $g$ allow considerable time savings. The bulk of the time will be spent on the BLAS calls. The slower of the two requires time $O(ov^2)$, and is done $N^2$ times for each of the $ovN$ $j/b$ pairs, for a total time complexity of $O(o^2v^3N^3)$.

This structure minimizes the number of writes to the $r$ matrix, which cannot be local for both $r_{ij}^{ab}$ and $r_{ij}^{ba}$. Within the final loop, adding to $r_{ij}^{ab}$ takes care of the $-f_{i'i}g_{aa'}g_{jj'}g_{bb'}$ and
Loop over all fragments $n$
  Loop over all pairs $j$ and $b$ such that $j$ and $b$ share a fragment
  using OpenMP to divide the work among different threads
  Loop over all fragments $n'$
    Set the temporary matrix “block” to zero
    If $n = n'$
      On a fragment, $f$ and $g$ are diagonal
      Loop over pairs of $i$ and $a$ on fragment $n$
      \[
      \text{block}_i^a - = f_{ii}^{ab}
      \]
      \[
      \text{block}_i^a + = f_{aa}^{ti}^j
      \]
    Otherwise
      With BLAS, compute $\text{temp}_i^a = g_{aa}^{t\alpha'} \epsilon_{ij}^j$
      (with $a$ constrained to fragment $n$ and $a'$ and $i'$ constrained to fragment $n'$)
      With BLAS, compute $\text{block}_i^a - = f_{ii}^{ab} \text{temp}_i^a$
      (with $a$ and $i$ constrained to fragment $n$ and $i'$ constrained to fragment $n'$)
    Loop over pairs of $i$ and $a$ on fragment $n$
    Atomically, $r_{ij}^{ab} += \text{block}_i^a$
    Atomically, $r_{ji}^{ba} += \text{block}_i^a$

Figure 2: Algorithm for multiplication by $\Delta$

$g_{ii'} f_{aa'} g_{jj'} g_{bb'}$ pieces of $\Delta$, while adding to $r_{ji}^{ba}$ takes care of $-g_{ii'} g_{aa'} f_{jj'} g_{bb'}$ and $g_{ii'} g_{aa'} g_{jj'} f_{bb'}$ without recomputing the identical blocks of the update matrix.

With this, all the ingredients for conjugate gradients are in place and the CCCMP2 equation can be set up and solved.

### 3.2 Isolated terms

The remaining terms use the isolated fragment orbital basis. Since they do involve any global calculations like $E_{ccc}(\text{sys}/\text{ALMO})$, they are simpler to compute. The total amount of work associated with them scales only linearly with the number of fragments. The first step is $E(\text{frag})$. This is the same as the canonical MP2 energy of each isolated fragment, but with the auxiliary functions from all fragments included. However, the $z$ vector must be computed to be used for $E(\text{frag/frz})$. In addition, the $t$ amplitudes are saved. For computing $E(\text{frag/frz})$, projected basis versions of the Fock matrix and the B matrix are required. The
Hylleraas functional is used is for energy. This includes the normal MP2 energy evaluation and one using the relaxed response density matrix of the isolated fragment $t$ amplitudes and $z$ vector. These steps are not substantially different in implementation than ordinary MP2 and do not need to be described in further detail.

4 Performance

The algorithms described above have been implemented in a development version of the Q-Chem quantum chemistry program package. The only two subcalculations that scale both as fifth order in the size of the fragments and third order in the number of fragments are the calculation of the right hand side of equation (3) and finding its solution. Therefore, these are the most important to benchmark

4.1 Benchmarking solving the linear equation

Because of the iterative nature of the conjugate gradients algorithm, the two factors determining the speed of solving the system are the number of iterations and the time taken for each iteration. The number of iterations should grow very slowly or not at all with the size of the system. This was tested by performing test calculations with water clusters from two to ten molecules. The main and auxiliary basis sets used were aug-cc-pVTZ and rimp2-aug-cc-pVTZ, which have 92 main and 198 auxiliary basis functions per molecule. This system was also used as a test of the initial guess and the preconditioning for reducing the number of iterations. As can be seen in table 1, with any of the algorithms, the number of iterations roughly stabilizes after about 6 water molecules. The preconditioner leads to a greater than factor of ten reduction in the number of iterations, reducing conjugated gradients from taking the large majority of overall computational time to being merely one of several roughly equally sized steps. The initial guess is less important, but is worthwhile if it can save even one iteration as it is trivial to compute. Between the two of them, conjugate gradients takes
at most 11 iterations for up to 10 water molecules. This is with fairly stringent convergence criteria ($\|r\|_\infty \leq 10^{-10}$, where r is the residual). A few more iterations could be saved with looser criteria, but this would come at the expense of precision.

**Table 1: Number of conjugate gradient iterations vs number of water molecules, for four different algorithms.** G denotes using the isolated fragment excitations as an initial guess, P denotes preconditioning with the diagonal elements of $\Delta$, GP both, and $\emptyset$ neither.

<table>
<thead>
<tr>
<th>n</th>
<th>GP</th>
<th>P</th>
<th>G</th>
<th>$\emptyset$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>10</td>
<td>10</td>
<td>117</td>
<td>130</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>10</td>
<td>117</td>
<td>130</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>11</td>
<td>117</td>
<td>128</td>
</tr>
<tr>
<td>5</td>
<td>11</td>
<td>11</td>
<td>119</td>
<td>129</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>12</td>
<td>125</td>
<td>133</td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>12</td>
<td>122</td>
<td>135</td>
</tr>
<tr>
<td>8</td>
<td>11</td>
<td>12</td>
<td>123</td>
<td>131</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>12</td>
<td>123</td>
<td>133</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>12</td>
<td>122</td>
<td>132</td>
</tr>
</tbody>
</table>

The other factor is the time taken per iteration. There should be roughly cubic scaling in the number of identical fragments. This behavior is seen in figure 3, as predicted.

![Log-log plot of time per conjugate gradient iteration vs. number of water molecules](image)

**Figure 3:** A log-log plot of time per conjugate gradient iteration vs. number of water molecules, with a cubic fit line

The quality of the parallelization can also be benchmarked. Ideally, speed would grow in direct proportion to the number of threads, but this is not feasible for many problems. In any case, speed should still increase significantly with the number of threads. The behavior
is graphed in figure 4 for a varying number of threads. The graph shows an increase of speed with every additional thread, but with a slowing increase after 4 threads.

![Graph](image)

Figure 4: A plot of time per conjugate gradient iteration vs. number of threads

### 4.2 Benchmarking integral calculation

The same timing concerns apply to the calculation of $\Pi$. It should also be cubic for an increasing number of fragments. This is verified by the plot in figure 5. Behavior when parallelized is also important, as this calculation is primarily memory bound and cannot rely on BLAS calls, unlike the multiplication by $\Delta$. Because of this, calculation of $\Pi$ shows a more modest improvement with additional threads when compared to the conjugate gradient iterations. This is shown in figure 6.

### 4.3 Overall benchmarks

While those are the two most important steps for most systems, the transformation of the RI integrals into the molecular orbital basis can be significant when there is a large number of fragments. It is worth comparing the overall time for all of the EDA to the necessary standard calculations: HF plus RIMP2 energy. The times given for the EDA do not include calculating the three center, atomic orbital basis RI integrals, as those are identical between the EDA and standard RIMP2. For the EDA, the two described steps
Figure 5: A log-log plot of time to compute $\parallel$ vs. number of water molecules, with a cubic fit line.

Figure 6: A plot of time to compute $\parallel$ vs. number of threads.

are the most important. However, the transformation of the RI integrals to the molecular orbital basis B matrix is also significant. As expected, it grows in importance for greater numbers of fragments. For small numbers of molecules, the transformation (including the two fragment blocked B matrices needed for the frozen energy) takes about one quarter of the overall running time. With 10 molecules, it is about one third. Everything other than transformation of the B matrices and the CCC energy takes less than 2% of the overall time with 10 molecules. This includes all basis transformations and the single-fragment polarized, frozen, and isolated energies for all 10 molecules.

In comparing the EDA with standard RIMP2, Q-Chem 4.3 was used with eight
threads on the same computer as the EDA benchmarks. The comparison is shown in figure 7. The graph compares the running time of the EDA to the HF calculation as well as the additional time for the RIMP2 portion of the calculation. In all cases with three or more molecules, the SCF time was 40 or 50 times larger than the RIMP2 time. As can be seen, the standard RIMP2 calculation is slightly faster for four or fewer molecules. However, thanks to better scaling, the EDA takes less time for five or more molecules, despite also having to calculate the single fragment energies. With ten molecules, the EDA takes about 1.6 times less time. The CCC energy involves less interaction than standard MP2. However, it requires a less efficient formulation of the MP2 energy. This means that greater speed is not seen until a relatively large number of molecules. However, the benchmarks show that even for as few as two molecules, the EDA is not particularly expensive to do in addition to a standard MP2 binding energy calculation. When counterpoise correction is applied, this will be true to an even greater extent, as the EDA requires no change in algorithm to work with the counterpoise corrected binding energy.

![Graph showing Q-Chem RIMP2 time (excluding SCF) vs EDA time](image)

**Figure 7:** Q-Chem RIMP2 time (excluding SCF) vs EDA time

This trend continues in systems with larger numbers of atoms. To demonstrate this, the same benchmark was performed on ammonia-water clusters with a single ammonia molecule surrounded by 5-30 water molecules, using the cc-pVDZ basis set. The result is shown in figure 8. The efficiency gains of fragment blocking can be seen more strongly here, as there
is a factor of 4 speedup in the largest system. As the system becomes larger, the additional computing time required for the EDA becomes negligible compared to the that for binding energy.

![Graph showing time (s) vs number of molecules](image)

Figure 8: Q-Chem RIMP2 time (excluding SCF) vs EDA time

5 Application: anion-π interactions

To demonstrate the use of the efficient implementation of the EDA, we will apply to larger systems than we have previously done. The system is the anion-π interaction between the chloride anion and the π system of substituted benzene rings. Anion-π interactions have become the subject of much interest recently in part because of potential uses in biological systems or for molecule recognition.\(^{54}\) They are similar to the better known cation-π interactions. However, the negative charge of the ion means that quadrupole moment of an unsubstituted benzene ring is repulsive rather than attractive. Therefore, attractive anion-π interactions are found only in systems where the aromatic ring has strongly electron withdrawing substituents. Therefore, there has been considerable interest in understanding the nature and origin of anion-π bonds. One such explanation comes from Wheeler and Houk, who argue\(^{57}\) that the anion-π interaction can be understood as weak, repulsive anion-benzene interaction plus a purely electrostatic interaction between the ion and the dipole moments of the substituents. They say that higher order effects, such as substituents modifying the
interaction between the ion and the \( \pi \) system are not important and that the interactions with each of the individual substituents can simply be summed together. Others, meanwhile, have claimed that charge transfer\(^{68}\) or “multi-center covalency”\(^{69}\) is the key force in the bonds. These claims are evaluated here through the EDA. Structures for the substituted benzene rings were obtained from Wheeler and Houk’s supplementary information.

### 5.1 Perpendicular path

The test system is a chloride ion moved along a perpendicular path from the center of a benzene ring with a varying number of substituted fluorine atoms. \( \text{PhF}_2 \) is in the para isomer, \( \text{PhF}_3 \) is in the sym \((1,3,5)\) isomer, and \( \text{PhF}_4 \) is in the \(1,2,4,5\) isomer. Therefore, other than PhF, no molecule studied here has a net dipole moment. The results support a picture where the influence of the additional fluorine atoms on the anion-\( \pi \) interaction is an electrostatic effect and the overall interaction only become attractive when there are enough fluorine atoms to reverse the overall quadrupole moment of a benzene molecule. As can be seen in figure 9, the interaction between benzene and a chloride ion is not attractive, though there is a shallow local minimum. Every additional fluorine atom to the benzene ring makes the interaction more favorable. The long range behavior of each curve is the \( R^{-3} \) decay characteristic of ion-quadrupole interactions (though even at 10 Å, not all curves are yet close to their asymptotic behavior). For 2 or fewer fluorine atoms, the long range interaction is repulsive, and for 3 or more, it is attractive. Each additional fluorine atom adds nearly the same amount of favorable effect to the overall interaction.

Applying the EDA to these binding energy curves shows that the difference between the different \( \pi \) systems is an electrostatic one. Figure 10a shows the frozen interaction for the different systems, while figure 10b shows the sum of the other components. As can be seen, in the frozen interaction, each fluorine atom makes the interaction more favorable. However, the other components show almost no change between the systems. The difference is barely visible on the graph. This is not a cancellation of larger differences – each individual
Figure 9: Binding energy of six different anion-π interactions

component shows a similarly small change.

Figure 10: (a) Frozen interaction and (b) sum of polarization, charge transfer, and dispersion for six different anion-π interactions

The frozen term can be understood in terms of Pauli repulsion and electrostatics. The
close range part is dominated by Pauli repulsion, which should be similarly sized in each of these systems. Every additional fluorine adds a favorable interaction, which is similarly sized and shaped each time. This is the electrostatic interaction between the dipole of the carbon–fluorine bonds and the charge of the chloride ion. Other than PhF, the molecules have no net dipole, so the interaction can be understood in terms of the higher multipole moments. Even in the case of PhF, the path of the ion is perpendicular to the plane of the benzene ring and therefore also to the dipole. This means the leading term of the interaction decays as a quadrupole’s characteristic $R^{-3}$ in the long range rather than $R^{-2}$. Since the different in-plane components of the dipoles do not effect the energy, so there is no cancellation effect as the second fluorine atom added, even though it cancels the net dipole of the first. This makes it possible to closely approximate the effect of an additional fluorine atom by simply adding the scalar energy of the interaction.

The insignificant changes in the non-frozen components of the EDA strong supports Wheeler and Houk’s argument that the substituents primarily affect the interaction through electrostatics. We see that despite the electron withdrawing effect of the fluorine atoms, there is no significant increase in charge transfer from the chloride ion to the $\pi$ system. Neither is there any noticeable change in polarization. Even dispersion changes little with the increasing number of electrons as more fluorine atoms are added.

Therefore, the non-electrostatic parts of the interaction are not changed significantly with the addition of substituents. Accordingly, studying the interaction with benzene is sufficient to understand these effects for all of the systems considered here. The full EDA for that system is shown in figure 11. At the distance of the interaction, charge transfer is not significant as expected from the fact that both systems are electron rich. The local minimum that this interaction displays is primarily due to polarization and dispersion. The local minimum is a result of its faster $R^{-4}$ decay compared to the dominant frozen interaction. In the case of PhF$_3$, where the quadrupole moment and thus the electrostatic interaction are nearly zero, polarization and dispersion are the two significant forces and do make a fairly
strong favorable interaction. It is worth noting the importance of electron correlation for this interaction. Figure 12 shows the EDA for only Hartree-Fock. The major difference is the lack of dispersion, which is significant in the interacting region. Also, the HF graph shows the characteristic overestimation of multipole moments, and the repulsive frozen interaction is significantly overestimated in the medium to long range. These two errors prevent HF from describing the local minimum in the binding energy. It also because of this that HF describes the PhF system as unbound and gets the long range behavior of all systems wrong.

![Figure 11: EDA for chloride-benzene interaction](image)

The frozen term can be analyzed further by looking at the multipole moments of the substituted benzene molecules. Beyond the range of Pauli repulsion, the frozen term is dominated by electrostatic interactions. The changes in multipole moments are due to the greater electronegativity of fluorine relative to hydrogen, so this could be viewed as
interaction with the substituents even though the moments belong the overall molecule. Since we are only concerned with the z axis, the traceless Cartesian multipole moment $Q_{z\ell}$ and the real and pure spherical multipole moments $Q_{\ell 0}$ and $Q_{\ell}^0$ are all equal and we do not have to be concerned with a choice of convention. For every molecule except PhF and PhF$_3$, the odd moments are zero as they have even dihedral symmetry with a horizontal mirror plane about the chosen origin (which causes them to have even symmetry with respect to reflection about all three coordinate planes, while each odd multipole moment has terms that have odd symmetry with respect to at least one coordinate). For PhF and PhF$_3$, these moments are nonzero, but they do not interact with a charge moving along the z axis, as $Y_{\ell}^0$ is the only spherical harmonics that is nonzero there. As for $Q_{\ell}^0$, it must be zero for odd $\ell$ in the presence of a horizontal plane of symmetry through the origin (as for all terms in $Y_{\ell}^0$,
z and ℓ have the same parity).

In many situations, the long range electrostatic interaction can be closely approximated by its leading term — the lowest nonzero multipole moment. However, that is not sufficiently accurate in the case of the chloride–benzene interaction. As can be seen on the quadrupole line in figure 13, the quadrupole does not match the frozen term particularly well, even at 10 Å of separation. Adding in the hexadecapole moment makes the curves match much more closely, but are still visibly different in the region closer than 6 Å. Evidently, even higher multipole moments are needed. Figure 13 also shows the addition of the sixth (hexacontate-tape) and eighth (hecatonicosaoctopole) moments. With all of those multipole moments the expression for the approximation becomes
\[
V(z) = -\frac{Q_4}{z^4} - \frac{Q_6}{z^6} - \frac{Q_8}{z^8}.
\]
The sixth order approximation is closer to the frozen curve than the eight order one is. However, the frozen term also includes Pauli repulsion at close range, so the electrostatic curve should not necessarily match the frozen one at distances of a few angstroms. We can confirm the correct order of truncation by looking at the difference between the two curves. This is plotted in a lin-log plot in figure 14. This curve shows Pauli repulsion’s characteristic exponential decay until about 7 Å and then slows down. However, due to limitations with finite basis sets and subtractive calculation of Pauli repulsion, this is about as far as we should expect an accurate decomposition to go. With truncation at sixth order, deviation from exponential decay is clear, and the multipole approximation becomes less repulsive than the frozen energy beyond about 5 Å. Therefore, eighth order is the correct truncation for analyzing the electrostatics.

Therefore, the effect of the additional fluorine substituents on the frozen interaction can be analyzed by looking at changes in the first several multipoles of the substituted benzene molecule. They are shown in table 2. To show that these accurately describe the interaction, the difference for all of them is plotted in figure 15. The plot only goes to 7 Å for reasons described above. Even at this distance, the PhF₆ and PhF₃ can be seen decaying too quickly. However, in the short range, all curves show exponential decay. Differences are small, but
Figure 13: Frozen interaction of chloride and benzene vs truncated multipole expansions of the classical electrostatic interaction, log-log plot.

not negligible. The remainder at 3 Å ranges from 70 kcal/mol for benzene to 95 kcal/mol for PhF₆. The size of repulsion is the order of increasing amount of fluorine atoms, but rather than being evenly spaced, differences get larger as more atoms are added. Regardless, this shows that the electrostatic portion of the frozen interaction is well described by the truncated multipole expansion.

Table 2: Significant multipole moments for substituted benzenes. Units are D·Å⁴⁻¹.

<table>
<thead>
<tr>
<th></th>
<th>benzene</th>
<th>PhF</th>
<th>PhF₂</th>
<th>PhF₃</th>
<th>PhF₄</th>
<th>PhF₆</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q₂</td>
<td>-7.9807</td>
<td>-5.0545</td>
<td>-2.1191</td>
<td>0.4191</td>
<td>3.2045</td>
<td>8.1383</td>
</tr>
<tr>
<td>Q₄</td>
<td>65.7708</td>
<td>40.0664</td>
<td>14.5271</td>
<td>-6.7322</td>
<td>-31.0507</td>
<td>-72.0979</td>
</tr>
<tr>
<td>Q₆</td>
<td>-435.886</td>
<td>-295.645</td>
<td>-159.343</td>
<td>-49.5916</td>
<td>68.7468</td>
<td>253.124</td>
</tr>
<tr>
<td>Q₈</td>
<td>2907.83</td>
<td>2587.72</td>
<td>2312.83</td>
<td>2118.02</td>
<td>2101.59</td>
<td>2269.89</td>
</tr>
</tbody>
</table>
Figure 14: Lin-log plot of difference between frozen interaction and multipole approximation to classical electrostatic interaction

The table of multipole moments reveals that changes are not quite the same for each additional fluorine atom. The quadrupole moment increases by 2.93 D·Å for the first atom, but only an average of 2.47 D·Å for the fifth and sixth. The hexadecapole moment changes are similarly inconsistent. However the sixth order moment changes vary by factor of 1.5 between the smallest and the largest. The eighth order moment is much more erratic. Adding the first fluorine atom decreases it by 320 D·Å$^7$, and the next few also lead to decreases. However, the fifth and the sixth actually increase it by an average of 84 D·Å$^7$. These differences are reflected in the frozen energy and therefore also the overall interaction energy. Accordingly, the interactions between the chlorine atom and each of the fluorine substituents is not quite the same. Adding the same interaction potential is a good first order approximation, but can get the successive differences wrong by as much as 15%.
Figure 15: Lin-log plot of differences between frozen interactions and multipoles approximation to classical electrostatic interaction

The EDA has shown that the favorability of the anion-π interaction when the benzene ring is highly substituted is a result of electrostatic interactions with the anion, agreeing with the argument of Wheeler and Houk. However, the effects are not quite additive, as different fluorine atoms cause somewhat different changes to the multipole moments of the system. Furthermore, as was described earlier, the even this level of additivity is a result of perpendicular path over which the ion was translated.

5.2 Angled path

To demonstrate this, the same calculations can be repeated where the anion is instead moved at a 30° angle instead. Only benzene, PhF, and PhF₂ are included here, so as to show the difference between a polar and nonpolar system when the ion’s path is not perpendicular.
to the dipole. The binding energy is shown in figure 16. As can be seen, the first fluorine atom makes the interaction more favorable, but the second one cancels the dipole effect and makes the overall interaction less favorable than the unsubstituted benzene. This shows that the simple additive nature of the interaction with the substituents depends on that path of the ion being perpendicular to the dipole. Otherwise, the in-plane components affect the energy and the interactions must be considered as vectors. Once again, the main change in the EDA components between systems is found in the frozen term, though PhF₂ does have a somewhat larger dispersion interaction in the short range due to the proximity of the ion and the second fluorine atom.

![Graph showing binding energy of three different anion-π interactions.](image)

Figure 16: Binding energy of three different anion-π interactions, with an angled path

To make this clearer, the differences in the frozen energy between benzene and PhF as well as between PhF and PhF₂ are shown in figure 17. As can be seen, the two curves do
not resemble each other. The benzene to PhF difference is dominated by the interaction with the molecular dipole. The long range of the PhF to PhF₂ is opposite and roughly equal as the dipole is canceled by the second fluorine atom. However, in the close range, the added interaction is attractive. This happens because the second fluorine atom (like the first) increases the favorability of the quadrupole and of some higher moments. Therefore, simply adding the interaction energy with each atom is not sufficient, as the quadrupole is reinforced and the dipole is canceled. However, the situation is somewhat more complicated than this. The dipole moment is not the only one that is canceled with the addition of the second fluorine atom. At the quadrupole level, in the x-z plane, \( Q_{z^2} \) is not the only important moment. \( Q_{x^2-y^2} \) also contributes. As shown earlier, \( Q_{z^2} \) is approximately doubled from PhF to PhF₂ because the two C-F bonds reinforce each other. However, \( Q_{x^2-y^2} \) is 0 for benzene and PhF₂ by symmetry, but \(-6.6 \text{ DÅ} \) for PhF. It is another example of a multipoles moment that is canceled rather than reinforced, so even at the quadrupole level, the interaction energies cannot simply be added.

This continues for higher moments. Symmetry also requires benzene and PhF₂ to have no octopole moment, but PhF has nonzero \( Q_{xz^2} \) and \( Q_{x(x^2-3y^2)} \) moments. At the hexadecapole level, all moments reinforce. Beyond that, the pattern continues. This could be ignored for the perpendicular path, since none of the canceling moments contribute to the energy along the z axis. This left only reinforcing moments, allowing the total interaction energy with several fluorine atoms to be approximated as the sum of several identical interactions. However, along any other path, the interaction must be considered as described here. If the second fluorine atom were not in the para position, then the interactions would not exactly cancel or double, but would be somewhere in between. Therefore, the simple, linear changes in interaction energy with additional substituents is a result of the path examined and not a property of anion-ᵦ interactions in general.
Figure 17: Frozen energy differences between three different anion-π interactions, with an angled path

6 Conclusions

The MP2 ALMO EDA has been implemented at a production quality level. Performance is comparable to full RIMP2 for a small number of molecules, and scales better with respect to an increasing number of molecules. The implementation supports BLAS for matrix operations and OpenMP for parallelism. With this level of performance, it is practical to apply to the EDA to systems where RIMP2 is useful. Performance is aided by the problem being naturally amenable to preconditioned conjugate gradients. This implementation can also be readily applied to modifications of MP2 theory such as spin-component scaling\textsuperscript{16,17} and attenuated MP2\textsuperscript{20,21} that improve over standard MP2 theory. We are also very interested in extending this MP2 EDA to double hybrid density functionals that offer even more
significant improvements in accuracy.\textsuperscript{70–74}

The MP2 ALMO-EDA was then applied to an anion-\(\pi\) system. Results show that polarization, charge transfer, and dispersion were nearly unaffected by the presence of substituents, and that all of change was in the frozen interaction. This supports the idea that favorable anion-\(\pi\) interactions are favorable because of electrostatic interaction with the substituents, rather than because the substituents cause the \(\pi\) system to become electron deficient, or any other more complicated explanation.
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