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March 27, 2014

Abstract

We study the existence of periodic solutions for a second order non-
autonomous dynamical system. We allows both sublinear and superlinear
problems. We obtain ground state solutions.

1 Introduction

We consider the following problem. One wishes to solve

(1) —i(t) = B(t)x(t) + V.V (L, 2(1)),

where

(2) z(t) = (21(t), -+ wn(t))

is a map from I = [0,7] to R™ such that each component z;(t) is a periodic
function in H' with period 7T, and the function V(t,z) = V(t,z1, -+ ,2,) is

continuous from R™*! to R with

(3) V.V (t,x) = (0V/0xy,--- ,0V/0x,) € C(R"T R™).

We shall study this problem under several sets of assumptions. Our assump-
tion on B(t) is
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(B1) The elements of the symmetric matrix B(t) are real-valued functions
bj (t) = bkj(t) € Ll(l)

Although this assumption is very weak, it is sufficient to allow us to find an
extension D of the operator

Doz = —i(t) — B(t)x(t)

having a discrete, countable spectrum consisting of isolated eigenvalues of finite
multiplicity with a finite lower bound -L

(4) —o < L < )<< <. o< A< ...

Let A; be the first positive eigenvalue of D. We allow A\;_1; = 0. We have

Theorem 1.1. Assume

2V (t,x) > N_q|z|?, tel, x € R
2. There are positive constants p < A\; and m such that

2V (t,x) < plxf?, || <m, z € R™
3. There is a constant C such that

V(t,z) <C(|lz|*+1), tel, xeR™

4. The function given by

(5) H(t,x) =2V (t,z) — V,V(t,z) -«
satisfies

(6) H(t,z) <W(t) e LM(I), tel, x €R",
and

(7) H(t,x) = —o0, || =00, tel, z€R™

Then the system
(3) Dx(t) = V.V (¢, 2(1))

has a solution.



Theorem 1.2. If, in addition, we assume

There are a constant v > \; and a function W (t) € L*(I) such that
2V (t,x) > ylz|> = W(t), tel, xeR™

then the system (8) has a nontrivial solution.

Theorem 1.3. The system (8) has a solution if we assume

2V (t,x) > |z =W (t), tel, zeR™

2V(t,x) < N> +W(t), tel, xcR™
8. There is a constant C such that
V(t,z) <C(|z|* +1), tel, x€R™

4. The function given by

(9) H(t,x) =2V (t,x) = V,V(t,z) x
satisfies

(10) H(t,z) <W(t) e LMI), tel, x €R",
and

(11) H(t,x) » —o0, |z|— o0, tel, ze€R",

where W (t) € LY(I).

Theorem 1.4. The conclusions of Theorems 1.1 - 1.8 hold if we replace (10)
and (7) with

(12) H(t,x) > -Wi(t) e LY(I), xR tel,
and
(13) H(t,z) = 00, |z|— o0, tel, z€R™

Theorem 1.5. The conclusions of Theorems 1.1 - 1.3 hold if in place of (10),
(7) we assume

(14) H(t,z) > -Wi(t)(jz|* +1), zeR" tel,

and

(15) v(t) == l‘irlninf H(t,x)/|z|* >0 a.e.
xT|—0o0

for some « satisfying 0 < o < 2, where Wy (t) € L*(I).



Theorem 1.6. The conclusions of Theorems 1.1 - 1.3 hold if in place of (10),
(7) we assume that there is an « satisfying 0 < o < 2 such that

(16) H(t,z) < Wi(t)(Jz|*+1), tel, zeR",

and

(17) v(t) :=limsup H(t,z)/|z|* <0 a.e.,
|z|—o00

where W1 (t) € L1(I).

Let M be the set of all solutions of
(18) Dx(t) = V,V(t,z(t)).

A solution 7 is called a “ground state solution” if it minimizes the functional

(19) Gla) = d(z) — 2 /1 V(b o) dt

over the set M.

‘We have

Theorem 1.7. Under the hypotheses of any of the Theorems 1.1 - 1.6, system
(18) has a ground state solution.

The periodic non-autonomous problem
(20) B(t) = VaV(t, z(t)),

has an extensive history in the case of singular systems (cf., e.g., Ambrosetti-
Coti Zelati [1]). The first to consider it for potentials satisfying (3) were Berger
and the author [5] in 1977. We proved the existence of solutions to (8) under
the condition that
V(t,z) > 00 as |z|— o

uniformly for a.e. ¢ € I. Subsequently, Willem [54], Mawhin [25], Mawhin-
Willem [27], Tang [47, 48], Tang-Wu [51, 52], Wu-Tang [55] and others proved
existence under various conditions (cf. the references given in these publica-
tions).

Most previous work considered the case when B(t) = 0. Ding and Girardi
[11] considered the case of (1) when the potential oscillates in magnitude and
sign,

(1) —i(t) = BO)a(t) + bt)VW(x(t)),



and found conditions for solutions when the matrix B(t) is symmetric and neg-
ative definite and the function W (z) grows superquadratically and satisfies a
homogeneity condition. Antonacci [3, 4] gave conditions for existence of solu-
tions with stronger constraints on the potential but without the homogeneity
condition, and without the negative definite condition on the matrix. General-
izations of the above results are given by Antonacci and Magrone [2], Barletta
and Livrea [6], Guo and Xu [16], Li and Zou [24], Faraci and Livrea [15], Bo-
nanno and Livrea [7, 8], Jiang [21, 22], Shilgba [39, 40], Faraci and Tannizzotto
[14] and Tang and Xiao [53].

Some authors considered the second order system (1) where the potential
function V' (¢,z) is quadratically bounded as |z| — oo. Berger and Schechter
[5] considered the case of (1) where B(¢) is a constant symmetric matrix that
is positive definite, and showed existence of solutions when the magnitude of
V.V (¢, x) is uniformly bounded, the potential is strictly convex, and if y(t) is a
T-periodic solutions of the linear system —¢ = Ay, then there exists a function
x(t) which is weakly differentiable with # € L?(I,R"™) and satisfies

T
/0 (V. V(t2(t)), y(t) ) dt = 0.

Han [17] gave conditions for existence of solutions when B(t) was a multiple
of the identity matrix, the system satisfies the resonance condition, and the
potential has upper and lower subquadratic bounds. Li and Zou [24] considered
the case where B(t) is continuous and nonconstant and the system satisfies the
resonance condition, and showed existence of solutions when the potential is
even and grows no faster than linearly. Tang and Wu [49] required the function
that satisfies the resonance condition to pass through the zero vector, and gave
upper and lower conditions for subquadratic growth of the magnitude of V' (¢, x)
without the requirement that the potential be even. Faraci [13] considered
the case where for each t € I, B(t) is negative definite with elements that
are bounded but not necessarily continuous and the potential has an upper
quadratic bound as |z| — oo, showing existence of a solution when the gradient
of the potential is bounded near the origin and exceeds the matrix product in
at least one direction.

We shall prove Theorems 1.1 — 1.7 in Section 3 after we introduce the op-
erator D in the next section. We use linking and sandwich methods of critical
point theory and then apply the monotonicity trick introduced by Struwe in
[42, 43] for minimization problems. (This trick was also used by others to solve
Landesman-Lazer type problems, for bifurcation problems, for Hamiltonian sys-
tems and Schrodinger equations.)

The theory of sandwich pairs began in [41] and [34, 35] and was developed
in subsequent publications such as [36, 37].



2 The operator D

In proving our theorems we shall make use of the following considerations.
We define a bilinear form a(-, -) on the set L2(I,R") x L?(I,R"),

(22) a(u,v) = (4,0) + (u,v).

The domain of the bilinear form is the set D(a) = H, cosisting of those periodic
z(t) = (21(t), -+ ,2n(t)) € L*(I,R") having weak derivatives in L?(I,R"). H
is a dense subset of L?(I,R™). Note that H is a Hilbert space. Thus we can
define an operator A such that u € D(A) if and only if v € D(a) and there
exists g € L?(I,R™) such that

(23) a(u,v) = (g,v), ve D(a).
If w and ¢ satisfy this condition we say Au = g.

Lemma 2.1. The operator A is a self-adjoint Fredholm operator from L*(I,R™)
to L?(I,R™). It is one-to-one and onto.

Proof. Let f € L?>(I,R™). Then
(W, f) < loll - £ < Mlollallfll, v e H.

Thus (v, f) is a bounded linear functional on H. Since H is complete, there is a
u € H such that
(u,v)g = (f,v), ve€H.

Consequently, u € D(A) and Au = f. Moreover, if Au = 0, then
(u,v)p =0, ve€H.

Thus, u = 0. Hence, A is one-to-one and onto.

For any two functions z,y € D(A),
(24) (Az,y) = (2,9) + (z,y) = (2, Ay).

Thus, A is symmetric. It is now easy to show that D(A) C D(a) is also a dense
subset of L?(I,R™). In fact, if f € L?(I,R") satisfies (f,v) = 0 Vv € D(A),
then w = A~1f satisfies (w, Av) = (Aw,v) = 0V v € D(A). Since A is onto,
w = 0. Hence , f = Aw = 0.

Next, we show that A is self-adjoint. Consider any u, f € L*(I,R"), and
suppose for any v € D(A),

(25) (u, Av) = (f,v).



Since A is onto and f € L?*(I,R"), there exists w € D(A) such that Aw = f.
Then using (24),

(u—w, Av) = (f,v) — (Aw,v) = 0.
Since u — w € L*(I,R™), we can find a v € D(A) such that Av = u — w, and
o — wl? = 0.

This implies © = w in the space L?(I,R"), and therefore u € D(A). Hence,
Au = Aw = f. m

Lemma 2.2. The essential spectrum of A is the null set.

Proof. By (2.1), A is linear, self-adjoint, and onto L?(I,R™).
Next, we note that
A ]l < | -

To see this, let f = Au. Then u = A~ f, and
(w,v)n = (f,v), veH

Thus,
lullFr < I Nl < IFN - Ilull-

Hence, |lul| < ||f]].

Now we show that the inverse operator A~! is compact on L?(I,R"). Let
(ux) be a bounded sequence in L?(I,R"), and let C' > 0 satisfy for each k,
|luk]| < C. By applying the inverse operator, let (zj) be the sequence such that
for each k, Az = uj. From the above statements, for each k, ||zx| < C. From
the definition of the operator A, for any z € D(A),

(Az,2) = (&,%) + (z,2) = |z|F > 0.

Hence, K = A~! is a positive compact operator, and the eigenvalues j. of K
are denumerable and have 0 as their only possible limit point. The eigenfunc-
tions ¢y, of K are also eigenfunctions of ~! = A and satisfy

1
Adp = — ¢ .
Kk

Since the values py are bounded and have no limit point except 0, there are
no limit points of the set (1/ug) and the essential spectrum of A is the null
set. O

We will use two theorems of Schechter [30] on bilinear forms to prove Lemma
2.5.



Theorem 2.3. Let a(-, -) be a closed Hermitian bilinear form with dense domain
in L?(I,R™). If for some real number N,

(26) a(u, w) + Nul* > 0,
then the operator A associated with a(-, -) is self-adjoint and o(A) C [-N, o).

Theorem 2.4. Suppose a(-, ) is a bilinear form satisfying the hypotheses of
Theorem 2.3. Let b(-, -) be a Hermitian bilinear form such that D(a) C D(b)
and for some positive real number K, for any u € D(a),

(27) b(u, u)] < Ka(u, u).
Assume that every sequence (uy) C D(a) which satisfies
(28) luell* + a(ur, ur) < C
has a subsequence (v;) such that

(29) b(v; — vk, v; —vE) — 0.

Assume also that if (28),(29) hold and v; — 0 in the L?*(I,R™) norm, then
b(vj, vj) = 0. Set

(30) c(u,v) = alu,v) + blu, v) .
and let A,C be the operators associated with a,c, respectively. Then

g.(A) = 0.(C) .

Let
n n T
(31) o) = =305 [ binle) + 80) (st
j=1k=1"0
and
(32) d(u,v) = a(u,v) + b(u,v).

We shall prove

Lemma 2.5. The operator D associated with the bilinear form d(-, -) under
assumption (B1) is self-adjoint. Its essential spectrum is the null set and there
exists a finite real value L such that o(D) C [—L,00). D has a discrete, countable
spectrum consisting of isolated eigenvalues of finite multiplicity with a finite
lower bound -L

(33) —o < —L< A<M < <. o< <.



To show the bilinear form b(-, -) is Hermitian, we can use the symmetry of
the matrix B(t) + I to rearrange the order of the finite summation,

_Zn:i/o (bjx(t) + 0ji) ur(t)v;(t) dt

j=1k=1

non T
_ZZ/O (bjr(t) + 0jx) vj(t)ur(t) dt

k=1 j=1

non T
-2 /O (brj (t) + O1y) v (L)ug(t) dt

k=1 j=1
= b(v,u).

b(u, v)

Also the magnitude of b(u) = b(u,u) is bounded by a multiple of the bilinear
form a(-, -) and satisfies (27),
()| < Kpllullfs s pm
< Kp (Mu]n)?
(34) < Kp-M?||ull3 = Ka(u) .

Consider a sequence (zy) C D(A) which is bounded by a constant C' in the
H norm. Then each term of the sequence satisfies

lokll> + alar) = 2@k, ar) + (dr, @r) < 2llaplll < 4C7.
Since,
(35) llull oo 1,y < Cllulle, we H,

we can find a subsequence (xz) which converges weakly in H and strongly in
L>°(I,R") and L?(I,R™) to some function z € H. Because the subsequence is
convergent in L>°(I,R™) it is also Cauchy under this norm. As 7,k — oo we
can apply (34) to show this subsequence satisfies (29),

(36) b(2; —ap)| < Kpllag — apliepny — 0.

If in addition the subsequence () converges to zero in L?(I,R"), the sub-
sequence must also converge in L (I,R") to the zero function, and

b(z;)—0.

Then the bilinear forms a(-, -) and b(-, -) satisfy the conditions of Theorem
2.4. The bilinear form d(-, -) is the sum of these two bilinear forms as in (30).
By this theorem, the operator D associated with this bilinear form has the
same essential spectrum as the operator A associated with the bilinear form
a(-, -).Now we show that for any constant € > 0 there exists a positive constant
K, such that

(37) [b(2)| < ell@]* + Kellz|* =€ D(A).



We can use (34) to find a constant Kp, and for any € > 0, let £ = ¢/Kp. Then
there is a constant C, which satisfies

()| < Kl o)
€ .
< Ko ( g ll? + Cellel? )
< el + (K- Colel?)

Setting K. = Kp - C¢ gives the stated inequality.To show d(-, -) is closed, first
apply (37) with e = 1/2. Thus there is a constant Cy such that

1
(38) [b(u)| < 5 a(u) + Collul®.
Now suppose a sequence (ug) C D(d) satisfies
(39) d(uj —ug) — 0,

and (ux) — w in L?(I,R"). The sequence is Cauchy in L*(I,R") and as j,k
increase
luj — u|* = 0.

Suppose that u ¢ D(d). Because the domains of d(-, -) and a(-, -) are the same,
u ¢ D(a). We have shown above that a(-, -) is closed, so the sequence cannot
be Cauchy and as j, k increase a(u; —uy ) does not approach zero. But by (39),

a(u; —ug) — bluj —ug) — 0.

Applying the inequality in (38) bounds the magnitude of each b(-, -) term, and
since a(u,u) > 0, the following inequality is satisfied,

a(u; —ur) — b(u; —ur) > Sa(u; —ur) — Colluj — ugl® .

Adding the last term to both sides leaves only the positive bilinear form on the
right side,

a(uj —ug) —b(u; —up ) + Colluy —upl|?
> ga(uj —uy)
>0.
As j, k increase the left side of this equation approaches zero so the center term
must also approach zero, a contradiction to the statement above. Therefore,
u € D(a) = D(d), and d(-, -) is also a closed bilinear form.

Next we show that there exists a positive constant N such that for any
z € D(a),

(40) d(z) + Nlz||* > 0.

10



For any positive constant € > 0 we can find K. which satisfies (37) and thereby
find a lower bound for b(x,x),

a(x) + b(x) + Njz[* > a(x) - elz]* - K]z|.

We have shown that d(-, -) is closed, and as the sum of two Hermitian bilinear
forms, d(-, -) is clearly Hermitian. Its domain is dense in L?(I,R™) and the N in
(40) satisfies the conditions of Theorem 2.3, so the operator D associated with
this bilinear form is self-adjoint and has its spectrum bounded below by —N.
We have shown that the essential spectrum of this operator is the null set, so
the spectrum is discrete and we can number the eigenvalues in increasing order,
and each eigenvalue is of finite multiplicity.

3 Proofs

Proof of Theorem 1.1.

Define the subspaces M and N of H as

N =EN), M=N", H=MoN.
k<l

Let

(41) Glz) = d(z) — 2 / V(t,z) dt.
I

We note that Hypothesis 1 implies

(42) G(v) <0, wveN.

In fact, we have
G(z) =d(z) — Q/V(t,x) dt < /[)\l,1|x|2 —2V(t,x)]dt <0, =z€ N.
I I

Note that there is a positive p > 0 such that
lz(t)] <m
when ||z|| g = p. In fact, we have |x(t)| < col|z||g. If © € M, then

 2plz?
d(x)

G(z) :d(x)—2/IV(t,x)dt2d(x)[1 ]>e>0.

Take
A = 0B,NM,

11



where
B, = {reH: || <p}

By Example 8, p. 22 of [37], A links B. Moreover,

(43) sup[—G] < 0 < inf[-G].
A

Hence, we may apply Corollary 2.8.2 of [31] to conclude that that there is a
sequence {x(®¥)} C H such that

(44) Gla®) = d(@®) — 2 / Vit 2® (1)) dt — ¢ <0,
I

45) (G @W),2)/2 = dz®, 2) /l VoVt a®) . 2(t)dt =0, zeH
and

46)  (G@®),2®)/2 = d@®) — /I VLVt 2®) - 2® gt 0,
Moreover, (44) and (46) imply that

(47) /I Ht, 2™ (1)) dt — —c.

If
pr = xM|la < C,

there is a renamed subsequence such that z(*) converges to a limit € H weakly
in H and uniformly on I. From (45) we see that

(G'(x),2)/2 =d(z,z) — /IVwV(t,x(t)) cz()dt =0, z¢€H,

from which we conclude easily that = is a solution of (1). On the other hand, if
pr = l|l2® || — oo,

let #(F) = 2(*) /p;.. Then there is a renamed subsequence such that #*) converges
to a limit Z € H weakly in H and uniformly on I. Let

z®) = p®) )y ®) e pro® e N

Since
d(z®) — 2 / Vit 2® (1)) dt /g2 — 0
I

and there is a constant ¢y > 0 such that

colle® |3 < d(w™®) — (™) + [|g®|?,

12



where g(*) is the component of 2(*) in N (D), we have
o = eola® [y < =24 *) + |5V +2 [ Vit.o O 0) e/} + o)
< = 20(5%) + [ +20 [ (590 + i) dt -+ o(1)
4+72M@+MMF+%?[ﬁ@Wdt

Hence, #(t) # 0. Let Q¢ C I be the set on which Z(¢) # 0. The measure of €
is positive. Moreover, |z(*)(t)| — oo as k — oo for t € Q. Thus,

/H@ﬂWmﬁg H(t, 2™ (1)) dt + W (t)dt — —oco
I Qo \Qo

by hypothesis. But this contradicts (47). Hence, the pj are bounded, and the
proof is complete.

Proof of Theorem 1.3. We note that Hypothesis 1 implies
(48) Gw)<Q, veN

where

Qz[W@ﬁ

In fact, we have
G(z) =d(z) — 2/V(t, x)dt < /[)\l,1|x|2 —2V(t,z)]dt <Q, z€ N.
I I
If x € M, we have by Hypothesis 2 that

(49) G(x)

v

dw) = [ Nla(®P di - Q
M =M)lz]* - Q> Q.

Y

By Theorem 3.17, p.26 of [37], M and N form a sandwich pair. We can now
follow the proof of Theorem 1.1 to come to the same conclusion.

Proof of Theorem 1.2 Let

y(t) = v + swy,

13



where v € N, s > 0, and wy € M is an eigenfunction of D corresponding to ;.
Consequently,

Gly) = sd(wo) + d(v) — 2 /1 Vit y(t)) dt

< As?lwoll? + M_r[lo]]® — 2 / WO dt + Q
I

< (=1 =Dl + 0 = )8 Jwoll* + @

— —o00 as 52+ v = oo,

where
Q:/W@ﬁ
1
Take
A = {veN:|vl|lg <R}U{swy+v:veEN,s>0,|swy+v|g =R}
B = 0B,NM,0<p<R.

By Example 3, p.38, of [31], A links B. Moreover, if R is sufficiently large,

(50) supG <0< e <inf@G.
A B

We may now apply Corollary 2.8.2 of [31] to conclude that that there is a
sequence {x(®¥)} C H such that

(51) G(z®) = d(z™) — Q/V(t,x<k>(t)) dt - c¢>e>0,
I
52) (G @™, 2)/2 = dz®, > / VoVt a®) . 2(t)dt =0, zeH
and
(53) (G (2, 2 /2 = d(x®)) — /v V(t,x®) . 2" dt — 0.
If

pe = 2™ < C,

there is a renamed subsequence such that z(*) converges to a limit 2 € H weakly
in H and uniformly on I. From (52) we see that

(G'(z),2)/2 =d(z, 2) /VVtm ~2(t)dt =0, z€H,
from which we conclude easily that x is a solution of (1). Moreover, (53) implies

(54) (™)) - / VLV (ha) - zdt = d(x).
I

14



Consequently,
(55) z® 5z
strongly in H. This means that
(56) Gla) = d(z) — 2/V(t,x) dt=c>c>0.
I
But
G(0) = —2/V(t,0) dt <0.

I

Hence, z(t) # 0. On the other hand, if
pi = ||z = o0,

we can follow the proof of Theorem 1.1 to obtain a contradiction. Thus py is
bounded, and the theorem is proved.

In proving Theorem 1.4 we merely replace H(t,x) by —H(t,x) in Theorems
1.1 and 1.2

Proof of Theorem 1.5.
In this case we have

H (k) H (k) «a
lim w > / lim (t,ixa) 170" > / V() |Z] > 0,
Qo Py Qo |$(k)| Qo

where g is the set where |2(t)(*)| — co. Moreover, & = 0 on Q; = I'\Qg. Since

v(t) > 0 a.e., it follows that £ = 0 a.e. The rest of the proof proceeds as before.

Proof of Theorem 1.6.
In this case we have

— [ H(t,z® — H(t,z® o
Tim #g/ nm%@(m g/ v(t) |Z] <0,
Qo Pk Qo |$( )l Qo

where Qg is the set where |z(t)*)| — co. Moreover, & = 0 on Q; = I'\Qq. Since
v(t) < 0 a.e., it follows that £ = 0 a.e. The rest of the proof proceeds as before.

Proof of Theorem 1.7.

Let
a =inf G(x).
M

15



There is a sequence {x(¥)} € M such that

(57) Ga®) = d(z®)y — 2 / V2™ @) dt - a,
I

B8)  (G'(a®),2)/2 = d@®, z) — /1 VoVt a®) . 2(t)dt =0, zeH
and
59 (@@®),2®)/2 = dz®) - /1 VLVt 2®) - 2® gt = 0.
Thus,

/IH(t,;z:(k)(t)) dt = —-G(z®) = —a.

This implies that
pe = lla®lg < C.

Hence, there is a renamed subsequence such that 2(%) converges to a limit z € H
weakly in H and uniformly on I. From (57) and (58) we see that

(60) G2) = d(z) — 2 /I V(L (b)) dt = a,

and

(G'(x),2)/2 =d(z,z) — /IVJV(t,x(t)) cz(t)dt =0, z¢€H,

from which we conclude easily that x is a solution of (1). Hence, z € M and
G(z) = a. This completes the proof.
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