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Abstract

Criterion choice is such a hard problem in information recovery and in estimation and inference. In the case of inverse problems with noise, can probabilistic laws provide a basis for empirical estimator choice? That is the problem we investigate in this paper. Large Deviations Theory is used to evaluate the choice of estimator in the case of two fundamental situations-problems in modelling data. The probabilistic laws developed demonstrate that each problem has a unique solution-empirical estimator. Whether other members of the empirical estimator family can be associated a particular problem and conditional limit theorem, is an open question.
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1 Introduction

Within the context of Large Deviations Theory, which involves rare events [11], we consider two fundamental situations that capture two basic approaches dealing with data and a (parametric) statistical model. We designate these two situations as $\alpha$ and $\beta$ problems. The $\alpha$-problem concerns selecting an empirical distribution from a parametric, in general, set when the source of the data is known. A problem of this form was first considered by Boltzmann in the 1870's. A heuristic approach discussed in [14] led Boltzmann to select an empirical distribution with the highest value of a quantity which some 70 years later was emphasized by Shannon [33]. At about the same time the entropy maximization method (MaxEnt) was promoted outside the area of the original problem by Jaynes [19]. Though many other researchers contributed substantially to this area it seems fair to call the $\alpha$-problem a Boltzmann Jaynes Inverse Problem. In this work we are interested in an empirical variant of the $\alpha$-problem, where instead of the true source only a data-based estimate is available. The other $\beta$-problem, we investigate, concerns a single empirical distribution and a parametric, in general, set of its possible sources. The focus of the empirical $\alpha$-problem is data-centric in attitude, as it uses data in the position of a source (generator) and a model in the position of data. In contrast the $\beta$-problem is model-oriented, as it uses the model in the form of a set of distributions in the source position.

In a recent work Kitamura and Stutzer [23], [24] recognize that Large Deviations Theory for Empirical Measures (Types) through its fundamental result which is commonly known as the Gibbs’ Conditioning Principle [9], [11], can be used to provide a probabilistic justification for an estimator we call Empirical MaxMaxEnt (EMME) estimator. No other empirical estimator satisfies Gibbs’ Conditioning Principle. Stated from a different point of view: any empirical estimator, other than EMME, violates a fundamental probabilistic law. However, the Gibbs’ Conditioning Principle is only pertinent to the $\alpha$-problem. It is thus correct to conclude that in the area of the empirical $\alpha$-problem an application of any empirical estimator other than EMME violates the Gibbs’ Conditioning Principle.

In the case of the $\beta$-problem recently developed Large Deviations Theorems for Sources [16] provide a probabilistic justification of the Empirical Likelihood (EL) method. This implies that in this context any empirical estimator other than EL violates these probabilistic laws.

The paper is organized as follows: first, the $\alpha$-problem is stated, the relevant Large Deviations Theorems for Types are mentioned and their consequences for how the $\alpha$-problem should be solved are demonstrated. Next, the empirical form of the $\alpha$-problem is introduced, and it is noted that application of any other method than the EMME would violate the Large Deviations Theorems. The continuous case of the empirical $\alpha$-problem presents a challenge and two ways how to achieve a solution are discussed. Then, the $\beta$-problem is formulated and it is discussed along the lines used in the $\alpha$-problem. Relevant Large Deviations Theorems for Sources are briefly surveyed and their implications for
solving the β-problem are drawn, next. The paper concludes with a summary that discusses the implications of our application of the probabilistic laws. An Appendix contains formal statements regarding relevant Large Deviations Theorems.

2 The α-problem and Large Deviations Theorems for Types

Assume a random sample \( X_1 = x_1, X_2 = x_2, \ldots, X_n = x_n \) is drawn from probability mass function (pmf) \( q \), that is defined on a finite support \( \mathcal{X} = \{ x_1, x_2, \ldots, x_m \} \). In Information Theory parlance, \( q \) is called a source, \( \mathcal{X} \) is the alphabet, and the random sample is a sequence of letters. Information theorists have an apt name for a frequency distribution, they call it a type or \( n \)-type and stress that it is induced by a sequence of length \( n \). Thus, a type \( \nu_n \) is an \( m \)-element vector, whose \( i \)-th element is the relative frequency with which the \( i \)-th letter occurred in a sequence of length \( n \).

Given the basic terminology, the α-problem can be informally stated as follows: there is the source \( q \) and a set \( \Pi_n \) of \( n \)-types and the objective is to select an \( n \)-type (one or more) from the set \( \Pi_n \). To solve the α-problem it is necessary to provide an algorithm-technique for selecting a type(s) from \( \Pi_n \) when only an information-quadruple \( \{ n, \mathcal{X}, q, \Pi_n \} \) is supplied.

Remarks: 1) If \( \Pi_n \) contains more than one type, then the problem becomes under-determined, and in this sense ill-posed.

2) It is more advantageous to state the problem in terms of a set of pmf’s \( \Pi \), to which the \( n \)-types have to belong. Obviously, \( \Pi_n \subset \Pi \).

3) The α-problem becomes non-trivial if \( \Pi \) does not contain the source \( q \). Such a feasible set is said to be rare.

Example 1. [15] Let \( n = 6, \mathcal{X} = \{ 1, 2, 3, 4 \}, q = [0.1 \ 0.6 \ 0.2 \ 0.1] \) and let \( \Pi \triangleq \{ p : 0 \leq p_1 \leq 1/3, \ 0 \leq p_2 \leq 2/3, \ 0 \leq p_3 \leq 2/3, \ 1/3 \leq p_4 \leq 2/3 \} \). The α-problem is to select a type(s) from \( \Pi \), when only the information-quadruple \( \{ n, \mathcal{X}, q, \Pi \} \) is given.

The part of Probability Theory commonly known as the Large Deviations Theory is concerned with rare events. Sanov’s Theorem, the basic Theorem of Large Deviations Theory for Types, states that the probability that the source \( q \) generates an \( n \)-type from an open set \( \Pi \) decays exponentially fast, as \( n \to \infty \). The decay rate is determined by the infimal value of the information divergence (Kullback-Leibler distance, minus relative entropy etc.) \( I(p||q) \triangleq \sum_{i=1}^{m} p_i \log \frac{p_i}{q_i} \) over \( p \in \Pi \).

Provided that the source \( q \) generated a type from a rare set \( \Pi \), it is of interest to know how the conditional probability is spread among the types; in particular as \( n \to \infty \). For rare sets of certain form, this issue is covered by the Conditional Limit Theorem. The theorem states that if \( q \) generated a type from a rare, convex and closed set \( \Pi \), then for \( n \to \infty \) it is with probability one a type which
is arbitrarily close to the $I$-projection $\hat{p}$ of the source $q$ on $\Pi$. The information projection, or $I$-projection for short, is defined as $\hat{p} \triangleq \arg \inf_{p \in \Pi} I(p|q)$.

The Conditional Limit Theorem (CoLT) suggests that, conditional on the rare $\Pi$, it is the $I$-projection $\hat{p}$ rather than $q$, which should be considered as the true iid source of data. Gibbs’ Conditioning Principle (GCP), an important strengthening of CoLT, captures this ’intuition’.

Let us finally note that the Large Deviations Theorems for Types (i.e., CoLT and GCP) also hold for the case of a continuous random variable $X$. In this case, the concept of type is defined via discretization and a suitable topology has to be introduced on the set of all probability measures with support $\mathcal{X}$. The Conditional Limit Theorem and Gibbs’ Conditioning Principle have a strengthening of CoLT, captures this ’intuition’.

The most commonly considered feasible set $\Pi$ is defined via moments; $\Pi \triangleq \{p : \sum_{i=1}^{m} p_i(u_j(x_i) - a_j) = 0, 1 \leq j \leq J\}$, where $u_j(\cdot)$ is a $u$-moment and $a$ is a $J$-vector of given numbers. In this case the $I$-projection of $q$ on $\Pi$ is known to belong to the exponential family $\mathcal{E}(X, \lambda, u) \triangleq k(\lambda) q(X) \exp(-\sum_{j=1}^{J} \lambda_j u_j(X))$, where $k(\lambda) \triangleq \sum_{i=1}^{m} q(x_i) \exp(-\sum_{j=1}^{J} \lambda_j u_j(x_i))$ is the normalizing constant.

**Example 2.** Let $\mathcal{X}$, $q$ and $n$ be the same as in the Example 1. Let $j = 1$, $u(x) = x$, $a = 2.6$. Thus, $\Pi = \{p : \sum_{i=1}^{m} p_i(x_i - 2.6)\}$. The set $\Pi_6$ contains eight 6-types, among which a type has to be selected.

The moment function $u(\cdot)$ can be viewed as a special case of a general, parametric $u(X, \theta)$-moment function, where $\theta \in \Theta$ is a (vector) parameter. The moment function $u(X, \theta)$ is commonly known as an unbiased estimating function. Given this base $\Pi$ turns into a parametric feasible set $\Pi(\theta) \triangleq \{p(\theta) : \sum_{i=1}^{m} p_i(\theta) u_j(x, \theta) = 0, \theta \in \Theta, 1 \leq j \leq J\}$.

**Example 3.** Let $\mathcal{X}$, $q$ and $n$ be the same as in the Example 1. Let $j = 1$, $u(x, \theta) = x - \theta$, $\theta \in \Theta$, where $\Theta \triangleq [1.7, 2.6]$. Thus, $\Pi(\theta) \triangleq \{p(\theta) : \sum_{i=1}^{m} p_i(\theta)(x_i - \theta)\}$.

The Conditional Limit Theorem and Gibbs’ Conditioning Principle have a significant bearing for the $\alpha$-problem, as they imply that at least for sufficiently large $n$ the problem has to be solved by means of the $I$-projection of $q$ on $\Pi$. If instead of the Relative Entropy Maximization method the Maximum Non-parametric Likelihood method which selects $\hat{p} \triangleq \arg \inf_{p \in \Pi} I(q|p)$ is used, then this method would for $n$ sufficiently large select a type that has conditionally almost a zero probability of occurring – an unfortunate modelling strategy.

### 2.1 Empirical $\alpha$-problem

The source $q$ is rarely known. If from $q$ a random sample of size $N$ can be drawn then it is possible to estimate the source by the sample-based $N$-type, and use it in place of $q$ in the $\alpha$-problem. This way the problem turns into the empirical $\alpha$-problem. Replacing $q$ by its sample estimate $\nu^N$ has an important implication: even if $\Pi$ was such that $\iota \in \Pi$, it would not necessarily belong to $\Pi$ (with respect to the sample estimate $\nu$). The empirical $\alpha$-problem consists of two ’ingredients’: the estimate $\nu^N$ of the source based on a sample of size $N$ and a set $\Pi$ of $n$-types. To make the
problem a bit harder, a parametric $\Pi(\Theta)$ will be assumed; and to make it a bit easier we assume that $n$ is sufficiently large so that instead of the set of $n$-types that are of necessity rational the set $\Pi(\Theta)$ of pmf’s can be used. This instance of the empirical $\alpha$-problem can be viewed as a problem of selecting a parametric pmf from $\Pi(\Theta)$ when an estimate $\nu^N$ of the true source $q$ is known. It seems reasonable to call $\Pi(\Theta)$ a parametric model of the source $q$, and view the problem of selecting $p(\theta)$ as a problem of estimating the ‘true’ value of $\theta$. Note that the model is used to form the parametric feasible set of types/pmfs.

**Example 4.** Let $X$, $q$, $\Pi(\Theta)$ be the same as in the Example 3. Let $N = 13$ and an $N$-sample induce $\nu^{13} = [2 9 1 1]$. This is the estimate of the true source $q$. Let $n$ be sufficiently large so that $\Pi(\Theta)$ is effectively a set of pmf’s. The empirical $\alpha$-problem is to select a pmf/type from $\Pi(\Theta)$ given the information-quadruple $\langle n, X, \nu^N, \Pi(\Theta) \rangle$.

Provided that $\Pi(\Theta)$ is a convex, closed set, if CoLT and GCP are applied to the empirical $\alpha$-problem this implies that

$$\hat{p}(\theta) = \arg\inf_{p \in \Pi(\Theta)} I(p(\theta)||\nu^N) \quad (1a)$$

with $\theta = \hat{\theta}$, where

$$\hat{\theta} = \arg\inf_{\theta \in \Theta} I(\hat{p}(\theta)||\nu^N) \quad (1b)$$

must be selected. The estimator $\hat{\theta}$ given by (1b) is known as the Maximum Entropy Empirical Likelihood [28] or Exponentially Tilted estimator [1], [2], [18], [23]; we call it Empirical Maximum Maximum Entropy (EMME) estimator. Information divergence is also known as minus relative entropy and minimization of the information divergence is equivalent to maximizing relative entropy. The suggested name arises from the fact that the equations (1a) and (1b), which define the EMME estimator, can be equivalently written in the form of a double maximization of the relative entropy, where the inner maximization is taken over $p \in \Pi(\Theta)$ and the outer maximization over $\theta \in \Theta$. The empirical attribute of the estimator stems for the fact that the source $q$ is replaced by its empirical estimate $\nu^N$.

Any other way of solving the empirical $\alpha$-problem would violate the conditional limit theorems.

2.1.1 **Empirical $\alpha$-problem: the continuous case**

To construct the analogous empirical $\alpha$-problem for continuous $\mathcal{X}$ is challenging. Though the true source $q(X)$ can be estimated by an $N$-type obtained by a discretization of the random sample, the feasible set contains continuous probability density functions (pdf’s).

There are two possibilities to solve this conflict: 1) construct a continuous estimate of the source (e.g., by a kernel estimator), or 2) use the Empirical Estimation trick (cf. [31], [28], Ch. 12) of creating another layer. This is done
by forcing the observed random sample to become a support $\mathcal{S}$ of a random variable $S$ with a uniform distribution $u$. (Alternatively, the trick could be explained as forming a Dirac-type estimator of the continuous source.) The feasible set $\Pi(\Theta)$ of pdf’s thus turns into a set $\Pi_S(\Theta) \triangleq \{p_S(\theta) : \sum_{j=1}^J p_S(s_j; \theta) u_j(x; \theta) = 0, 1 \leq j \leq J\}$ of pmf’s on the support $\mathcal{S}$.

To the continuous-$X$ case of the empirical $\alpha$-problem, transformed via the Empirical Estimation trick, the Large Deviations Theorems for Types can be applied. These Theorems dictate that we select

$$\hat{p}_S(\theta) = \arg \inf_{p_S \in \Pi_S(\Theta)} I(p(\theta)||u), \quad (2a)$$

with $\theta = \hat{\theta}$, where

$$\hat{\theta} = \arg \inf_{\theta \in \Theta} I(\hat{p}_S(\theta)||u) \quad (2b)$$

is the continuous-case EMME estimator.

Note that the Empirical Estimation trick could as well be applied in the case of discrete $X$ where it, obviously, can be collapsed into the formulation given in Section 2.1.

Kitamura and Stutzer [23] avoid the need for the two-level trick, by solving the discrete-continuous conflict as follows: assume that the continuous source $q(X)$ is known. Then we face the standard $\alpha$-problem, albeit with continuous random variable $X$. The Large Deviations Theorems single out the MaxMaxEnt estimator (cf. Eq. 3):

$$\hat{p}(X; \theta) = \arg \inf_{p(X) \in \Pi(\Theta)} I(p(X; \theta)||q(X)), \quad (3)$$

with $\theta = \hat{\theta}$, where

$$\hat{\theta} = \arg \inf_{\theta \in \Theta} I(\hat{p}(X; \theta)||q(X)). \quad (3)$$

There, the continuous $I$-divergence $I(p(X)||q(X)) \triangleq \int_{\mathcal{X}} p(X) \log \frac{p(X)}{q(X)} \lambda(dx)$ is used. The convex dual problem to (3) is:

$$\hat{\theta} = \arg \inf_{\theta \in \Theta} \sup_{\lambda \in \mathbb{R}} E_q \log \hat{p}(X; \lambda, \theta), \quad (4)$$

where $\hat{p}(X; \lambda, \theta)$ belongs to the exponential family $\mathcal{E}(X, \lambda, u(\theta))$. If instead of the continuous source $q(X)$ a random sample of size $N$ exists, only, (thus we face the continuous empirical $\alpha$-problem) – it seems reasonable to replace the expectation of (4) by its estimator $\frac{1}{N} \sum_{l=1}^N \log \hat{p}(X_l; \lambda, \theta)$. It is straightforward to see that the estimator obtained this way is identical to EMME estimator given by Eq. (2b).

In general, any empirical estimator based on a convex statistical discrepancy measure for which the implied probability distribution is not self-referential, can be obtained in the Kitamura Stutzer way.
3 The $\beta$-problem and Large Deviations Theorems for Sources

In the $\alpha$-problem, there is a source $q$ and a set $\mathcal{II}$ of $n$-types. The task is to select an $n$-type. The $\beta$-problem is, in a sense, opposite to the $\alpha$-problem.

In the $\beta$-problem there is an $N$-type $v^N$ and a set $\mathcal{D}$ of its possible $n$-sources, where an $n$-source is a rational pmf, such that all of its $m$ denominators are $n$. The task is to select an $n$-source from the set. Note that this problem is already in empirical form, as the type $v^N$ is an $N$-sample-based estimate of the true source $r$. To solve the $\beta$-problem a method for selecting an $n$-source from $\mathcal{D}$ is required, when the information quadruple $\{v^N, X, n, \mathcal{D}\}$ and nothing else is supplied. The most common case is when $n$ is sufficiently large, so that the set of rational $n$-sources can effectively be identified with the set of pmf’s.

Example 5. Let $\mathcal{X}$, $j = 1$, $u(x) = x$, $a = 2.6$ be the same as in the Example 2. And let $N = 13$, $v^{13}$ be the same as in the Example 4. Thus, the set of sources is $\mathcal{D}(\theta) \triangleq \{q : \sum_{i=1}^{m} q_i x_i = a\}$. Let $n$ be sufficiently large, so that $\mathcal{D}$ can be identified with a set of pmf’s. The $\beta$-problem is to select an $n$-source $q$ from $\mathcal{D}$ when the information-quadruple $\{n, \mathcal{X}, v^{N}, \mathcal{D}\}$ is supplied.

If $\mathcal{D}$ does not contain $v^N$ then it is a rare set. In contrast to the Large Deviations Theorems for Types there are Large Deviations Theorems for Sources [16]. The Static Sanov’s Theorem for Sources (LST) describes the asymptotic exponential decay of a probability that an $n$-source $q^a$ of the $N$-type $v^N$ belongs to an open set $\mathcal{D}$. The decay rate is provided by the supremal value of the $L$-divergence $L(q||v^N) \triangleq \sum_{i=1}^{m} v_i^N \log q_i$ of $q$ with respect to $v^N$, over $q \in \mathcal{D}$. The Static Conditional Limit Theorem for Sources (LCoLT) states that given that the $N$-type and an $n$-source from a rare convex closed set $\mathcal{D}$ has occurred, then asymptotically it is almost impossible to find a source other than those arbitrarily close to the $L$-projection $\hat{q}$ of $v^N$ on $\mathcal{D}$. The likelihood projection, or $L$-projection for short, is defined as $\hat{q} \triangleq \arg \sup_{q \in \mathcal{D}} L(q||v^N)$.

Thus, the $\beta$-problem should for sufficiently large $n$ be solved by selecting the $L$-projection of the observed $N$-type on the set of sources $\mathcal{D}$. Any other selection scheme would select a source which is asymptotically conditionally impossible. It is assumed in the Large Deviations Theorems for Sources that there is a prior distribution of sources.

Extensions of the Limit Theorems for Sources to the case of the continuous random variable $X$ are also possible; cf. [16].

Next consider the parametric case of the $\beta$-problem, where the feasible set of sources is defined by means of the $u(X, \theta)$-moments; $\mathcal{D}(\theta) \triangleq \{q(\theta) : q_j(\theta) u_j(X, \theta) = 0.1 \leq j \leq J\}$. The set $\mathcal{D}(\theta)$ can be interpreted as a parametric model of the true source $r$. The $\beta$-problem thus becomes a problem of selecting a source from $\mathcal{D}$ of the observed $N$-type $v^N$. It is useful to compare this problem with the parametric empirical $\alpha$-problem (Sect 2.1).

Provided that $\mathcal{D}(\theta)$ is a convex, closed, rare set, the Static CoLT for Sources
applies and suggests we select

$$\hat{q}(\theta) = \arg \sup_{q \in \mathcal{Q}(\Theta)} L(q(\theta)||\nu^N)$$

with $\theta = \hat{\theta}$, where

$$\hat{\theta} = \arg \sup_{\theta \in \Theta} L(\hat{q}(\theta)||\nu^N). \quad (5)$$

The estimator (5) is known as the Empirical Likelihood (EL) estimator.

In the above discussion $\mathcal{X}$ was assumed to be a finite set. The case of continuous $\mathcal{X}$ poses a challenge, similar to that of Sect 2.1.1. The random sample has to be discretized in order to form an $n$-type; on the other hand $\mathcal{Q}(\Theta)$ is a set of pdf’s. The discrete-continuous conflict can be resolved either via the Empirical Estimation trick, or through the Kitamura Stutzer [23] approach. They lead to the same continuous-case EL estimator, which is commonly considered in the literature, cf. [31], [28].

4 Summary

In an influential paper on the Empirical Likelihood (EL) method, Owen [30] noted that for the construction of an empirical estimator a distance-divergence measures other than the non-parametric likelihood could be used. Since this seminal article, several such discrepancy measures in the context of empirical estimation have been investigated. These include Kullback-Leibler divergence, Euclidean distance, and the Cressie-Read (CR) class of divergence measures [7], [8] that encapsulates the two previously mentioned and many other commonly used distance-divergence measures.

A considerable effort has been devoted to finding which of the discrepancy measures should be recommended. In order to solve this Criterion Choice Problem, investigations have focused on the finite sampling properties of the resulting empirical estimators [28]. Among other things it was found out that $i)$ all empirical estimators based on CR discrepancies share the same first-order asymptotic properties [2], $ii)$ EL is the only Bartlett correctable in the CR class [13], [20], [2], [4] $iii)$ EL should typically have lower bias than any other CR-based empirical estimator [29], $iv)$ Euclidean distance and other members of CR with negative value of CR parameter could lead to negative probabilities [31], $v)$ Euclidean Likelihood is easy to compute [25], [31], $vi)$ EL is less robust than EMME (the KL-based empirical estimator), in terms of Huber’s influence function [18], [34], $vii)$ across the CR class resulting empirical estimators exhibit for small samples different sampling behavior [2], [3], [26]; see also [21], [27], $viii)$ the empirical likelihood tests are more powerful than the alternative tests, in Hoeffding’s sense [22].

In this work we followed the observation of Kitamura and Stutzer [24], that Large Deviations Theorems for Types (i.e., Conditional Limit Theorem for Types and Gibbs’ Conditioning Principle) can be used to provide a probabilistic justification of the Empirical Maximum Maximum Entropy method. If this observation
is taken literally, it would imply that any other empirical estimator violates the fundamental probabilistic laws. However, Large Deviations Theorems for Types are pertinent to a certain, though very general, problem, only. We call it the $\alpha$-problem (cf. Sect 2).

There is also an equally general $\beta$-problem, which is in a sense opposite to the empirical $\alpha$-problem, to which recently developed Large Deviations Theorems for Sources apply. The Theorems imply that the $\beta$-problem has to be solved by maximization of the Non-parametric Likelihood criterion, which results into the Empirical Likelihood estimator.

To sum up: the two empirical estimators EMME and EL provide a solution to the respective two empirical problems. Any other empirical estimator when applied to the particular empirical problem would violate the respective Conditional Limit Theorem. For instance application of EL or any other estimator to the empirical $\alpha$-problem would lead to selection of such a parametric type/pmf which has asymptotically conditionally zero probability of happening – an unfortunate modelling strategy.

The probabilistic laws demonstrate that each of the two problems we have considered has a unique solution-estimator. The laws say nothing about the statistical properties of the resulting estimators. Neither the probabilistic laws say how one should choose among the two problems, which brings us face to face with the real world. Our interpretation of the empirical $\alpha$ and $\beta$-problems suggests that if one trusts the data more than the model, then the Data-centric empirical $\alpha$-problem and hence EMME estimator have to be considered. If one has more confidence in the model than in the data, then the Model-oriented $\beta$-problem and hence EL estimator should be selected. Statistical investigations of the robustness of EL and EMME with respect to incorrect problem choice (cf. [34]) could help to provide the needed guidance.

Empirical estimators other than EL and EMME must occupy problem spaces outside of the two problems we have considered. It is not known whether some of the remaining empirical estimators such as the Rényi or integer or non integer Cressie-Read Empirical Estimators can be associated with particular problems and conditional limit theorems. It is possible under certain conditions that the Exponential Empirical Likelihood (EEL) estimator [5] can be justified by sequential application of the Large Deviations Theorems for Types and Sources. Questions such as this relate to work in progress.

**References**


5 Appendix: Large Deviations Theorems

The basic reference on Large Deviations is [11]. A grasp of what is going on there can be gained from [6], [14], [10]. The results on the Large Deviations for Sources can be found at [16].

Let \( \mathcal{P}(X) \) be a set of all probability mass functions on the finite alphabet \( X \triangleq \{x_1, x_2, \ldots, x_m\} \). For a \( p \in \mathcal{P}(X) \) the support is \( S(p) \triangleq \{p_i : p_i > 0, 1 \leq i \leq m\} \). Let \( \pi(v^n; q) \) denote the probability that the source \( q \) generates an \( n \)-type \( v^n \), i.e., \( \pi(v^n; q) \triangleq \Gamma(v^n) \prod_{i=1}^{m} (q_i)^{v^n_i} \) where \( \Gamma(v^n) \triangleq \prod_{i=1}^{m} n_i! \). Consequently, for \( A \subseteq B \subseteq \mathcal{P}(X) \), \( \pi(v^n \in A|v^n \in B; q) = \frac{\pi(v^n \in A|q)}{\pi(v^n \in B|q)} \), provided that \( \pi(v^n \in B; q) \neq 0 \).

\( \Pi \subseteq \mathcal{P}(X) \) is rare if it does not contain \( q \), the true source. On \( \mathcal{P}(X) \) the relative topology is assumed.

Sanov’s Theorem (ST) [10] reads:

\( \textbf{(ST)} \). Let \( \Pi \) be a set such that its closure is equal to the closure of its interior. Let \( q \) be such that \( S(q) = X \). Then,

\[
\lim_{n \to \infty} \frac{1}{n} \log \pi(v^n \in \Pi; q) = -I(\Pi||q).
\]

Conditional Limit Theorem for Types (CoLT) [6], [11], is a direct consequence of ST.

\( \textbf{(CoLT)} \). Let \( \Pi \) be a convex, closed rare set. Let \( B(\hat{\rho}, \epsilon) \) be a closed \( \epsilon \)-ball defined by the total variation metric, centered at \( I \)-projection \( \hat{\rho} \) of \( q \) on \( \Pi \). Then for any \( \epsilon > 0 \),

\[
\lim_{n \to \infty} \pi(v^n \in B(\hat{\rho}, \epsilon)|v^n \in \Pi; q) = 1.
\]

Gibbs’ Conditioning Principle (GCP) [9], [11]:

\( \textbf{(GCP)} \). Let \( \mathcal{R} \) be a finite set. Let \( \Pi \) be closed, convex rare set. Let \( n \to \infty \). Then for a fixed \( t \)

\[
\lim_{n \to \infty} \pi(X_1 = x_1, \ldots, X_t = x_t | v^n \in \Pi; q) = \prod_{j=1}^{t} \hat{\rho}_{x_j}.
\]

In order to state the Large Deviations Theorems for Sources, it is necessary to introduce further terminology.

A probability mass function (pmf) from \( \mathcal{P}(X) \) is rational if it belongs to the set \( \mathcal{R} \triangleq \mathcal{P}(X) \cap \mathbb{Q}^m \). A rational pmf is \( n \)-rational, if denominators of all its \( m \) elements are \( n \). Set of all \( n \)-rational pmf’s \( q_n \) - called \( n \)-sources - will be denoted by \( \mathcal{R}_n \). Let \( \mathcal{B} \subseteq \mathcal{P}(X) \) be the set of sources.

\( n \)-sources \( q^n \) are assumed to have a uniform prior distribution \( \pi(q^n) \). If from \( \mathcal{R}_n \) \( n \)-source \( q^n \) occurs, then the source generates \( n \)-type \( v^n \) with probability \( \pi(v^n|q^n) \triangleq \Gamma(v^n) \prod_{i=1}^{m} (q_i^n)^{v^n_i} \).

The Large Deviations for Sources are concerned about the asymptotic behavior of probability \( \pi(q^n \in B|q^n \in \mathcal{B} \land v^n) \) that if the \( n \)-type \( v^n \) and an \( n \)-source \( q^n \) from a rare set \( \mathcal{B} \) occurred, then the \( n \)-source belongs to a subset \( B \) of \( \mathcal{B} \). Note
that \( \pi(q^n \in B \mid (q^n \in \mathcal{D}) \land \nu^n) = \frac{\pi(q^n \in B \mid \nu^n)}{\pi(q^n \in \mathcal{D} \mid \nu^n)} \); provided that \( \pi(q^n \in \mathcal{D} \mid \nu^n) > 0 \). The posterior probability \( \pi(q^n \mid \nu^n) \) is related to already defined probabilities \( \pi(\nu^n \mid q^n) \) and \( \pi(q^n) \) via Bayes's Theorem.

Static Sanov's Theorem for Sources (Static LST) [16]:

(Static LST). Let \( \nu^{n_0} \) be a type. Let \( \mathcal{D} \) be an open set of sources. Then, for \( n \to \infty \) over a subsequence \( n = kn_0, k \in \mathbb{N} \),

\[
\frac{1}{n} \log \pi(q^n \in \mathcal{D} \mid \nu^n) = L(\mathcal{D} \mid \nu^{n_0}) - L(P \mid \nu^{n_0}).
\]

\( \mathcal{D} \) is rare if it does not contain \( \nu^{n_0} \). Static Conditional Limit Theorem for Sources (LCoLT) [16]:

(Static LCoLT). Let \( \nu^{n_0} \) be a type. Let \( \mathcal{D} \) be a convex, closed rare set of sources. Let \( \hat{q} \) be the \( L \)-projection of \( \nu^{n_0} \) on \( \mathcal{D} \) and let \( B(\hat{q}, \epsilon) \) be a closed \( \epsilon \)-ball defined by the total variation metric, centered at \( \hat{q} \). Then, for \( \epsilon > 0 \) and \( n \to \infty \) over a subsequence \( n = kn_0, k \in \mathbb{N} \),

\[
\pi(q^n \in B(\hat{q}, \epsilon) \mid (q^n \in \mathcal{D}) \land \nu^n) = 1.
\]