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Abstract

Direct imaging of nanoparticle solutions by liquid phase transmission electron microscopy has enabled unique in-situ studies of nanoparticle motion and growth. In the present work, we report on real-time formation of two-dimensional nanoparticle arrays in the very low diffusive limit, where nanoparticles are mainly driven by capillary forces and solvent fluctuations. We find that superlattice formation appears to be segregated into multiple regimes. Initially, the solvent front drags the nanoparticles, condensing them into an amorphous agglomerate. Subsequently, the nanoparticle crystallization into an array is driven by local fluctuations. Following the crystallization event, superlattice growth can also occur via the addition of individual nanoparticles drawn from outlying regions by different solvent fronts. The dragging mechanism is consistent with simulations based on a coarse-grained lattice gas model at the same limit.
Main text

Nanoparticles (NPs), also known as artificial atoms, provide an ideal model system to study crystallization at the nanometer scale and above. This is because their physical properties can be tuned by changing their composition, size, and surface ligand, allowing for control over the interparticle interactions.¹ This offers an opportunity to uncover the interplay between entropic and enthalpic effects in the self-assembly process and perhaps, provide the necessary insights that would help guide the creation of large scale arrays suitable for future energy harvesting and optoelectronic device applications that rely on the bottom-up approach.²,³ Understanding the phase behavior of colloidal NP solutions from dispersions to two- and three-dimensional solids has considerable fundamental and practical importance.⁴,⁵

Most NP assemblies, however, are formed under empirically optimized, perhaps uncontrolled, drying conditions. Experimental studies of the fundamental mechanisms of assembly formation are very desirable since the final morphologies are very sensitive to different crystallization conditions including size, shape, solubility and surface ligand of the NPs, the evaporation rate of the solvent, inter-particle interactions, and particle-substrate interactions.⁶⁻¹³ The lack of such studies is even more notable in view of recent theoretical progress based on the Dzyaloshinskii-Lifshitz-Potaevskii model, the coupled-dipole method, and the coarse-grained lattice-gas models.¹,¹⁴ These have sought to explain how interactions
among NPs and solvent fluctuations affect final assembled structures, yet many of the predictions await experimental assessment.

In-situ optical microscopy was used successfully to quantify the real time and real space crystallization and melting of colloidal polystyrene microspheres, providing great insight into the forces between the particles and the factors influencing crystallization and melting.\textsuperscript{15-21} In NP assembly, where the size domain is below the diffraction limit of visible light, in-situ atomic force microscopy, optical microscopy, and small angle X-ray scattering have been the leading tools to study the nucleation and growth of NP clusters and the formation of superlattices at liquid/air and liquid/substrate interfaces.\textsuperscript{6,22-25} However, microscopic details of how single NPs position at potential lattice points of a growing superlattice remain elusive. With the recent development of in-situ liquid cells for transmission electron microscopy (TEM), it is now possible to extend these studies down to the nanoscale.\textsuperscript{26-28}

In this work, we employed liquid-phase TEM and observed the formation of Pt NP assemblies, in-situ, at the substrate/solvent/vacuum interface. The technique provides means to follow individual NP trajectories and to study in depth the evolution of the system to an ordered assembled state in real time. We demonstrate that during assembly, Pt NPs were mainly driven by the strong capillary force of the evaporating solvent front. We find that the assembly proceeds by several distinct steps. In the first, NPs are contracted and condensed by the rapidly moving solvent into amorphous agglomerates, which span several monolayers in thickness. These agglomerates then expand and flatten to a single NP thickness. At this point, local
fluctuations allow the system to relax to an ordered superstructure. These domains then grow by the subsequent addition of NPs, where capillary forces play an important role as well. Coarse-grained modeling provides a consistent picture with these experiments.

Pt NPs with 7.3 nm average diameter were synthesized by the reduction of ionic Pt precursors and dispersed in a 1:4 pentadecane: o-dichlorobenzene mixture with a small amount of oleylamine added in (see Methods for more detail). The NP solution was then loaded into the liquid cell reservoirs and the liquid cell was airtight for in-situ TEM observation. Such procedure provides approximately 30 minutes of viewing time. A schematic diagram of the liquid cell can be found in previous reports supporting information (SI).

Figure 1 summarizes the NP assembly formation obtained from a typical in-situ liquid TEM experiment (see also Movie 1). The electron beam has been used not only as an imaging tool but also as a driving force to evaporate the solvent locally from the illuminated area. Varying solvent thicknesses induced by the electron beam radiation can be seen as change in contrast as time progresses with thinner areas appearing as lighter contrast and thicker areas appearing as darker contrast (Fig 1a). Solvent evaporation nucleates at several spots which show up as bright circles in the first image and continue to expand until the solvent is gone in the final image. Similar patterns were observed during the evaporation of water.

We also tracked several NPs forming one large domain in the final stage. Their relative positions (corrected for thermal drift of the TEM – see SI for more details), corresponding to the red-squared area in the TEM images, are shown in Fig. 1b, Fig. S2, and Movie 2.
It is important to note that the length scale of the final ordered assembly is limited by the observation process, and the fact that evaporation is initiated at multiple independent sites. Nonetheless, we can track the motion of every particle associated with one evaporation zone, and in this way decipher the critical steps of NP assembly. Assembly driven by a single larger evaporation front, such as often occurs by ordinary evaporation in lab experiments outside the TEM, would likely follow the same microscopic steps, and further evidence for this will be shown below.

The motion of the NPs was captured with camera frame speeds of five to thirty frames per second, in order to track individual NPs with adequate precision. The thickness of the liquid sample with NPs was limited to less than 100nm. Under the current experimental setup, the NP Brownian motion was significantly suppressed. The gap between two SiNx windows was controlled by the height of indium spacer during fabrication steps but the actual thickness of the liquid sample could be thinner than the desired gap size, since excess solvent (o-dichlorobenzene) was dried during the sample loading. In this regime, the NPs motion is mainly determined by the formation of drying patches. As the drying patches expand, solvent fronts push the NPs to areas that are still wet by the solvent (Fig. 1a and Movie 1). The inter-particle distance continuously decreases until NPs eventually pack together in an ordered 2D phase (Figs. 1a and 1b).

This picture is also consistent with lattice-gas simulation results shown in Fig. 1c (see also Fig. S4 and Fig. S5) under low NP diffusivity, where in addition to diffusive
motion, NPs can also move as a result of solvent dragging (complete description of the lattice gas model and the dynamics is explained in Methods below, SI, and previous reports).\textsuperscript{14,32-34} The results shown in Fig. 1c illustrate several important points. In the limit where the self-assembled structures are determined by solvent fluctuations, dragging can provide a competing mechanism for NP assembly, even when the NP diffusivity is rather low. The resemblance between the final morphologies obtained here and our previous simulations which ignored dragging (not shown)\textsuperscript{33} is rather striking (see also Fig. 3 for the experimental comparison). Despite the fact that in the absence of evaporation the NPs’ mean square displacement (MSD) is quite low, dragging can move the NPs on length- and time-scales relevant for self-assembly, moving the particles across the detection window as they meet to form an ordered domain. The correlation between the morphologies obtained by the TEM experiments and the coarse-grained simulations further supports the importance of solvent dragging.

For each frame in Fig. 1a, we selected 51 NPs (same particles as in Fig. 1b) forming one large domain at the final assembly stage and calculated their two-dimensional projected surface coverage within the minimum convex polygonal area containing all the selected NPs. In Fig. 2 we show typical coverage plots corresponding to the trajectory shown in Fig. 1b. The behavior of the surface coverage of NPs can be divided into four regimes (1st: 0 sec to 20 sec, 2nd: 20 sec to 40 sec, 3rd: 40 sec to 58 sec, and 4th: 58 sec to 68.7 sec). In the first stage, the inter-particle distance decreases as NPs are dragged together by the evaporating solvent front. However,
the rate of evaporation is retarded due to capillary condensation in the second stage. As the inter-particle distance decreases, the solvent trapped between NPs exposes less surface to the atmosphere and evaporates more slowly.\textsuperscript{14,34} This leads to a retarded evaporation rate resulting in a slower increase of density in the second stage. During the third stage, density reaches its maximum level which indicates that the NPs have condensed, containing multiple layers of NPs. Upon completion of evaporation in the fourth regime, these multiple layers flatten out into ordered domains while maintaining maximum level of surface coverage. During the very last stage of assembly formation, solvent fluctuations compress the NPs onto the substrate to form a stable superlattice as the solvent dries completely.

In Fig. 2 we also plot the 2D bond orientational order parameter as a function of time for the same trajectory to quantify crystalline ordering of the selected NPs.\textsuperscript{17,20,35,36} The bond orientational order parameter is defined by:

\[ \Psi_6 = \left| \frac{1}{nn} \sum_{k=1}^{nn} \exp(6i\theta_{jk}) \right| \]

where \( \theta_{jk} \) is the angle of the bond between particle \( j \) and its neighbor \( k \), and \( nn \) is the number of nearest neighbors. Nearest neighbors were defined as NPs whose inter-particle separation fell below a cutoff value that was derived from the first minimum of the radial distribution function (Fig. S3).\textsuperscript{20} The value of \( \Psi_6 \) is 1 for an ordered structure on a triangular lattice and near 0 for a disordered lattice. \( \Psi_6 \) shows a small fluctuation before it abruptly spikes up around 57 sec to a value of \( \sim 0.5 \). The maximum value of \( \Psi_6 \) at the final stage is lower than 1 due to finite size effects. The most interesting observation is the abrupt increase of \( \Psi_6 \) that occurs after the
density of NPs plateaus (58 sec). This indicates that NPs form a very dense amorphous structure before crystallization. This is consistent with a two-step crystallization mechanism observed in nucleation of protein and micro-sized colloidal particles, where monomers first form an amorphous dense phase followed by crystallization. A similar two-step crystallization process has been demonstrated for the self-assembly of binary mixtures within a coarse-grained model.

Once under view in the TEM, the 200 kV electron beam radiation interacts strongly with the liquid. One effect we see clearly is beam-induced evaporation. Thus, a concern one may raise is related to the effects of the electron beam and TEM conditions on the self-assembly process. As a check, we have also compared the final assembled domain with superlattice structures formed by drop-casting on a SiNx membrane TEM grid. The SiNx membrane was prepared by the exact same fabrication process as for the SiNx windows of a liquid cell to ensure substrate interaction effects are identical. Figure 3 compares final domains from assemblies formed under electron beam irradiation and typical superlattice patterns resulting from a drop-casting experiment (see also Fig. S6 for simulated superlattice patterns with different coverage). Localized and heterogeneous drying condition in TEM due to the presence of the electron beam results in a smaller length scale and less uniformity of the superlattice formed in the TEM compared to the drop-casting experiment. However, beyond similarity between overall superlattice patterns for the two cases, the identical inter-particle distance indicates that the slightly overlapping NP ligand shells remain intact (Fig. S3).
We find that individual NPs follow different pathways to their ordered positions in the final assembled domain. Trajectories of selected NPs from Fig. 1b and their MSD are shown in Fig. 4a and 4b. Some NPs, labeled by scaled orange color, are continuously dragged by the solvent throughout the assembly formation in a small distance scale compared to the average MSD for the selected 51 NPs (green line). Other NPs, labeled by scaled blue color, follow a different pathway. They are dragged by the solvent at the beginning until they agglomerate into a sparse amorphous structure. Local fluctuations and further drying drives the NPs into their final ordered structure, as indicated by the decline in the slope of the MSD. Simulated trajectories in Fig. 4c also show that individual NPs dragged by the solvent front follow different pathways. Three NPs that show distinct dynamics are enlarged and marked in red, brown, and blue squares. The blue NP is carried across a large distance by the solvent front, while the other NPs cover a relatively small distance. In addition, depending on how the solvent front recedes, NPs that are close to each other at early times before assembly occurs (red and brown squares) can end at quite different locations in the assembled domain. The individual NP trajectories are not only affected by the capillary forces imposed by the solvent but also by local fluctuations that lead to distinct dynamics for individual NPs.

In previous studies, convective transport of microparticles by capillary forces was found to be a main factor governing growth of domains as well as nucleation.\textsuperscript{15,43} In Fig. 5 (see also Movie 3) we show that this indeed is the case here as well. NPs first
form small ordered domains. These domains then grow by the addition of individual NPs, where a freely moving NP, marked with an arrow, adds to an ordered array of NPs. The left column displays TEM images and the right column the corresponding images with a rainbow color overlay to clarify the solvent boundary and dried areas. The color scheme shows the white areas as low contrast regions due to drying of the solvent. Over the entire observation time NPs in the ordered array are blinking which indicates the rapid changes in their crystal orientation, demonstrating that they are still in wet conditions. The tagged NP approaches the array and fluctuates continuously upon contact until it fills the vacancy. While in ordinary nucleation theory the mobility of single particles is Brownian-like, in the present case, it seems to be coupled strongly with the drying vapor front.

In-situ liquid cell TEM observation is the only method we know of that can offer the types of trajectories shown here, so it is desirable to determine if there are other additional effects besides evaporation that the beam could have on the sample. Possible effects include mechanical momentum transfer, atomic displacement, bond breakage, heating, radiolysis, and charging amongst numerous others. We see no strong evidence that any of these processes alter the trajectories. We have calculated the beam induced heating and it is very small. We have calculated the degree of momentum transfer and it too is very small. It is more difficult to make any definitive statements regarding chemical changes induced by the beam. There is no question that the e-beam could be chemically perturbative, and it will require substantial more study to fully establish if this is happening. The close similarity in the final structures between those observed here and those obtained by standard
evaporation techniques shows that at least the e-beam does not change the final outcome of the assembly process.

In this paper, we used a liquid phase TEM to image the drying-mediated self-assembly of NPs in real time. As the solvent evaporates under electron beam irradiation, NPs are dragged by the receding solvent front to form an ordered superlattice array. The superlattice formation is composed of several steps and actual crystallization takes place after the NPs are contracted into a dense disordered phase. In addition, domains can continue to grow by the addition of NPs that are dragged by capillary forces. Lattice gas simulation results provide a consistent picture when the motion of NPs is governed by solvent fluctuations and capillary forces rather than Brownian motion. Our work provides experimental tools needed to better understand the mechanisms of drying-mediated self-assembly at the level of single NP dynamics.
Methods

Synthesis of Pt nanoparticles and preparation of liquid cell sample. Pt NPs were prepared by following previously reported method with modification.\textsuperscript{29} A total of 0.05 mmol of Pt ions ((NH\textsubscript{4})\textsubscript{2}Pt(IV)Cl\textsubscript{6}: 80\% and (NH\textsubscript{4})\textsubscript{2}Pt(II)Cl\textsubscript{4}: 20\%), 0.75 mmol of tetramethylammonium bromide, and 1.00 mmol of poly(vinylpyrrolidone) (in terms of the repeating unit; M\textsubscript{w} 29 000) were dissolved into 10 mL of ethylene glycol in a 25 mL round-bottom flask at room temperature. This solution was heated to 180 °C in an oil bath at 60 °C/min and kept at 180 °C for 20 min under argon flow and magnetic stirring. After formation of dark brown solution, it was cooled to room temperature. Acetone (90 mL) was added and black suspension was separated by centrifugation at 3000 rpm for 10 min. The black product was re-dispersed in 20 mL of ethanol and precipitated by adding excess amount of hexane. This cleaning process was repeated two or three times. Resulting Pt NPs were dispersed in excess amount of oleylamine for further ligand exchange reaction and refluxed overnight in an oil bath under mild stirring. NPs were separated from the solution by centrifugation at 14000 rpm for 30 min. Obtained Pt NPs were soluble in organic solvents. For in-situ liquid cell experiment, here, Pt NPs were dispersed in organic solvent mixture (\textit{o}-dichlorobenzene : pentadecane : oleylamine = 100 : 25 : 1 in volume ratio). As-prepared Pt NPs solution in solvent mixture was loaded into two reservoirs of liquid cell by micro-pipette. Liquid sample was exposed ambient condition for a while to ensure that \textit{o}-dichlorobenzene dries out before sealing. Vacuum grease was applied on one side of copper aperture grid with a hole size of
600 micrometers. Liquid cell was covered with vacuum grease applied aperture grid for airtight environment.

**Coarse-grained lattice gas simulation.** Simulations have been performed in 3D with a lattice gas Hamiltonian defined by:

\[
H = -\varepsilon_t \sum_{ij} \ell_i \ell_j - \mu \sum_i \ell_i - \varepsilon_n \sum_{ij} n_i n_j - \varepsilon_{n\ell} \sum_{ij} n_i \ell_j - \varepsilon_{\ell s} \sum_{ij} \ell_i s_j - \varepsilon_{ns} \sum_{ij} n_i s_j,
\]

where the sums run only over nearest neighbors on a rectangular 3D lattice, \(\ell_i, n_i\), and \(s_i\) are binary variables roughly proportional to the density of the solvent, NPs and substrate at site \(i\), respectively (0 for low density or 1 for high density). \(\varepsilon_t, \varepsilon_n, \varepsilon_{n\ell}, \varepsilon_{\ell s}, \text{ and } \varepsilon_{ns}\) are the liquid-liquid, NP-NP, liquid-NP, liquid-substrate, NP-substrate interfacial energies, respectively, and \(\mu\) is the chemical potential (for more details, see references.\(^{14,32-34}\)) The dynamics are stochastic both for solvent density fluctuations and for NP diffusion, where balance is preserved. The NPs undergo a random walk on the lattice, biased by their interactions. We attempt to displace a NP by single lattice spacing in a random direction every \(N_c\) solvent moves (defined below), but only if the region into which the NP moves is completely filled with liquid. To mimic the low mobility of NPs we choose a large value for \(N_c\) (typically 3 orders of magnitude larger than our previous simulations). Such a move is accepted with the Metropolis probability \(P_{acc} = \min[1, \exp(-\beta \Delta H)]\), where \(\beta\) is the inverse temperature and \(\Delta H\) is the energy difference between the new and old configuration. Liquid moves are more evolved to include, in a primitive way, “dragging” of the NPs.
by the receding solvent front. We attempt to convert a randomly chosen lattice cell $i_{\text{rnd}}$ occupied by the solvent ($\ell_{i_{\text{rnd}}} = 1 \rightarrow 0$), but only if at least one of the adjacent lattice cells contains vapor. In addition, if at least one of the neighboring cells is occupied by NPs, we attempt to “drag” the NP in the opposite direction of the cell $i_{\text{rnd}}$ with a probability $\xi$ (i.e. not every evaporation move includes a dragging attempt), but only if the region into which the NP moves is filled with liquid. This evaporation/dragging move is accepted with a different Metropolis probability $P_{\text{acc}} = \min[1, \exp(-\beta \Delta H) \frac{n}{\bar{n}}]$, where $n$ is the number of NPs adjacent to cell $i_{\text{rnd}}$ and $\bar{n}$ is the number of NPs that are allowed to move. Similarly, reverse moves are included for condensation with the corresponding Metropolis probability, preserving balance.
Figure 1: In-situ observation of superlattice formation by liquid phase TEM and lattice gas modeling. (a) TEM snapshots from Movie 1 at different times. The scale bar is 100 nm. (b) Relative positions (corrected for thermal drift of the TEM sample) of selected 51 NPs taken from the red-squared area (120 nm x 120 nm) in Fig. 1a. The scale bar is 20 nm. (c) Top view of assembly formation obtained from lattice gas modeling. Selected NPs are enlarged and colored with black, green, red, and blue to signify their motion. Time from left to right correspond to 15000, 25000, 25600, 26400, and 27000 in Monte Carlo (MC) units, respectively for coverage $\rho = 30\%$, chemical potential $\mu = -3\frac{1}{4}\varepsilon_{\ell}$, temperature $T = \varepsilon_{\ell}$, and interfacial energies $\varepsilon_{ns} = \frac{1}{2}\varepsilon_{\ell}$, $\varepsilon_{\ell s} = \varepsilon_{\ell}$, and $\varepsilon_{n} = 2\varepsilon_{\ell}$. Image size corresponds to approximately $200\times200$ nm$^2$. 
Figure 2: Surface coverage of NPs and the 2D bond orientational order parameter, a measure of crystalline ordering, as a function of time. Results are shown for the same trajectory of Fig. 1b.
Figure 3: TEM images of NPs assembly formed under electron beam irradiation (panels (a) and (b)) and drop casting (panels (c) and (d)) on SiNx TEM grid. The scale bar is 100 nm.
Figure 4: Individual NPs motion in liquid phase TEM observation and lattice gas modeling. (a) Trajectories of selected individual NPs from Fig. 1b for a time step of $\delta t = \frac{1}{3}$ sec. The time variable is labeled with blue and orange color scale for different types of trajectories. Black color indicates final stage of movement. The scale bar is 20 nm. (b) MSD of individual NPs shown in panel (a) with the same color scale along with the average MSD of the selected 51 NPs (green line). (c) Trajectories from lattice gas simulations. Selected NPs are enlarged and colored with red, brown, and blue to signify their motion. Time increases from left to right, for times (in MC steps) 1000, 1200, 1400, and 1600, respectively. Parameters are identical to those in Fig. 1 for a coverage of $\rho = 10\%$, chemical potential $\mu = -3\frac{1}{8}\varepsilon_\ell$, and temperature $T = 2\varepsilon_\ell$. Image size corresponds to approximately $50 \times 50$ nm$^2$. 
Figure 5: NP addition onto domain of superlattice. (a) – (f) Snapshots from Movie 3 at different times (left frames) and a corresponding color map with rainbow color scale (right frames). Contrast of rainbow color was calibrated such that white color corresponds to dried area. Arrow indicates a NP that moves laterally and rotates until it adequately fills in a vacancy in domain. The scale bar is 25 nm.
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1. Movie 1, 2, and 3

Movie 1: In-situ TEM movie for superlattice formation under evaporation of solvent played 5 times faster than real time scale.

Movie 2: Trajectories of selected 51 NPs after correcting thermal drift effect.

Movie 3: In-situ TEM movie for individual NP’s addition onto ordered domain played 3 times faster than real time scale.

2. Liquid cell fabrication process and TEM sample preparation

Liquid cell was fabricated based on previously reported procedures by Haimei Zheng et al. with controlled thickness of indium spacer which determines the thickness of liquid loaded. Schematic design for liquid cell and fabrication processes can be found in previous reports and Fig. S1.1,2

3. NPs tracking method

Recognizing and linking all NPs positions in every time step from TEM movie was not efficient by currently accessible particle tracking algorithms because NPs are overlapped each other while they form dense agglomerates and some NPs are dragged by solvent over the limit that can be detected by algorithm in a given time frame.3 In addition, non-zero background contrast compared to NPs due to the presence of solvent prohibits efficient detecting process. For image analysis shown
in main manuscript, 51 NPs forming an assembled domain in the final stage were selected from final frame of Movie 1 and tracked in inverse time sequence. Two dimensional position of these selected NPs in different time frames were taken by combination of single-particle tracking method developed for live cell imaging and Image-J software package released by National Institutes of Health. After taking position of NPs with 1/3 sec time interval, center of 51 NPs and their relative positions for each time frame were calculated for the correction of thermal drift effect as follow:

$$(C_x, C_y) = \left( \frac{1}{N} \sum_{i=1}^{N} x_i, \frac{1}{N} \sum_{i=1}^{N} y_i \right); \quad (R_{x_i}, R_{y_i}) = (x_i - C_x, y_i - C_y)$$

where $(x_i, y_i), (C_x, C_y), and (R_{x_i}, R_{y_i})$ are original position, center of NPs, and relative position, respectively for $N$ number of NPs. Entire trajectories of 51 NPs obtained from this process are shown in Fig. S1.

4. Lattice gas model

Simulations have been performed in 3D with a lattice gas Hamiltonian defined by:

$$H = -\varepsilon_\ell \sum_{ij} \ell_i \ell_j - \varepsilon_n \sum_{ij} n_i n_j - \varepsilon_\ell \varepsilon_n \sum_{ij} n_i \ell_j - \varepsilon_\ell \varepsilon_s \sum_{ij} \ell_i s_j - \varepsilon_n \varepsilon_s \sum_{ij} n_i s_j - \mu \varepsilon_\ell \sum_{i} \ell_i,$$

where the sums run only over nearest neighbors on a rectangular 3D lattice, $\ell_i, n_i,$ and $s_j$ are binary variables roughly proportional to the density of the solvent, nanoparticles and substrate at site $i$, respectively (0 for low density or 1 for high
density). \( \epsilon_\ell, \epsilon_n, \epsilon_{n\ell}, \epsilon_{\ell S}, \) and \( \epsilon_{nS} \) are the liquid-liquid, NP-NP, liquid-NP, liquid-substrate, NP-substrate interfacial energies, respectively.

The specific choice of interaction parameters follows the guidelines described in our previous work. To prevent aggregation of nanoparticles in the presence of the liquid, we take \( \epsilon_\ell < \epsilon_{n\ell} \). In addition, the attraction between the nanoparticles is taken to be larger than the attraction between the nanoparticles and the liquid, i.e., \( \epsilon_{n\ell} < \epsilon_n \), so that the nanoparticles tend to aggregate in the absence of liquid. More specifically, we set \( \epsilon_{n\ell} = \frac{3}{2} \epsilon_\ell \) and \( \epsilon_n = 2 \epsilon_\ell \) in all the results reported in this work.

The last term in the above equation represents the chemical potential, \( \mu \), and is used to establish the average concentration of liquid and vapor cells at equilibrium. A large negative value of \( \mu \) will favor evaporation, while positive values will favor wetting. The crossover from wetting to evaporation occurs at \( \mu = -3 \epsilon_\ell \) for the present model. Since the vapor pressure of the nanoparticles and the substrate is negligibly small, we do not include a chemical potential for these species in the Hamiltonian. In other words, the binary variables associated with the nanoparticles and the substrate (\( n_i \) and \( s_i \), respectively) conserve the corresponding densities (conserved order parameter), while the binary variable representing the liquid does not conserve density (nonconserved order parameter).

The dynamics are stochastic both for solvent density fluctuations and for NP diffusion, where balance is preserved. The NPs undergo a random walk on the three dimensional lattice, biased by their by their interactions with each other, with liquid cells, and with the substrate. The diffusion rate is controlled by how often we
attempt to displace the nanoparticles compared to the solvent moves (defined below). In detail, we attempt to displace a NP by single lattice spacing in a random direction every $N_\ell$ solvent moves, but only if the region into which the nanoparticle moves is completely filled with liquid. To maintain solvent density, the void cells left behind the moving nanoparticle are filled with liquid, compensating for the liquid cells overtaken by the nanoparticle in its move. Thus, the nanoparticle moves can be considered as swapping locations between the nanoparticle and the adjacent liquid cells which it displaces. This constraint mimics the very low mobility of nanocrystals on a dry surface. It also provides an additional coupling between the kinetics of evaporation and nanoparticle phase separation. Such a move is accepted with the Metropolis probability:

$$P_{acc} = \min[1, \exp(-\beta \Delta H)],$$

where $\beta$ is the inverse temperature and $\Delta H$ is the energy difference between the new and old configuration. To mimic the low mobility of NPs we choose a large value for $N_\ell$ (typically 3 orders of magnitude larger than our previous simulations).

In our original work, liquid moves where quite simple. We attempted to convert a randomly chosen lattice cell $i$ that is not occupied by a nanoparticle or the substrate, from liquid to vapor (or from vapor to liquid), $\ell_i \rightarrow 1 - \ell_i$ only if at least one of the adjacent lattice cells, $j$, contains vapor, i.e., if it satisfies $\ell_j + s_j + n_j = 0$. This constraint is applied to both condensation and evaporation to ensure that balance is retained. The direct outcome of this constraint is that evaporation occurs layer by layer (although not necessarily homogeneously for each layer), and the formation of
bubbles (i.e., boiling) is practically never observed. In addition, this constraint also inhibits the formation of configurations, where nanoparticles that are located far from the substrate become surrounded only by vapor cells. The solvent moves are then accepted with the above Metropolis probability, \( P_{\text{acc}} = \min[1, \exp(-\beta \Delta H)] \).

In the present study, liquid moves are more evolved to include, in a primitive way, "dragging" of the NPs by the receding solvent front. We attempt the same evaporation move described above. However, in addition, if at least one of the neighboring cells is occupied by NPs, we attempt to "drag" the NP in the opposite direction or in the direction of the cell \( i \), depending on whether cell \( i \) was filled with liquid or not, respectively, but only if the region into which the NP moves is filled with liquid (as before Solvent density in lattice cells overtaken by this displacement is regenerated in the wake of the moving nanoparticle.). The probability to attempt to drag the NP is given by \( \xi \) (for the results described in this work \( \xi = 0.001 \)). In the case that an evaporation move is followed by a dragging move, the Metropolis probability needs to include also the Hastings proposal density:

\[
P_{\text{acc}} = \begin{cases} 
\ell_i = 1 & \min[1, \exp(-\beta \Delta H)\frac{n}{\bar{n}}] \\
\ell_i = 0 & \min[1, \exp(-\beta \Delta H)\frac{n'}{\bar{n}}]
\end{cases}
\]

where \( n \) is the number of NP adjacent to cell \( i \) and \( \bar{n} \) the number of NP that are allowed to move.
5. Additional figures

Figure S1: Fabrication process of liquid TEM cell.
Figure S2: Trajectories of relative position of selected 51 NPs from Movie 1.
Figure S3: TEM images and radial-distribution functions of NPs assemblies formed under electron beam irradiation (panels (a)) and drop casting (panels (b)) on SiNx TEM grid. The scale bar is 100 nm.
Figure S4: Simulated trajectory showing the full time range from an initial random phase to the assembled phase. Time frames for each image from top left to bottom right are 0, 1000, 2000, 3000, 4000, 10000, 15000, 20000, 22500, 25000, 25200, 25400, 25600, 25800, 26000, 26200, 26400, 26600, 26800, 27000 in MC units, respectively. Darker yellow color indicates NPs closer to substrate. Parameters are specified in the caption of Fig. 1.
Figure S5: Simulated trajectories showing how NPs are dragged by the solvent front (upper right corner in each image). Time frame from left to right are 900, 1300, 1700, and 2100 in MC steps, respectively. Parameters are identical to those in Fig. 1 with $\mu = -3 \frac{1}{4} \epsilon_\phi$ and $T = 2 \epsilon_\phi$. 

Figure S6: Simulated superlattice patterns with varying coverage of NPs under low NP diffusivity. Parameters are the same as in Fig. 4S.
