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ABSTRACT

Background and objective: Probabilistic topic models provide an unsupervised method for analyzing unstructured text. These models discover semantically coherent combinations of words (topics) that could be integrated in a clinical automatic summarization system for primary care physicians performing chart review. However, the human interpretability of topics discovered from clinical reports is unknown. Our objective is to assess the coherence of topics and their ability to represent the contents of clinical reports from a primary care physician’s point of view.

Methods: Three latent Dirichlet allocation models (50 topics, 100 topics, and 150 topics) were fit to a large collection of clinical reports. Topics were manually evaluated by primary care physicians and graduate students. Wilcoxon Signed-Rank Tests for Paired Samples were used to evaluate differences between different topic models, while differences in performance between students and primary care physicians (PCPs) were tested using Mann–Whitney U tests for each of the tasks.

Results: While the 150-topic model produced the best log likelihood, participants were most accurate at identifying words that did not belong in topics learned by the 100-topic model, suggesting that 100 topics provides better relative granularity of discovered semantic themes for the data set used in this study. Models were comparable in their ability to represent the contents of documents. Primary care physicians significantly outperformed students in both tasks.

Conclusion: This work establishes a baseline of interpretability for topic models trained with clinical reports, and provides insights on the appropriateness of using topic models for informatics applications. Our results indicate that PCPs find discovered topics more coherent and representative of clinical reports relative to students, warranting further research into their use for automatic summarization.

© 2015 Elsevier Ireland Ltd. All rights reserved.

1. Introduction

The primary care physician’s (PCP) role is to deliver comprehensive care to their patients. Irrespective of the complexity of a patient’s medical history, the PCP is responsible for organizing and understanding relevant problems to make informed decisions regarding care. Unfortunately, PCPs have high time demands, with a large portion of time involved in indirect patient care (reading, writing, and searching for data in
support of patient care) [1]. While the use of automated tools and overviews/summaries for patient records have been studied to facilitate this time consuming process, efforts have been limited to a narrow range of tasks and basic, superficial temporal representations [2–6]. As physicians continue to struggle with how much control they have over their time to deliver an increasing number of services and patient-centered care in managerially driven organizations, they would benefit from utilities that expedite the medical chart review process by providing meaningful automated summaries that assist in answering clinical questions [7]. The development of a model that captures the expression of key concepts could help alleviate some of the time burden felt by PCPs.

Automatic summarization of clinical documents is an active area of research, both in general [8,9] and specifically in the clinical domain [10]. A key component of developing an automatic summarization system is finding concept similarity, which represents abstract connection between different words beyond their usage and meaning [10]. In small, well-defined domains, it has been shown that ontology-based methods work well [11,12], but it remains an open problem in broader domains and in general has not been translated to most summarization systems [10]. Topic modeling is a method designed for identifying such abstract connections, so it could potentially be leveraged to achieve concept similarity for summarization systems in the clinical domain.

Probabilistic topic models for language have been widely explored in the literature as unsupervised, generative methods for quantitatively characterizing unstructured free-text with semantic topics. These models have been largely discussed for general corpora (e.g., newspaper articles), and have been developed for many uses, including word-sense disambiguation [13], topic correlation [14], learning information hierarchies [15], and tracking themes over time [16,17]. In the biomedical domain, work has investigated the use of topic models to evaluate the impact of copy and pasted text on topic learning [18], better understanding and predicting Medical Subject Headings (MeSH) applied to PubMed articles [19], and exploring the correlation between Federal Drug Administration (FDA) research priorities and topics in research articles funded under those priorities [20]. Recently, topic models have been employed in the clinical domain in problems such as cased-based retrieval [21]; characterizing clinical concepts over time [22]; and predicting patient satisfaction [23], depression [24], infection [25], and mortality [26]. Additional work has been performed in using topic modeling methods to search for relationships between themes discovered in clinical notes and underlying patient genetics [27].

Exposing topics directly to PCPs through an integrated visualization is a possible mechanism for automatic summarization and information filtering of clinical records [28]. However, such a system would require that topics are human-interpretable and accurately reflect the contents of the medical record. While there has been work to evaluate the interpretability of topic models for general text collections [29,30], no work has investigated the ability of a topic model to extract human-interpretable topics from clinical free-text. Clinical documents pose additional challenges in that they contain specialized information that requires significant training and experience to understand. As a result, using lay people as evaluators is probably insufficient for a clinical topic model as they would underperform due to a lack of domain knowledge rather than a lack of topic coherence.

In this paper, we present such an evaluation and compare the results of a topic model at several levels of granularity as interpreted by PCPs and lay people. While previous studies have had physicians evaluate topics from clinical text [24], to the best of our knowledge, no work has sought to compare topic interpretability between target users (PCPs) and baseline lay persons as method for evaluating the ability of a topic model to capture specialized themes. Our goal is to establish that a basic topic model is capable of discovering coherent topics that are representative of clinical reports.

2. Background

Seminal work in exploring latent semantics in free-text includes latent semantic indexing (LSI) [31], which applies singular value decomposition (SVD) to a weighted term-document matrix to arrive at a lower-rank factorization that can be used to compare the similarity of terms or documents. Through the contextual co-occurrence patterns of words in the matrix, the technique can overcome the problems of synonymy and polysemy. Probabilistic LSI (PLSI) [32] models the joint distribution of documents and words using a set of latent classes. Each document is represented as a mixture model of latent classes (“topics”) that are defined as multinomial distributions over words. Thus, generating a word requires selecting a latent class based on its proportion in the document and then sampling a word based on that latent class’ word distribution. The model is fit using the expectation maximization (EM) algorithm [33].

Latent Dirichlet allocation (LDA) [34] is a bag-of-words model that is similar to PLSI in that documents are mixtures of word-generating topics. However, LDA goes a step further and proposes a generative model for document-topic mixtures using a Dirichlet prior on a document’s topic distribution. LDA assumes topics exist in a Dirichlet-distributed latent space, from which document multinomial topic mixtures are drawn. A topic may then be sampled from the topic multinomial, which indexes individual topics from which words are drawn to generate documents. The inclusion of a Dirichlet prior has the benefit of mitigating overfitting, which is a limitation of PLSI [18].

2.1. Topic evaluation

LDA models are typically evaluated by computing the likelihood that a held-out document set was generated by a model fit to training documents [35]. Such likelihood metrics are objective and generalize well to different model configurations and data collections. In addition, they provide performance feedback during parameter fitting. Indirect evaluation of topic models may be performed in combination with a classifier, such as a support vector machine (SVM) model, trained on topic model generated features for a particular task.

While the above evaluations inform how well a topic model fits to data (under model assumptions) and the utility
3. Methods

3.1. Data collection

Our data collection consisted of medical reports for patients with brain cancer, lung cancer, or acute ischemic stroke collected by identifying patients from an IRB-approved disease-coded research database. In total, the data set consisted of 936 patients, with a total of 84,201 medical reports. As our use-case of interest for the topic models was to support an automatic summarization system for PCPs, we filtered this collection by report type to select those reports composed primarily of uncontrolled free-text that summarize a patient’s episode of care. When evaluating a new patient, PCPs perform a process of information summarization through chart review using these types of reports, selectively drilling-down to more specific information when needed to address a specific clinical question. We therefore selected progress notes, consultation notes, history and physicals (H&Ps), discharge summaries, and operative reports/procedures/post-op notes from our total set of reports, resulting in 20,161 reports from 924 patients (12 patients did not have a report of interest) that we used to fit topic models. The median number of reports for a patient was 13. The minimum was one report and the maximum was 260 reports. These reports were preprocessed to remove punctuation, stop words, words that occurred in fewer than five documents, and words that occur in every document. Protected health information (PHI) and numbers were also removed automatically using regular expressions. The resulting dataset consisted of 17,993 unique tokens and 5,820,160 total tokens.

3.2. Topic models

In this work, we sought to establish a baseline level of topic interpretability using a general form of topic model, LDA. To compare the interpretability of LDA topics with differing degrees of granularity, three models were fit: one with 50 topics, one with 100 topics, and one with 150 topics. Models were fit in 4000 iterations of Gibbs sampling using MALLET software [37], which was configured to use hyperparameter optimization, a 200 iteration burn-in period, and a lag of 10.

3.3. Model likelihood

To compare goodness-of-fit across models, the document collection was randomly split, with 80% of all documents used for training and 20% held out for testing. After training, the held-out log-likelihood was then computed for each model using “left-to-right” sampling [35], which estimates \( P(\text{Word}/\omega, \theta) \). Resulting likelihoods were normalized by the number of tokens in their respective set. The split into train and test sets was used only for computing predictive model likelihood for comparison across models. The subsequent word and topic intrusion tasks were performed using models fitted to all documents.

3.4. Word intrusion task

To gauge the human interpretability of topics, we used the tasks of word intrusion and topic intrusion. In the word intrusion task subjects look at a list of six randomly ordered words and are asked to select the word that “does not belong.” Five of the words are the most probable words given the topic, with the other word having a low probability in the topic. Low probability words are selected by randomly choosing from the least probable 20 words in a topic, with the constraint that the selected word must also be a top five word probability-wise in a different topic. Table 1 shows five example word intrusion questions from each topic model. The precision of a topic model is then the fraction of subjects who correctly identify the intruding word. For model \( m \) and topic \( t \), let \( \omega^m_t \) be the index of the intruding word and \( \omega^m_s \) be the index of the intruder selected by subject \( s \), with \( S \) representing the total number of subjects. Model precision (MP) may then be calculated as:

\[
\text{MP}_t^m = \frac{1}{S} \sum_s I(\omega^m_t = \omega^m_s)
\]
3.5. Topic intrusion task

In the topic intrusion task, subjects are shown four randomly ordered topics and a report. Three of the topics are those that best summarize the words contained in the displayed report, and one of the topics has a low probability in the report (selected similarly to the word intrusion task). Subjects are asked to select the topic that “does not belong” in the report. As seen in Table 2, for each topic, the five most probable words are displayed (i.e., there are four lists, each with five words). For model $m$, let $\hat{\phi}_d^m$ represent the point estimate of the topic proportions vector for document $d$, and let $\hat{m}_{d,s}$ be the intruding topic selected by subject $s$ and $\hat{m}_{d,s}$ be the true intruding topic, with $S$ representing the total number of subjects. The topic log odds (TLO) may then be calculated as:

$$\text{TLO}_d^m = \frac{1}{S} \sum_s \log \frac{\hat{m}_{d,s}}{\hat{m}_{d,s}} - \log \hat{m}_{d,s}$$

3.6. Topic evaluators

In order to detect if the topic model is learning specialized clinical themes, we sought to compare the performance of PCPs with baseline laypersons who had no formal training in medicine. Therefore, PCPs and informatics students were surveyed on the interpretability of topics from each of the three models using the word intrusion and topic intrusion tasks. Thus, 10 randomly selected topics from each model and five randomly selected reports were evaluated by each subject for the word intrusion task and the topic intrusion task, respectively. Subjects were recruited via email and evaluations were performed using a web interface, with each subject receiving identical instructions on how to complete the tasks.

### Table 2 – Topic intrusion task example. Participants are asked to pick the topic that does not belong in the accompanying report. In this example, topic 7 is the intruder.

<table>
<thead>
<tr>
<th>Randomly ordered topics</th>
<th>93</th>
<th>78</th>
<th>7</th>
<th>23</th>
</tr>
</thead>
<tbody>
<tr>
<td>pulmonary status</td>
<td>clear</td>
<td>mca</td>
<td>count</td>
<td></td>
</tr>
<tr>
<td>respiratory failure</td>
<td>rate</td>
<td>cx</td>
<td>blood</td>
<td></td>
</tr>
<tr>
<td>intubated</td>
<td>abdomen</td>
<td>artery</td>
<td>sodium</td>
<td></td>
</tr>
<tr>
<td></td>
<td>nontender</td>
<td>trach</td>
<td>potassium</td>
<td></td>
</tr>
</tbody>
</table>

3.7. Statistical analysis

Model precision and topic intrusion scores were averaged over trials and subjects. Additionally, the time taken to select an answer was recorded for each subject and the median was found for each model size. For each of the tasks, performances between the models were compared using Wilcoxon Signed-Rank Tests for Paired Samples with alpha equal to 0.05. Differences in performance between students and PCPs were tested using Mann–Whitney U tests for each of the tasks.

#### Table 3 – Held-out log-likelihood scores for different LDA models fit to clinical text collection.

<table>
<thead>
<tr>
<th># Topics</th>
<th>Held-out log-likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>–7.1951</td>
</tr>
<tr>
<td>100</td>
<td>–7.0906</td>
</tr>
<tr>
<td>150</td>
<td>–7.0360</td>
</tr>
</tbody>
</table>

3.8. Automated topic coherence

To investigate if student and PCP determinations of interpretability correspond with automatic measures of topic coherence, we calculated the pointwise mutual information (PMI) for each topic. PMI has been used previously in evaluating topic models [30,38], and measures the statistical independence of observing two words in close proximity within a text collection. Following previous work, we analyze the top 10 words within each topic, and determine their co-occurrence using a sliding window of 10 words within the corpus of clinical reports. PMI is then calculated over the 10-word windows as follows:

$$\text{PMI}(w_i, w_j) = \log \frac{p(w_i, w_j)}{p(w_i) \cdot p(w_j)}$$

Using the top 10 words from each topic results in (10/2) (i.e., 45) PMI scores per topic, which were then averaged and compared to average word intrusion results for PCPs and students using the Spearman correlation coefficient.

4. Results

Models required approximately 75–90 min to train on a desktop-grade computer. Table 3 details the results of the held-out log-likelihood analysis. Using log-likelihood, LDA is better able to fit to the data as the number of topics increases, a trend also observed in the literature [29]. Additionally, we noticed that topics, as expected, became more granular as the number of topics increased. For example, the 50 topic model has a single topic for lung disease (pulmonary, pneumonia, pleural, lung, effusion) while the 150 topic model has separate topics for pleural effusion (effusion, pleural, pericardial, daily, moderate) and pneumonia (pulmonary, lung, pneumonia, lob, cough). The 150 topic model also has separate topics for pacemaker (pacemaker, lead, atrial, ventricular, pacing) and valve repair (valve, aortic, repair, post, endocarditis) while the 50 topic model combines the two (repair, pacemaker, valve, closure, post).
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### 4.1. Word intrusion task

For the word intrusion task, there were 28 total respondents composed of 17 PCPs and 11 informatics students. Table 4 shows example topics and their precision results from each model for PCPs and students. Both PCPs and students performed best in terms of both time and precision on the 100 topic model. The median precision of PCPs using the 100 topic model was 70% and the median time to make a selection was 9.5 s. This performance was significantly better than the 50 and 150 topic models in terms of precision ($p = 0.001$ and $p = 0.01$, respectively), but the improvement was not statistically significant in terms of time ($p = 0.06$ and $p = 0.20$, respectively) (Fig. 1a, c).

Students took a median time of 11.5 s and achieved a median precision of 60% using the 100 topic model. This performance was significantly better than the 50 and 150 topic models in terms of time ($p = 0.045$ and $p = 0.045$, respectively) (Fig. 1b, d). In terms of precision, it was significantly better than the 50 topic model ($p = 0.025$), but not the 150 topic model ($p = 0.091$). PCPs performed significantly better than students in terms of both time ($p = 0.027$) and model precision ($p = 0.015$).

### 4.2. Topic intrusion task

For the topic intrusion task, there were 20 total respondents, with 9 PCPs and 11 informatics students. As the topic

---

**Table 4 - Example PCP and student topic precision results with median PMI score for each model.**

<table>
<thead>
<tr>
<th># Topics</th>
<th>PCP precision</th>
<th>Student precision</th>
<th>Median PMI</th>
<th>Topic</th>
<th>Top words</th>
<th>Intruding word</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.94</td>
<td>0.81</td>
<td>0.31</td>
<td>18</td>
<td>coronary, disease, artery, pressure, cardiac</td>
<td>intact</td>
</tr>
<tr>
<td></td>
<td>0.58</td>
<td>0.27</td>
<td>0.88</td>
<td>34</td>
<td>lung, lobe, upper, lymph, surgery</td>
<td>abdominal</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.1</td>
<td>−0.08</td>
<td>70%</td>
<td>prn, mca, bid, iv, daily</td>
<td>course</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>0.63</td>
<td>0.97</td>
<td>61</td>
<td>femoral, lower, vascular, extremity, foot</td>
<td>recurrence</td>
</tr>
<tr>
<td></td>
<td>0.65</td>
<td>0.45</td>
<td>−0.09</td>
<td>68</td>
<td>continue, plan, bid, bp, hr</td>
<td>scan</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>−0.90</td>
<td>52</td>
<td>intact, scan, mri, ph, normal</td>
<td>large</td>
</tr>
<tr>
<td>150</td>
<td>0.94</td>
<td>0.64</td>
<td>1.05</td>
<td>12</td>
<td>surgery, risks, discussed, surgical, benefits</td>
<td>ccr</td>
</tr>
<tr>
<td></td>
<td>0.53</td>
<td>0.45</td>
<td>0.25</td>
<td>28</td>
<td>pain, emergency, room, episode, blood</td>
<td>cath</td>
</tr>
<tr>
<td></td>
<td>0.18</td>
<td>0</td>
<td>−0.10</td>
<td>120</td>
<td>respiratory, blood, normal, neurologic, care</td>
<td>mri</td>
</tr>
</tbody>
</table>

---

**Fig. 1 – Time and precision box plots for word intrusion task.** Median selection times and precisions were found for each topic model size for both primary care physicians (a, c) and informatics students (b, d) performing the word intrusion task.
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intrusion task is more time consuming than the word intrusion task, fewer PCPs participated. Both students and PCPs spent the least amount of time to make selections when using the 100 topic model. The median time required for PCPs to make selections using the 100 topic model was lower than that for the 50 topic model (74 vs. 64 s) and the log odds achieved was higher (−1.06 vs. −1.48), but neither were significantly different (p = 0.47 and p = 0.21, respectively) (Fig. 2a, c). The median time required for selections using the 150 topic model was slightly higher (69 s) and the median log odds was higher (−0.87), but these were also not significantly different from the PCP results for the 100 topic model.

Students also had the lowest median selection time using the 100 topic model (107 s), but it was not significantly different from the selection times using the 50 topic model (132 s, p = 0.72) nor the 150 topic model (137 s, p = 0.92) (Fig. 2d). However, students also had the lowest log odds for the 100 topic model (−3.29), which was significantly lower than that achieved using the 50 topic model (−2.23, p = 0.04) and the 150 topic model (−1.67, p = 0.02) (Fig. 2b). Again, doctors performed significantly better than students in terms of both time and log odds (p = 0.0028 and p = 0.0039, respectively).

Results of the topic intrusion task were highly dependent on the probability of the lowest probability relevant topic. In cases where the probability of this topic was low, subjects had a harder time distinguishing it from the intruding topic.

Combining results across models, physicians had a median log odds of −0.18 for the eight documents with a third topic probability greater than 0.1 compared to a median log odds of −1.50 for the seven documents with a third topic probability less than 0.1. Students had a similar trend with a median log odds of −1.80 for documents with a high third topic probability and a median log odds of −2.81 for documents with a low third topic probability.

Fig. 2 – Time and log odds box plots for topic intrusion task. Median selection times and mean log odds were found for each topic model size for both primary care physicians (a, c) and informatics students (b, d) performing the topic intrusion task.

4.2.1. Automated topic coherence

Table 5 shows the results of the automated topic coherence analysis broken down by model and evaluator. The model fit with 100 topics has the best performance for both PCPs and students, with the model fit with 50 topics performing the worst for both groups. Example PMI scores for individual topics may be seen in Table 4.

<table>
<thead>
<tr>
<th># Topics</th>
<th>PCP PMI</th>
<th>Student PMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>−0.17</td>
<td>−0.30</td>
</tr>
<tr>
<td>100</td>
<td>0.49</td>
<td>0.39</td>
</tr>
<tr>
<td>150</td>
<td>0.16</td>
<td>0.07</td>
</tr>
</tbody>
</table>
5. Discussion

Although the models performed better in terms of log-likelihood with increasing numbers of topics, more topics did not translate to increased human interpretability. The 100 topic model performed significantly better than the other models with respect to the word intrusion task for both PCPs and students. These findings were reinforced by the results of the automatic coherence analysis, which determined that the 100-topic model discovered the most coherent topics. On inspection of the topics, we noticed differences in topic granularity that help to explain these results. The 50 topic model learned broad topics that at times contained common words that were not related in any obvious way. In contrast, the 150 topic model learned topics that were more focused, and grouped less-common words that together were not always distinguishable from the random intruder.

We observed that PCPs performed significantly better than students on both word and topic intrusion tasks, and required significantly less time. As students and PCPs should achieve similar results interpreting general language topics, observed differences between the groups in this study are most likely a result of the PCPs’ specialized clinical knowledge and experience. Our results thus indicate that the topics learned by the models capture the specialized concepts specific to clinical documents. If plotted as a percentage of a patient’s medical reports over a discrete time period (e.g., plot the average topic probability over all reports discretized by day), we believe these topics warrant further investigation for use in an automatic summarization system. In such a system, a user could review historical timelines for each topic, which would provide a PCP with a temporal orientation of medical events, and guide them to relevant documents.

A previous study by Resnik et al. presented topic model output to a clinician to evaluate the quality of topics trained on clinical text [24]. Their model was trained on Twitter data from depression patients and the resulting topics were evaluated by a clinical psychologist to determine which would be relevant in assessing a patient’s level of depression. The evaluation used in their study was more targeted as the physician was looking for topics that were not only cohesive, but also related to the target medical condition. While their approach is qualitatively useful, it relies wholly on a single physician’s intuition. As noted by Lau et al. [30], intuitive ratings of topics do not always correspond with the ability to perform intrusion tasks. We therefore believe that the current approach provides a more rigorous evaluation of the coherence or a topic derived from clinical text.

We found that when fit to a collection of clinical reports, LDA model to better suit the clinical reporting environment. For example, maintaining word ordering with n-grams and including structured variables that capture report contents, patient characteristics, and temporal relationships (e.g., report type, demographics, lab results, etc.) could produce topics more reflective of clinical care. While this information was not explicitly included in the current model, some of it is reflected in the text and is therefore captured in the topics generated (see supplemental material). Nevertheless, it is possible that some report metadata could improve the quality of the topics generated and prior work on general text collections could be adapted for such a model [17,39].

A limitation of this work is the relatively small sample size. Clinical reports contain information that requires specialized training to understand, as demonstrated by the significant difference in performance between students and PCPs. Because we needed to accommodate PCPs’ clinical schedules, we sought to limit the amount of time required from subjects to one hour with the hope of maximizing participation while still acquiring enough data to establish significance. The topic intrusion task required interpreting reports and was therefore more time consuming, and thus fewer PCPs participated.

While the results presented here indicate that topic models can learn interpretable clinical concepts, work remains in order to translate them into a complete automatic summarization system. In a real-time system, it would be impractical to relearn topics every time a new document was added to the database. The topics, therefore, would not necessarily be optimal for new documents. For instance, if a new treatment is introduced for a given disease, it might not exist in the vocabulary of the documents used to train the model, resulting in an inability for the topics to reflect an association between the treatment and disease. A system could address this issue by periodically relearning topics using new documents, but would need to balance between consistency and plasticity. Future studies should investigate the progression of topics over time and the effect on a summarization system.

6. Conclusion

In this work we have established a baseline for the interpretability of topics learned from clinical text. While the clinical relevance of the topics was not tested, clinicians significantly outperformed lay subjects, indicating that interpretable topics capturing specialized medical information can be discovered, an important first step in utilizing them in an automatic summarization system. These results were obtained using a general topic model without any modifications for clinical reporting or additional information from clinical knowledge sources. This is an encouraging result as models tailored to clinical reporting would likely provide even greater interpretability. Our future work includes developing models that account for the various forms of data (e.g., free-text, numeric, coded) and temporal dependencies that exist in the medical record, and measuring their performance in an automatic summarization system.
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