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A NOTE ON A ONE-SIDED, CHEBYCHEV-TYPE INEQUALITY

Given knowledge of a finite variance, semivariance, and mean, how tight of an upper bound can be placed on the probability of an outcome which is k standard deviations below the mean? With knowledge of a finite mean and variance only, it is a well-known result that the smallest upper limit is determined by Chebychev's inequality: \( \Pr(X < E(x) - k\sigma) \leq 1/k^2 \). In this note it will be shown that, by using the semivariance, a sharper bound can be placed on the area in the lower tail. This lower tail area is of interest in economics—and particularly agricultural and development economics—because of its relation to safety-first criteria. An example of safety first, drawn from agricultural economics, is the following: choose a cropping plan to maximize income subject to a predetermined probability of not making less than some critical amount. In development, Nakajima, Wharton, and Roumasset use safety-first models to analyze production decisions of low-income farmers. Wright provides an application to the 19th century cotton industry, Telser applies it to hedging, and Boussard and Petit use a safety-first model to explain cropping patterns. For a review of the theoretical discussions of the different safety-first rules, see Pyle and Turnovsky.

The alternative to using a Chebychev-type inequality with information on the semivariance is to actually specify a distribution, use Chebychev's inequality incorporating higher moments, or use an approximation function such as the Edgeworth series or Pearson system of distributions (see Walsh). Using Chebychev's inequality is a reasonable alternative if the process—like agricultural production (Day)—has considerable probability mass in the tails.

This note will derive the semivariance version of Chebychev's inequality, compare it to the variance version, and provide a brief example of its use drawn from California agriculture.
Let \( x \) be distributed as \( F \) with mean \( \text{Ex} \). Its semivariance is defined as

\[
\sigma^2 = \int_{-\infty}^{\text{Ex}} (x - \text{Ex})^2 \, dF
\]

and its semistandard deviation is \( \sigma^* = \sqrt{\sigma^2} \). The Chebychev inequality in terms of the semistandard deviation is

\[
\text{prob} \ (x \leq \text{Ex} - k\sigma^*) \leq \frac{1}{k^2}.
\]

(1)

The proof follows the proof of Chebychev's inequality using the variance. Since

\[
\int_{-\infty}^{\text{Ex} - k\sigma} (x - \text{Ex})^2 \, dF + \int_{\text{Ex} - k\sigma}^{\text{Ex}} (x - \text{Ex})^2 \, dF = \sigma^2
\]

then \( \int_{-\infty}^{\text{Ex} - k\sigma^*} (x - \text{Ex})^2 \, dF < \sigma^2 \). The function \( (x - \text{Ex})^2 \) is at least as large as \( k^2\sigma^2 \) on the interval \( (-\infty, \text{Ex} - k\sigma^*) \) so

\[
\sigma^2 > \int_{-\infty}^{\text{Ex} - k\sigma^*} (x - \text{Ex})^2 \, dF \geq k^2\sigma^2 \int_{-\infty}^{\text{Ex} - k\sigma^*} \, dF
\]

or

\[
\frac{1}{k^2} \geq \int_{-\infty}^{\text{Ex} - k\sigma^*} \, dF = \text{prob} \ (x \leq \text{Ex} - k\sigma^*).
\]

To see that the semivariance inequality is tighter than the variance inequality, let \( k = m\sigma/\sigma^* \) where \( \sigma \) is the standard deviation. Substituting for \( k \) in the semivariance inequality yields

\[
\text{prob} \ (x \leq \text{Ex} - m\sigma) \leq \frac{1}{m^2} \frac{\sigma^2}{\sigma^2}.
\]

(2)
Thus, the use of semivariance improves the Chebychev inequality by the factor \( \sigma^2 / \sigma^2 \). When the distribution is symmetric, this factor is one half, which is a dramatic improvement.

To illustrate the extent of the improvement that can be expected in the Chebychev bound, consider the case of crop yields and revenues in Kern County, California (table 1). The yields (revenues) of alfalfa, cotton lint, potatoes, and sugar beets were predicted from regression of yield (revenue) on a constant term, and the dependent variable lagged one and two time periods. The variance and semivariance of these predictions have as their major components the variance and semivariance of the error terms of these regressions, so that statements about likelihood of getting yields (revenues) m standard deviations from the predicted value can be constructed from these statistics. Table 1 gives the predicted yields and revenues as well as their standard deviation and the ratio of semivariance to variance. As an example of how to use the table, the probability of getting a cotton yield of 1.59 bales per acre (which is two standard deviations below the mean) is less than 1/4 using the upper bound from the variance inequality and less than .14 (which is \( 1/2^2 \cdot \sigma^2 / \sigma^2 \)) using the semivariance inequality in form (2). In general, the column labeled "Ratio of Prediction Semivariance to Variance" gives the improvement of the semivariance inequality over the variance inequality. As was expected from Day's earlier work on agricultural yields in a Pearson system, the improvement is not the 1/2 that would result from a symmetric distribution.

One final note on the table. The revenues (and apparently incomes) of sugar beets were stabilized by the government over much of the sample period, and this stabilization is reflected in the miniscule probability of having revenues below their mean for each crop.
Table 1. Means, Standard Deviations, and Ratios of Semivariance to Variance For Predicted Yields and Revenues of Four California Crops

<table>
<thead>
<tr>
<th>Activity</th>
<th>Mean of Prediction (per acre)</th>
<th>Standard Deviation of Prediction, σ</th>
<th>Ratio of Prediction Semivariance to Variance, σ^2/σ^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alfalfa</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yield</td>
<td>7.22 tons</td>
<td>.50</td>
<td>.40</td>
</tr>
<tr>
<td>Revenue</td>
<td>$365</td>
<td>53.</td>
<td>.41</td>
</tr>
<tr>
<td>Cotton Lint</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yield</td>
<td>2.17 bales</td>
<td>.29</td>
<td>.56</td>
</tr>
<tr>
<td>Revenue</td>
<td>$451</td>
<td>65.</td>
<td>.48</td>
</tr>
<tr>
<td>Potatoes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yield</td>
<td>2.36 tons</td>
<td>1.54</td>
<td>.44</td>
</tr>
<tr>
<td>Revenue</td>
<td>$1746</td>
<td>311.</td>
<td>.43</td>
</tr>
<tr>
<td>Sugar Beets</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yield</td>
<td>12.88 tons</td>
<td>3.59</td>
<td>.52</td>
</tr>
<tr>
<td>Revenue</td>
<td>$493</td>
<td>128.</td>
<td>.18</td>
</tr>
</tbody>
</table>

Source: Data from the Kern County Agricultural Commissioner's Report, various years. For method of computation, see text.
The preceding discussion clearly demonstrates that the upper bound on the probability of an outcome which is $k$ standard deviations below the mean calculated from the semivariance is a dramatic improvement over an upper bound based on variance. Given the growing interest in safety-first rules in agricultural and development economics, this result should prove to be useful.

What prevents more widespread use of semivariance and semivariance inequalities is computational difficulty when considering more complicated decision problems. The difficulty is that one often wants to know the semivariance of the sum of two or more variables, and that sum cannot be expressed as a simple sum of appropriate semivariances and covariances.
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