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Computer simulation studies of the stability and transport properties of trapped non-neutral plasmas require the numerical realization of a three-dimensional plasma distribution. This paper presents a new numerical method for obtaining, without an explicit model for physical collisions in the code, a low noise three-dimensional computational equilibrium distribution. This requires both the loading of particles into an idealized distribution and the relaxation from that distribution toward an approximate numerical equilibrium. The equilibrium can then be modified through a slow change of system parameters, to generate other equilibria. In the present work we apply this method to a UC Berkeley experiment on electron confinement in magnetic geometries appropriate for the ALPHA anti-hydrogen experiment, using the three-dimensional Particle-In-Cell code WARP. WARP’s guiding center mover and its option to switch between different solvers during a simulation are highly valuable because they speed up the simulations; they enable the practical use of the new technique for generating numerical equilibrium states of trapped non-neutral plasmas.
I. **INTRODUCTION**

The equilibrium of a non-neutral plasma in a Penning-Malmberg trap has been the subject of a number of studies. (see for example [1-4]) Additional confining elements in such traps, such as mirror coils or magnetic multipole fields, can affect the equilibrium and the transport properties of the plasma. For example a mirror field which has been extensively studied in the fusion community has been suggested to cause transport in such traps [1]. The equilibrium properties of the non-neutral plasma in a trap with a mirror have been studied analytically [5], and recently numerically [6]. A hollow electron column with axial mirrors has also been considered [7]. Penning-Malmberg traps have been recently used in experiments for the production of anti-hydrogen [8,9] and are being considered, with mirror fields added, for future experiments to confine the anti-hydrogen itself [10,11]. Recently the effects of a multipole magnetic field intended to trap the anti-hydrogen radially in such a trap have been studied experimentally [12], theoretically [13], and with simulations.[14]. Numerical simulations of a plasma in a trap with additional elements can play a major role in clarifying the properties of the equilibria in a complex 3-D configuration, which are as yet poorly understood, and in illuminating the transport properties of such plasmas.

Particles in non-neutral traps perform several types of motions. They gyrate rapidly around the field lines in a high magnetic field. They also oscillate axially between the regions within the confining electrode rings. The bounce time is typically much longer than the gyroperiod. In addition, the particles perform a slow $E \times B$ rotational drift. This drift is a consequence of the self and applied fields. The rotation causes particles to cross field lines on a yet slower time scale. On a slower scale still, collisions drive the system toward equilibrium. In many experimental situations, studies of an equilibrium plasma and the approach thereto are performed by applying time varying fields and measuring the plasma response. Detailed comparisons, therefore, require an initial plasma that is a good model of the equilibrium in the experiment. Thus, obtaining a robust computational equilibrium for the plasma even before the application of the time varying field is essential for the analysis of such systems.

A schematic of a Penning-Malmberg trap with additional confining elements including mirror coils and quadrupole magnetic field for neutral particle confinement is
shown in Fig. 1. In an actual experimental trap, electrons are injected from a negatively biased cathode, enter the confinement region, and reflect from the negative potential at the far end of the trap.

The plasma is created when electrons are trapped as the voltage is changed on a nearby gate. The electrons enter the system with energies of a few eV and, if the walls are cold, may subsequently cool (via synchrotron radiation) to the wall temperature. In a simulation, a method based on first principles would require simulation of the injection from the cathode, and the subsequent approach to equilibrium via synchrotron cooling. However, such an approach appears to be impractical on current computers (even supercomputers) using standard simulation methods, if the actual processes and their associated time scales are to be captured accurately. In a similar approach (but without synchrotron cooling), phase-mixing arising due to the numerical collisions in a PIC code, would eventually drive the trapped plasma to an equilibrium; however, the characteristics of such an equilibrium may differ substantially from those of the one equilibrium that is reached experimentally.

An alternative is to start the simulation either from an arbitrary plasma distribution or from a prescribed idealized equilibrium state. We have performed studies of the evolution of distributions with an initial Gaussian longitudinal velocity distributions, and with a variety of (arbitrary) plasma densities. These studies show that the plasma evolves, via halo formation, to phase-mixed equilibrium that are, as described in Appendix B, near to the corresponding idealized distribution. However, even a straightforward loading of an idealized equilibrium does not, unfortunately, correspond to a computational equilibrium. and the distribution may distort, becoming noisy and deviating from the original equilibrium. Without special coding, realistic collisions are not present in a PIC code. Furthermore, it is not clear, even if one were to successfully obtain a computational equilibrium, that this equilibrium would be maintained when parameters of the system are slowly varied.

Nonetheless, it is important to obtain a tool that enables computing the equilibrium in the trap of the non-neutral plasma with specific electrostatic and magnetic fields at a definite temperature, especially if the analytical specification of the equilibrium
configuration is not available or achievable. In the present paper we demonstrate a method for obtaining and maintaining a desired equilibrium (at a particular temperature), without the use of “real” collisions in the simulations. Furthermore, we also show that by employing slow changes of the system parameters, new equilibria can be obtained. We shall see how numerical noise, especially that coming from voids in the macroparticle distribution, can be exploited to enable the achievement of a computational equilibrium in an efficient manner.

These ideas are illustrated for experimental parameters and configurations that are relevant to the problem of positron confinement in anti-hydrogen traps. The detailed study of positron confinement is presented in [14]. The simulations were done for geometry close to that of an experiment conducted at UC Berkeley [15] as part of the ALPHA [10,11] collaboration. The suggested scheme to trap the anti-Hydrogen constituents (positrons and anti-protons) as well as the newly formed anti-Hydrogen itself is the addition of multipole magnetic fields to a conventional Malmberg-Penning trap. The equilibrium of a conventional trap without multipole fields has been widely studied, and its local equilibrium solution can be obtained by other means [16]; however characterization of the system in the presence of the multipole fields is still a subject of research.

The simulation of proposed cold anti-Hydrogen traps involves a wide range of spatial and temporal scales, complicating the numerical modeling. We will not concentrate on all the simulation difficulties for the full physical description of anti-Hydrogen traps, detailed in [14]. For the present study, the axial magnetic field is about 1 T, corresponding to cyclotron frequencies of the order of tens of GHz, while the multipole fields are varied on an approximately 1 second timescale. While such a range of time scales is impractical to simulate with the current tools, WARP simulations are performed for times longer than the $E \times B$ rotation period. For faster convergence, it is important to begin the multipole ramping with a realistic equilibrium plasma (a good “first guess”). Our new method allows for the study of ramping multipole fields and comparing trapped populations for various system parameters.

The mirror coils used to trap the neutral particles axially are not simulated here.
However, we have used [6] the same technique described here to confirm previous analytical models [5] for the equilibrium of non neutral plasma in a Penning-Malmberg trap with a mirror field [6].

It is important here to note, that since the equilibria with a multipole field in the anti-hydrogen trap is unknown and subject of research, the validity of our scheme is ensured only partially by comparing the results of our simulations to the experimental data, since detailed information on the charged particles equilibria in those traps is still not available. In fact, latest experiments of the ALPHA collaboration [17] have shown that indeed the plasma in an anti-hydrogen trap behave as can be deduced from our simulations, and in fact octupole magnetic field for the trapping of neutral particles traps permits better confinement of the plasma whereas quadrupolar fields would not. However, there are more direct indications which ensure the validity of our procedure for obtaining equilibrium: First, the same scheme applied on the trap with mirror field [6] leads to the analytically expected equilibria [5] with its peculiar features typical to the non-neutral plasma. Second, our procedure leads to a numerical equilibrium even before the application of the extra trap elements which is the same as the idealized one with which we load the simulation.

We describe in the present work the various methods that were considered in order to obtain the desired computational equilibrium. Only one suggested scheme led us to the desired result, and it is this method on which we concentrate. However, the other schemes contributed to our understanding of the process of reaching a computational equilibrium, and therefore are also presented in an appendix.

The paper is organized as follows. In Sec II we describe the procedure to obtain the desired equilibrium. In Sec. III, we show the results of simulations initiated using a nominal equilibrium, for the case of an antihydrogen trap. These results may be contrasted with the results of injection simulations, shown in appendix A. In IIIA, we present the geometry and parameters. In IIIB we present the results. We show how a quiescent R-Z idealized equilibrium profile can be realized in a simulation. (Sec. IIIB1), and how a 3-D equilibrium with additional elements is obtained (Sec. IIIB2). In Sec. IIIB3, we present a computational study showing in detail how the relaxation process
depends on different parameters of the simulation. In IV results of alternative considered schemes are discussed. A discussion is given in Sec. V. In appendix B, we investigate the evolution of a non-equilibrium profile that initially has a Gaussian longitudinal velocity distribution. We describe the equilibrium to which the simulation relaxes as a result of phase mixing and numerical effects.

II. **Quiescent numerical equilibrium via a multi-stage relaxation procedure.**

The new procedure developed for generating a quiescent numerical equilibrium distribution follows a multi-stage approach. Starting from an idealized approximation of the equilibrium configuration in a coarse representation at lower dimensionality, the numerical parameters are slowly (almost adiabatically) modified toward a detailed solution of the full three-dimensional configuration. The successive stages are summarized as follows:

1. Load large-weight macro-particles with a two dimensional r-z idealized equilibrium profile (which is solved separately [16]),

   The initial number of macro particles per cell is typically of the order of unity or less, so that the amplitude of typical axial oscillations that exist in the vicinity of equilibrium (described later in more detail), as well as the oscillations in their RMS decreases fast (relatively small number of time steps), thanks to a high level of numerical collisions.

2. Evolve the simulation with the r-z solver, using a relatively large time step, until a computational equilibrium is reached,

   Typically, the small axial oscillations have reduced their amplitude by a factor larger than two, and the RMS oscillations by a much larger factor.

3. Gradually increase the number of macro-particles until numerical noise is reduced to an adequately small level,

   The number of particles can be increased by a factor of two or three (by simple splitting) to the desired fine resolution level required for a
simulation in cylindrical geometry. Before each gradual change the axial oscillations and their RMS variations decrease as in the previous step.

4. Switch to the three-dimensional field solver and run until a new equilibrium is reached. In this stage we can proceed by further gradual increase of the macroparticles number while slowly relaxing the solution to a 3-D computational equilibrium.

The relaxation to the 3-D equilibrium is done with the same control procedure of the plasma oscillations as the previous steps.

5. Decrease the time-step toward a fraction of the characteristic time scale, so that it is small enough for modeling the system evolution when system parameters (for example, multipole strength) are changed,

6. Slowly, turn on additional physics (in our case, external multipole field).

The slow ramping of any additional element satisfies a slow enough variation in time such that any important physical effect, such as particles axial bounce time, are faster that its variation.

The use of large-weight macro-particles in stage 1, in order to obtain high numerical noise, and the use of large time steps (stages 1-4), are both aimed at obtaining rapid computational relaxation toward temporary and approximate equilibria. This is an essential prerequisite for the simulation studies of the stability and transport properties of trapped non-neutral plasmas, as we aim to. Note that using a “conventional” scheme, in which high resolution is applied from the beginning, leads to time scales for reaching an equilibrium state, which are too long in practice. In fact the decay of the axial oscillations and the smoothing of the fields was not reached within a reasonable time, when trying the conventional method.

III. SIMULATION DESCRIPTION AND RESULTS

All of the simulations presented in the present paper (and in [14]) are done with the WARP code [18], designed originally for heavy ion beam simulations. This is a 3-D Particle-In-Cell (PIC) code that considers the self electrostatic fields of the particles, together with those of external magnetic and electric elements. WARP was chosen as the
simulation tool because it has many useful features for the study of non-neutral plasmas in traps. For example, traps often confine strongly magnetized plasmas, wherein the particle motion is nearly a guiding center motion. In this case, WARP allows the time step to be much larger than the gyro period and still properly calculates the various drifts and Larmor radius [19]. WARP contains fully three-dimensional field and boundary elements. One other feature used here is the ability to vary the numerical algorithms in use as the run proceeds. For example, WARP can switch from a 2-D field solver to a 3-D solver, and particles can easily be added during the simulation.

A. Simulation parameters and geometry.

The simulations presented in this paper all have the geometry shown in Fig. 1, which is a schematic of both the UC Berkeley experiment (which was done with a quadrupole field [12]) and the ongoing ALPHA experiment (done with an octupole field [15]). The code model included the trap conductor wall, axial voltage rings and ramped multipole magnetic fields. The trap mirror coils which are shown in the figure are not included in the simulations presented here. Their effect has been the subject of a separate study using the same methods as the one presented in the present paper, and will be discussed elsewhere. Following the experimental parameters in [15], we assume a solenoidal field of $B_0=1$ Tesla, a maximum magnetic field strength of the multipole given by the wall value $B_w=1.7 B_0$, and a wall radius $r_w=2.3$ cm. The initial radius of the plasma column is $R_p$ and the plasma length is approximately 6 cm (the exact length depends on the particle velocities, radial positions and trapping electrode voltages). In the injection simulations, the trapping electrodes have a length of 2 cm, and the cathode is at 5 V. The far electrode is held at 100 V and the boundary beyond is grounded. In the equilibrium simulations we use Neumann boundary conditions axially and each trapping electrode has length 3 cm and is at 100 V. For both types of simulations, the central electrode is at ground (at $r=2.3$ cm). The plasma density is in the range of $10^6$-$10^7$ cm$^{-3}$.

The grid spacing (unless stated differently) is $\Delta x, \Delta y, \Delta z =1$ mm, and the time step size is $\Delta t=10^{-10}$ sec. This time step size encompasses a few gyration periods of the positrons, and thus the novel WARP particle pusher [18], that allows use of large time steps while preserving the correct gyroradii, is used.
The number of simulation particles ranged between $10^5$-$10^6$ (depending on the initial plasma column size), and there were about 40-70 real particles per macro-particle. The number of macro-particles per cell varied from a few to several tens. In the injection simulations presented in the Appendix, positrons are injected toward the interior of the cylindrical trap from the cathode.

**B. Results**

We present results from the application of the new procedure to the modeling of the anti-hydrogen trap. The idealized phase-space distribution function satisfies the time-independent Vlasov-Poisson equations with a Boltzmann factor (as discussed in [16]). The velocity distribution is Gaussian, and the corresponding density profile, before the multipole is ramped, is such that along each field line, the external electrostatic field when superimposed with the self-field produces a constant potential inside the plasma. The plasma density is constant along the axial magnetic field lines in the edge region, which is of order one Debye Length in extent. Thus, there is freedom in the total charge along each field line. In Fig. 2, we show two self-consistent equilibrium density profiles that were obtained by solving the Poisson equation assuming a Boltzmann distribution for the particles. The positron temperature was assumed to be 1 eV. The maximum density is about $2 \cdot 10^7$ cm$^{-3}$.

1) R-Z equilibrium (stages 1-3)

An idealized equilibrium was loaded into WARP by seeding macro particles with the idealized density distribution, with a velocity spread corresponding to the chosen temperature. The chosen initial distribution was that of the soft edge density profile given in Fig. 2. The time step in this stage may be larger than the used one when the additional elements are added (steps 6), and in this case was $\Delta t=10^{-9}$ sec.

In Fig. 3 we show results before numerical equilibrium is reached, and after. The initial density profile is not smooth but, after relaxation and macroparticle multiplication (stage 2 and 3 respectively), the density profile has become a very smooth Gaussian, and the density profile more closely resembles the initial density profile data, as can be observed directly by comparing with Fig. 2 (soft edge case). The time history of the mean
axial velocity and its RMS are shown in Fig. 4. We observe that the axial velocity exhibits oscillations that eventually damp out and the final velocity spread is very close to the initial, corresponding to a little less than 1 eV. These are typical oscillations that appear when the simulation nears equilibrium. In Appendix B the same procedure steps 2-3 are applied for a case of an initial arbitrary density profile (as opposed to step 1) and also in this cases axial oscillations appear when an equilibrium is approximately reached.

2) Toward 3-D equilibrium (stages 4-6)

We now proceed by showing how the 3-D equilibrium simulations are done, to achieve our main purpose: the calculation of an unknown equilibrium under the presence of additional elements. In the antihydrogen trap case, the new element is a multipole magnetic field and the effect of this field on equilibrium positron configurations is a main subject of interest. These are the so-called equilibrium simulations that we presented in detail in [14]. Result of such an equilibrium simulation are shown in appendix A and illustrated in Fig. 5. In the same appendix the equilibrium results are contrasted with results of injection simulations showing the very different plasma distributions obtained in each case.

Such simulations are done as follows: We continue the simulation from the stage shown in the previous subsection, which is an r-z simulation that evolves to an equilibrium (see Fig.3 and Fig. 4). When r-z computational equilibrium is approximately reached we switch to the 3-D solver (step 4), which causes again a significant disturbance.
in the equilibrium. However, here we also follow the same procedure as in the r-z solver, which was described in the previous section, namely relaxing to equilibrium and gradually increasing the number of particles. As we shall see in Sec. IIIB3, such increase of particles alone (i.e: increase of macroparticle numbers along with reduction of weight) does not cause a significant change in the process of relaxing to equilibrium. Only when the equilibrium is closely reached do we decrease the time step to $1 \cdot 10^{-10}$ s and slowly turn on the multipole field.

3) Characterization of the relaxation to equilibrium through stages (stages 2-6)

We now proceed by studying the effects of increasing particle number, switching to the 3-D solver, changing the grid size, etc., on the process of relaxation to equilibrium. We do this by characterizing the axial oscillations while performing steps 2-6.

In Fig. 6a-c and Fig. 7 we show a series of plots similar to those in Fig. 4 and in Fig. 8 presented in appendix B (in which steps 2-3 are applied to the non equilibrium initial profile as discussed in Sec. IV). The relaxation to computational equilibrium includes axial oscillations that damp out. The oscillations are longitudinal, since the field lines are initially purely axial and the particle motion is constrained to the field lines. These oscillations appear to be due to the finite grid spacing, as we shall see from the
following discussion. We now characterize these oscillations and show that their amplitude is larger for smaller Debye length (which adds to the complexity of plasmas with small Debye length). They are damped as the plasma is heated and the Debye length increases. Thus, when there are fewer particles per cell and more numerical noise the equilibrium is approached more rapidly. Fig. 6 shows the equilibration process during such a procedure for three different cases of initial particle number and grid cell size. The cases with differing numbers of particles, and the same grid cell size, measure the effect of numerical heating, while the cases with differing grid cell sizes are such that the number of particles per cell is kept constant. The plasma is started with an initial column of 1.2 cm and an octupole multipole field is applied. The densities are somewhat higher than in the 1 cm plasma column of Sec IIIB1. Note that in the following examples we only illustrate the effects of changing parameters in the procedure and therefore in order to have a shorter simulation, we did not wait in each step to relax to a quiescent state. In the full equilibrium simulations we choose proper times for each step so that a quiescent result is obtained before each change (i.e, switching to 3D, multipole ramping etc.)

In cases shown in Fig. 6a-c, the 3-D solver is switched on at time $1.5 \times 10^{-5}$ s. In Fig. 6a, the histories include times where the multipole has been turned on (at time $t = 2 \cdot 10^{-5}$ s). This is the cause of the fast increase of the $V_z$ RMS starting at that time - particles are moving toward the wall, and the simulation does not indicate particle heating in this stage. We change $\Delta z$ or the number of particles per cell (leaving the grid unchanged), in the various cases. We see how the relaxation to equilibrium is affected by the details of the procedure used.

When $\Delta z$ is smaller, the initial velocity is smaller, but if we keep the number of particles per cell the same, the decay of these oscillations is the same and we observe that the heating is also the same. The decay of the oscillations is closely related to the numerical heating, and it is faster for the larger heating that occurs with fewer particles per cell. The velocity is also smaller for a larger Debye length or for lower density plasmas: Fig. 6 and Fig. 7 can be compared with Fig. 4 (with lower density) or with Fig. 8b (for very high density cases). One can observe that the oscillations are about an order of magnitude larger for the very dense cases. This again shows the complexity of
simulating cases with very small Debye length. When we permit large numerical heating by taking a smaller fraction of the initial number of particles, the initial velocity does not change, but the decay of the oscillations is much faster.

In fig. 9, we show a graph of the maximum of the initial amplitude of the oscillating velocity as a function of the grid cell size (the number of particles per cell is kept constant). We see that for larger $\Delta z$ the behavior is close to being linear. Apparently for small $\Delta z$, the behavior changes - so that for $\Delta z \to 0$ (impossible to actually simulate) we may expect that the oscillations would disappear.

In all these simulations, except the one in Fig. 7, the initial number of particles (in the r-z mesh) is doubled at $0.2 \cdot 10^{-5}$ and tripled at time $1.5 \cdot 10^{-5}$, at the same time that the solver is switched to 3-D (the number of particles per cell is still lower in the 3-D solver case than in the 2D). In Fig. 7 the number of particles is doubled at $0.2 \cdot 10^{-5}$, but it is multiplied by 4 at $1.5 \cdot 10^{-5}$ s and by 5 at $2 \cdot 10^{-5}$ s. The switch to 3-D is done at $2.5 \cdot 10^{-5}$ s, $\Delta t$ is decreased at $2.8 \cdot 10^{-5}$ s and the multipole is turned on at $3 \cdot 10^{-5}$ s. In this simulation the heating is the largest since we used a very small number of particles initially. We can see that the change in the number of particles does not introduce any discontinuities in the solution, but the passage to 3-D does. This passage is more discontinuous for cases with smaller Debye length. Since a change in the number of particles does not introduce disturbances, we can again increase the number of particles after the 3-D equilibrium is reached, just before the multipole field is turned on. This field is ramped slowly, so that it does not introduce an abrupt disturbance (we have used the same procedure in order to study the effects of the mirror field). The equilibrium found is as expected from analytical estimates$^6$.

**IV. Comparison to other attempted procedures**

Various other schemes for initializing such an idealized computational distribution in the simulation were attempted. For example, injecting a plasma, such as shown in Appendix A, leads to some phase mixing and a final distribution that is quasi-static. This distribution is, however, far from the idealized case. The injected plasma has particles streaming in both directions, initially at a fixed velocity, and slow particles only
at the plasma edges. This longitudinal phase space does not differ much from those shown in Fig. 10. In some cases (see Fig. 11), the phase space may fill rapidly if an instability occurs. The rich dynamics of injection were studied in [20].

Another possibility is to load a prescribed distribution in the trap center and allow it to evolve to a steady-state, using the techniques discussed above (e.g., adjusting the time step and slowly increasing the particle number, etc.). For example, we started with a cigar shaped initial profile, with a Gaussian velocity distribution and a top-hat transverse spatial distribution. With such a procedure the plasma evolves to a state close to an idealized equilibrium, except for a noticeable halo and concomitant tail in the velocity distribution. This halo is the source for a numerical instability, as described in Appendix B.

The fact that we have shown that equilibrium can almost be reached by this procedure (starting from a nonequilibrium profile, and relatively far from the equilibrium state), enables us to confidently calculate the equilibria with multipole fields and expect that the particle configuration obtained during multipole ramping is in fact the proper one, such as the results shown in Fig. 5.

As computational equilibrium is being reached, the plasma exhibits axial oscillations that slowly decay. These oscillations are larger as the grid size is larger and are related to the Debye length of the plasma. For larger Debye lengths, the oscillations are smaller. We conclude that we require grid cells small enough to resolve some fraction of the Debye length, in order to obtain a relatively slow axial motion. However, since there is numerical heating that eventually leads to a larger Debye length, the oscillations slowly decay.

V. **DISCUSSION**

We have developed a method for obtaining an equilibrium in PIC simulations for non-neutral plasmas within a confining trap, taking advantage of the artificial numerical collisional heating in the PIC code (which does not necessarily model realistic collisions). The traps can include several electrostatic and magnetic field elements. An underlying
assumption is that there is a high magnetic field confining the plasma. We have illustrated suggested methods for obtaining a suitable equilibrium in simulations of an antihydrogen trap, including discussion of specific numerical issues.

We also discussed the features of WARP that make it suitable for such simulations, such as the drift kinetic particle mover and the “steerability” of the code.

The method that we described requires *a priori* knowledge of the equilibrium of the trap in the absence of the slowly ramped multipole field elements. With this scheme, we use the numerical collisionality in order to reach a robust computational equilibrium from the initially loaded nominal equilibrium density profile. We show that solutions can relax to the loaded equilibrium and maintain it. A major outcome is that, with this computational equilibrium, we can proceed to find unknown equilibria in the presence of external fields. We observe fast oscillations as the computational equilibrium is approached, but these are also damped by using our scheme. There are several numerical difficulties in obtaining computational equilibrium. The Debye length has to be resolved over several grid cells. This is a major problem in modeling cold or very dense plasmas. It may be that the use of time-implicit PIC methods would relax this restriction, but (since important physics often occurs on the Debye length scale), further study would be needed.

Other considered methods for obtaining equilibria are discussed in the appendices. Appendix A describes an *ab initio* method whereby the plasma is formed directly by injection from the source. Appendix B describes a method where an arbitrary initial density profile is loaded and allowed to relax toward an equilibrium. In their present form, these other methods do not lead to the required equilibrium and have not proven useful. However, it may be possible to develop improved schemes that will allow reaching a desired equilibrium from a more casually chosen initial configuration. Such methods could include a numerical model for a damping term [21-23], numerically added synchrotron radiation, etc. However, all these should be carefully studied, and any method will require that care be taken so that the desired equilibrium temperature is approximately maintained as the calculation evolves.
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APPENDIX A: COMPARISON BETWEEN EQUILIBRIUM AND INJECTION SIMULATIONS

We here show the results of an equilibrium simulation done with the new method and compare it with the results of injection runs. We stress that the obtained results describes a local equilibrium along field lines - a global equilibrium would be reached only for longer simulations with much higher numerical noise. However, we are interested in local equilibrium, as this is physical situation in many of trapping experiments.

For a practical trap parameters with a quadrupolar magnetic field there is a dramatic ballistic loss of positrons, as predicted [13], shown in experiment [12], and simulated [14]. Usually the multipole is ramped over few seconds, requiring an equilibrium simulation to describe the processes involved. At the time that the multipole reaches its maximum, a very small fraction of the original particles remain in the simulation. This fraction corresponds to the number of particles in a plasma column of radius of a critical radius [14]. According to the simulations in [14], in order to prevent this ballistic loss an octupole magnetic field instead of a quadrupole magnetic field can be used [14]. For an octupole, the critical radius is much larger than that of a quadrupole. This was also recently confirmed experimentally [17].

In Fig. 8, we show the result of an equilibrium simulation obtained by the scheme described in section II at a time where the quadrupole field has reached its maximum. The plasma density in that simulation was, as in the previous section, $1-2 \cdot 10^7$ 1/cm$^3$, the positron temperature is 1 eV, and the initial plasma radius, $r_p$, is 1 cm. The initial plasma radius was 10 mm and most particles have been lost. In this case the constant density lines approximately follow the field lines of the maximal value of the multipole ramp.

Fig. 10, shows a typical injection simulation for the cases of quadrupole and octupole magnetic fields. This is in part to show the ballistic loss process, which is important for our example, that is evident either in equilibrium simulations or in injections simulations. However, the main reason for showing these results is to emphasize the differences with equilibrium simulations. Fig. 10a shows the plasma as it is injected into the trap. The potential is shown with a color map and one can clearly see
the voltage of the electrodes. Macroparticles appear as red dots. In Fig. 10b, the particles are shown for a quadrupole case at a time where the quadrupole field has not yet reached its maximum. One can observe the dramatic loss of particles. In Fig. 10c, the corresponding density is shown. Here density oscillations (which have typical time scales of 10-100 ns) are observed. These oscillations are not present in an equilibrium run. In Fig. 10d the axial velocity phase space is shown. One can see that the velocity distribution is far from the expected equilibrium, namely, a Gaussian (centered at the origin). The hole in phase space does not fill up for very long simulations nor when very few particles are simulated (thus with increased numerical noise). One could consider adding a model of synchrotron radiation, which will necessarily lead to a significant change of the phase space, however this will lead to a slowly varying equilibrium with a varying temperature, and perhaps a non uniform temperature. This is certainly a physical process that can be important in some systems including the anti-hydrogen case. However in the present study we are looking for a method that permits establishing a definite temperature equilibrium. In Fig. 10e we show the density profile for a case with an octupole at a time after the multipole reached its maximal value. One can see the large number of particles that still remain in the simulation. In Fig 10f, the phase space is shown.

The injection simulations show the existence of highly nonlinear longitudinal phase space dynamics [20], which are not typical for equilibrium simulations. In Fig. 11, we show one example that occurs independently of the magnetic multipole and appears in long narrow initial plasma columns. We see that the instability leads to a phase space which does fill out. It may be possible to reach the required equilibrium from such an injection simulation by adding high numerical noise. The instability, however, appears only for some parameters.

The results of the equilibrium simulations are quite different from the injection simulations. The phase space of the equilibrium simulation is a Gaussian, while the phase space of the injection simulation reaches a steady state with a hole inside (Fig. 10), unless some instability arises (Fig. 11). In both Figures, Fig. 10e and Fig. 11c, the plasma oscillations (which are typical of the injection simulations, as opposed to the equilibrium
ones) that are evident in Fig. 10c are already damped, reaching a steady state density profile that can be a typical equilibrium for an injection process. This equilibrium is very different from the equilibrium density profile obtained with our method. One can see that in the injection runs the density, for example, is higher towards both axial boundaries of the plasma, while in the equilibrium simulations the density is highest inside the plasma, and on its boundary there is a gradual increase of the density over a distance of the order of the Debye length.

APPENDIX B: SIMULATIONS STARTING FROM A NONEQUILIBRIUM INITIAL DISTRIBUTION WITH A LONGITUDINAL GAUSSIAN PROFILE.

In section II we discussed the suggested scheme for obtaining equilibrium by using a high level of numerical noise. The initial particle loading scheme has consequences for the results. For example when particles are injected followed by our scheme increasing gradually the number of particles, large time steps, etc. in order to obtain increased numerical noise, we do not obtain the idealized computational equilibrium. However, if the initial distribution has a Gaussian distribution in velocity, and still is quite arbitrary in space, a closer result to a computational equilibrium is reached by proceeding with steps 2-3 of the procedure of Sec. II. The importance of this study relies on the fact that, although we encounter some problems (primarily a halo), it is shown that even when the initial plasma distribution is far from the idealized equilibrium, the suggested scheme does result in the computational equilibrium. This has implications for the possibility of obtaining a new equilibrium when some external elements are added to a simulation that is initially in an idealized computational equilibrium. But also it shows that it is not possible to simulate an idealized computational numerical equilibrium properly by only relying on numerical collisions.

In the following simulations, both voltage rings are turned on at the start of the run, with 100 Volts. Particles are loaded into the trap region with some specific configuration predefined in WARP. The particles are loaded with a “cigar” shaped profile
(with parabolic fall-off in the line-charge density in the ends of the plasma) and with a uniform transverse distribution (this should lead to an equilibrium which is more similar to the hard edge one shown in Fig. 2) The longitudinal velocity spread is about $10^6$ m/sec (which is about 2.5 eV in temperature). We show a simulation in which we followed the scheme of high numerical noise, with a quite large density of $3 \times 10^8$ cm$^{-3}$. We use this large density to better illustrate the problems encountered. The plasma length and density are arbitrary. In the present example the plasma is rather narrow with width of 2 mm. In Fig.12, we show plots of the electrostatic potential on the axis at three different times. These are r-z simulations with a relatively small number of particles and a time step of $10^{-9}$ s. We see that initially the electrostatic potential is not flat, since we started with a nonequilibrium arbitrary distribution. At $0.64 \cdot 10^{-6}$ s the electrostatic potential stabilizes with a quite flat profile, indicating a null net electric field as expected in the idealized equilibrium. This profile is quite steady until the plateau of the electrostatic potential starts to descend, as is seen at $t=80 \cdot 10^{-6}$ s in the third panel. This drop is caused by particles escaping the trap axially, and is followed by a density drop. This process continues until all particles escape the simulation.

We have checked that the calculated time-varying plateau corresponds to the idealized equilibrium of the instantaneous density. Therefore, although we do get close to equilibrium results, we have a major problem in these simulations. The cause of this is explained in the following discussion.

In Fig. 13 we show four results for a similar simulation, with the same plasma length, width and initial velocity distribution, but with a lower density, $n=1.7 \cdot 10^8$ cm$^{-3}$, and with different longitudinal grid spacing and time steps. In Fig. 13, the time histories of the number of particles are plotted. The numerical grid and time-step size parameters are indicated for each case. We note that the simulations are run for different times. The blue boxes indicate regions (in time) where their results are similar. We can see that when we consider a large time step and time (as in the previous simulation), which is shown in (a), particles are lost very quickly. When analyzing the particles’ velocity distribution for this case (Fig. 8a) we can see that at a time of $1 \cdot 10^{-5}$ s a very large and rapid particle heating occurs, which is not related to the standard numerical heating, causing particles to
escape the trap continuously. When we consider a fine grid in time and space (Figure 13b), the number of particles decreases initially just as in the first case, and we also observe the same initial particle loss (in the blue box area); however, as opposed to the previous case, the number of particles stabilizes. In this case (b) the number of particles per cell is the same as in (a), but the heating is much slower. Here there is a normal degree of numerical heating, saturating at $2 \cdot 10^{-5}$ sec.

The initial particle loss that is indicated in the blue box is the same as that inside the blue box in the previous case, and is due to plasma oscillations. This particle loss changes with the density of the positrons, and occurs since we started from a non-equilibrium profile. Particles can escape axially from the trap due to these oscillations, which is a physical process.

However, the particles in the first case (a) continue to escape the trap due to this very large heating. The source of this very large heating is apparently a numerical instability coming from the fact that there is a large enough number of fast particles. The deviation from the standard heating indicates this numerical instability. The source of this relatively large number of fast particles will be discussed below. Although the bulk of the plasma is slow, and $\Delta z/\Delta t < \Delta v$ for this bulk, this necessary condition for numerical stability is not satisfied for particles in the tail of the distribution function.

The solution for this problem, without reducing the time step, would be to increase the $\Delta z$, as is done in the third panel (13c). The dashed box indicates the same behavior in this case and in the second case (b). We see that for the same time scales as in the second case the number of particles stabilized, eliminating the particle loss seen in the first figure. The heating rate is exactly the same as in the previous case and can be observed in the lower part of Fig. 8. We note that the time axes for cases (a) and (b) of that figure differ. The heating of the lower case is much slower and the heating is lower. Actually this is the standard numerical heating, which increases with the number of time steps but decreases with the time step size, leaving the heating rate invariant. At larger time steps there is enough heating of the fast particles and the instability occurs again. The forth case (c) shows a situation where no nonphysical particle loss occurs over a large time for quite a large time step.
However, the problem of reaching equilibrium is even more complicated for cases where the Debye length is small relative to the grid spacing. $\Delta z$ cannot be increased any further, since the Debye length would not be resolved and we would get a numerical instability. In the above example the plasma is nonuniform and the Debye length ranges from 0.7 to 1.5 mm. Thus, in the cases shown in Fig. 13 the grid marginally resolves the Debye length, and $\Delta z$ cannot be larger.

When a plasma configuration starts approaching the computational equilibrium profile, the plasma starts to exhibit oscillations as a whole, see Fig. 8. In section III we started close to equilibrium, and therefore the oscillations in those cases appeared early in the simulation; however in this case they appear later, as equilibrium is approached. A further discussion in these oscillations is given in Sec. IIIB3.

We now clarify the reason for the relatively large number of very fast particles by showing a case with a wide plasma column, of $r_p=1$ cm, with densities close to the experimental ones, $n=1.9 \cdot 10^7$ cm$^{-3}$. In Fig. 14, we show the simulation. The initial density profile is an arbitrary cigar-shaped one, and is far from any equilibrium profile, as one can observe in the lower right hand panel of the figure. After the simulation evolves, we see a clear halo in the phase space as well as in the density profile, which indicates a large number of fast particles. The distribution function appears to be composed of two Gaussians, the first with a small temperature that belongs to the bulk of the plasma, and the other one with a larger temperature that belongs to the halo. It is this halo that is causing the numerical instability. The halo appears since we started far from equilibrium and initial plasma oscillations cause its formation, creating two positron populations of different temperature. It may be that the fast oscillations close to equilibrium further separate the plasma into two populations. The lower temperature population approached closely to the required equilibrium profile (which is similar to a separately calculated hard edge density profile shown in Fig. 2b). This, and the evolving potential shape in Fig. 11, indicate that even when starting relatively far from an idealized equilibrium, numerical collisions evolve the plasma configuration close to the computational idealized equilibrium. This makes us more confident that simulations which start with an
equilibrium profile with no multipole field will slowly evolve to the new equilibrium with multipole field, if that field is ramped relatively slowly.

However, the halo indicates that we do not succeed in obtaining the exact idealized equilibrium. Therefore, in order to simulate equilibrium runs via a ramping of a magnetic multipole, we choose to start close to an equilibrium distribution.
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FIGURES & CAPTIONS

Figure 1: Schematic figure of a Penning-Malmberg trap with additional multipole fields and mirror coils. Such a trap is being considered for anti-hydrogen production experiments.

Figure 2 Two possible equilibria are shown: (left) “soft edge,” with a radial decrease of net line charge toward the plasma edge; and (right) “hard edge,” with constant net line charge.
Figure 3: The initial (top row) and final (bottom row) velocity (speed) distribution function (a,d), variation with \( z \) of the on-axis (b-e), electrostatic field, and density distribution (c,f), for a simulation initialized with an idealized soft edge equilibrium (as shown in Fig. 2).

Figure 4: The mean axial velocity and its RMS as functions of time. (Below)
Figure 5: Equilibrium simulation for the case of a quadrupole field, after the field has reached its maximal value. The initial radius of the plasma column, $r_p$, was 10 mm. Figure (a) is the density in $zx$ plane, and (b) the axial velocity phase space.
Figure 6: The mean axial velocity and its RMS as a function of time for three cases:
a) $\Delta z = 1$ mm and initial number of particles $N_0 = 50000$; b) $\Delta z = 0.25$ mm and $N_0 = 200000$; c) $\Delta z = 1$ mm and initial number of particles $= $
Figure 7: The mean axial velocity and its RMS as a function of time for $\Delta z = 1$ mm and initial number of particles = 5000. The number of particles is multiplied at $t = 1.5 \cdot 10^{-5}$ s.

Figure 8: Mean and RMS of axial velocity as functions of time, for the simulations presented in panels (a) and (c) of Fig. 13. The former shows particle loss; in the latter, the problem was solved by use of a larger $\Delta z$. 
Figure 9: The maximum axial velocity as a function of Δz, holding the number of particles per cell constant.

Figure 10: (a) geometry of injection simulations. The color map shows the electrostatic potential and red dots represent the positrons; (b) particles integrated
over the perpendicular coordinate $y$. The ballistic charge loss at the walls under the influence of a quadrupole magnetic field is observed, at time $0.7 \, \mu s$ and with $r_p=12 \, \text{mm}$; (c) charge density in the x-z plane at the same time; (d) phase space (axial velocity versus axial coordinate) at the same time; (e) charge density for an octupole case (at time $3 \, \mu s$); (f) Phase space of octupole case at the same time.

Figure 11: Injection simulation in a case that exhibits instability, for initial plasma radius of $r_p=2 \, \text{mm}$ and with a magnetic quadrupole. (a) Density at z-x plane at $0.7 \, \mu s$ (b) axial velocity phase space at the same time as in a, (c) Density at z-x plane at $3 \, \mu s$ (d) axial velocity phase space at the same time as in c.

Figure 12: The electrostatic potential in the axis at 3 simulation times: $0.02 \cdot 10^{-6}$, $0.64 \cdot 10^{-6}$, $80 \cdot 10^{-6}$, sec for density $3 \cdot 10^8 \, \text{cm}^{-3}$. 
Figure 13: Number of particles versus time for 4 simulations with different longitudinal grid spacing $\Delta z$ and time step size $\Delta t$, as indicated in the box in each panel. The blue and red boxes denote regions with similar behavior for the same time scales.

Figure 14: Simulation for an initially cigar shaped, wide positron column, $r_p=1$ cm, and large numerical noise. The halo is clearly seen. (a) the longitudinal phase space, (b) the final axial velocity distribution function, (c) the final plasma density, and (d) the initial density distribution of the same system.