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ABSTRACT

We show that certain conditions on the stress tensor are equivalent to Poincare invariance of the Dyson expansion of the S matrix of a local perturbation theory. We show that the stress tensor approach to covariance is conceptually more general than Lagrangian methods, being independent of the specific form of the interaction and being applicable to non-Lagrangian theories. We also study how the Poincare transformation properties of operators are altered when we move between the Heisenberg and Interaction Pictures.

I. INTRODUCTION

Our purpose in this paper will be to investigate the use of conditions on the stress (energy-momentum) tensor $\Theta(x)$ of a local field theory as a means of determining the Poincare invariance of the theory. This departure from the usual Lagrangian approach is justified by the fact that it can be applied with ease to non-Lagrangian theories of currents (and shares with these theories the advantage of working with observables), and that it leads to simpler and more elegant proofs of the invariance of some canonical theories.

In particular, for derivative coupling we do not have to resort to the artifice of defining a new time-ordered product with derivatives outside, and in general our method will be a simplification whenever noncovariant contact terms in the interaction Hamiltonian density $\Theta_{00}^I(x)$ ("seagull" terms) are necessary for covariance. Our method is independent of the specific form of the Hamiltonian.

The sort of conditions that we shall impose on $\Theta_{\mu\nu}(x)$ [and its free part $\Theta_{\mu\nu}^F(x)$] will be conditions on its equal-time commutators with itself (generalized Schwinger conditions), together with some constraints on the interaction part of the stress tensor. These conditions will be shown to be equivalent to specifying Poincare invariance of the theory, and especially invariance of the S matrix through the mechanism of cancellation of seagulls with terms dependent on Schwinger terms in the equal-time commutator of the interaction Hamiltonian density $\Theta_{00}^I(x)$ with itself.

We shall also investigate the related problem of how the Poincare transformation properties of operators differ when these operators are transformed between the Heisenberg and Interaction Pictures.
Pictures, these transformation properties being altered by Schwinger terms in the equal-time commutator of the operator with $\theta_{00}^{I}(x)$.

Finally, we shall illustrate our theorems and methods in the specific cases of derivative coupling of bosons to fermions and a non-Lagrangian direct coupling of currents.

II. THE GENERALIZED SCHWINGER CONDITIONS

In order for our theory to be Poincare invariant the generators$^{7-9}$ $P_{\mu}$ and $M_{\mu\nu}$ constructed from the stress tensor (S.T.) as

\[ P_{\mu} = \int d^{3}x \theta_{0\mu}(x), \quad \text{with} \quad P_{0} = N, \]  

\[ M_{\mu\nu} = \int d^{3}x[x_{\mu}\theta_{0\nu}(x) - x_{\nu}\theta_{0\mu}(x)] \]  

must be time-independent and satisfy the Poincare algebra

\[ [P_{\mu}, P_{\nu}] = 0, \]  

\[ [M_{\mu\nu}, P_{\lambda}] = i(g_{\nu\lambda}P_{\mu} - g_{\mu\lambda}P_{\nu}), \]  

\[ [M_{\mu\nu}, M_{\lambda\gamma}] = i(g_{\nu\lambda}M_{\mu\gamma} - g_{\mu\lambda}M_{\nu\gamma} + g_{\mu\gamma}M_{\nu\lambda} - g_{\nu\gamma}M_{\mu\lambda}). \]  

In addition, $\theta_{\mu\nu}$ must be symmetric (this is in fact guaranteed by the time-independence of $M_{\mu\nu}$) and must transform as a tensor upon commutation with the Poincare generators

\[ [P_{\mu}, \theta_{\nu\lambda}(x)] = -i \partial_{\mu} \theta_{\nu\lambda}(x) \]  

\[ [M_{\mu\nu}, \theta_{\lambda\gamma}(x)] = -i(x \partial_{\nu} - x \partial_{\mu}) \theta_{\lambda\gamma}(x) \]

\[ + i[g_{\nu\lambda}\theta_{\mu\gamma}(x) - g_{\mu\lambda}\theta_{\nu\gamma}(x) + g_{\nu\gamma}\theta_{\mu\lambda}(x) - g_{\mu\gamma}\theta_{\nu\lambda}(x)]. \]

We can guarantee these commutation relations by requiring that $\theta_{\mu\nu}$ satisfy the conservation equation

\[ [D_{\mu}, \theta_{\mu\nu}(x)] = -i \delta^{\mu}_{\nu} \theta_{\mu\nu}(x) = 0 \]  

and the following (generalized) Schwinger conditions$^{10-12}$ (all at equal times)
III. THE INTERACTION PICTURE

Now we shall see how the generalized Schwinger conditions can aid us in the study of perturbation theories. We start in the Heisenberg Picture (H.P.) and go to the Interaction (or Dirac) Picture by dividing up our S.T. into what we shall think of as "free" and "interaction" parts

\[ \Theta_{\mu \nu}^{H}(\varrho_{H}) = \Theta_{\mu \nu}^{F}(\varrho_{H}) + \Theta_{\mu \nu}^{I}(\varrho_{H}) \]  

where \( \varrho_{H} \) represents an irreducible set of Heisenberg fields. The transition to the I.P. is made via the unitary transformation \( U(t) \):

\[ \varrho_{D}(x) = U(t) \varrho_{H}(x) U^{-1}(t) \]  

\[ \Theta_{\mu \nu}^{D}(\varrho_{D}) = U(t) \Theta_{\mu \nu}^{H}(\varrho_{H}) U^{-1}(t) \]

\[ = U(t) \Theta_{\mu \nu}^{F}(\varrho_{H}) U^{-1}(t) + U(t) \Theta_{\mu \nu}^{I}(\varrho_{H}) U^{-1}(t) \]

\[ = \Theta_{\mu \nu}^{F}(\varrho_{D}) + \Theta_{\mu \nu}^{I}(\varrho_{D}) \]  

We determine \( U(t) \) by requiring the "free" Hamiltonian \( H^{F}(\varrho_{D}) \) to act as a generator in the I.P. in the same way that \( F_{0}^{H}(\varrho_{H}) \) does in the H.P.:

\[ [F_{0}^{H}(\varrho_{H}), \varrho_{H}(x)] = -i \partial_{0} \varrho_{H}(x) \]  

\[ [H^{F}(\varrho_{D}), \varrho_{D}(x)] = -i \partial_{0} \varrho_{D}(x) \]

\[ F_{0}^{D}(\varrho_{D}) = H^{F}(\varrho_{D}) + H^{I}(\varrho_{D}) = \int d^{3}x \Theta_{00}^{F}(\varrho_{D}) \]

\[ + \int d^{3}x \Theta_{00}^{I}(\varrho_{D}) \]
Since $\partial_D$ is also an irreducible set we have:

$$\partial_0 U(t) = -i H^T(\partial_D) U(t).$$

This has the usual solution (T is the usual time ordering)

$$U(t) = T \exp \left\{ -i \int_0^t dt' H^T(\partial_D, t') \right\}$$

and the S matrix is

$$S = U(\infty) U^{-1}(\infty) = T \exp \left\{ -i \int dt H^T(\partial_D, t) \right\}$$

$$= T \exp \left\{ -i \int d^3x \Theta_{00}^T(\partial_D, x) \right\}$$

$$S = \sum_{n=0}^{\infty} S_n = \sum_{n=0}^{\infty} \frac{(-i)^n}{n!} \int dt_1 \cdots \int dt_n T(H^T(\partial_D, t_1) \cdots H^T(\partial_D, t_n))$$

Equation (23) continued.

$$= \sum_{n=0}^{\infty} \frac{(-i)^n}{n!} \int d^3x_1 \cdots \int d^3x_n T(\Theta_{00}^T(\partial_D, x_1) \cdots \Theta_{00}^T(\partial_D, x_n)).$$

As we have mentioned, the Poincare generators in the I.P. are defined in terms of the "free" part of the Dirac S.T.

$$F^F(\partial_D) = \int d^3x \Theta_{00}^F(\partial_D),$$

$$M^F_{\mu \nu}(\partial_D) = \int d^3x [x_\mu \Theta_{00}^F(\partial_D) - x_\nu \Theta_{00}^F(\partial_D)].$$

Now let us see what conditions must be imposed on $\Theta^D_{\mu \nu}$, $\Theta^F_{\mu \nu}$, and $\Theta^I_{\mu \nu}$ if our perturbation theory is to have a chance to be Poincare invariant. First we require that the total S.T. $\Theta^D_{\mu \nu}$ and the "free" S.T. $\Theta^F_{\mu \nu}$ (out of which the Dirac Lorentz generators are formed) satisfy generalized Schwinger conditions, i.e.,

$$\Theta^D_{\mu \nu} \text{ and } \Theta^F_{\mu \nu} \text{ satisfy Eqs. (9) - (15)}. \quad (26)$$

so that the total and "free" Lorentz generators satisfy the Poincare algebra and $\Theta^D_{\mu \nu}$ and $\Theta^F_{\mu \nu}$ have tensor transformation properties.

Next we see what constraints translational invariance in the I.P. provides. Starting from the defining relations (for complete set $\partial_H$)

$$[P_i H(\partial_H), \partial_H(x)] = -i \partial_1 \partial_H(x),$$

$$[P_i F(\partial_D), \partial_D(x)] = -i \partial_1 \partial_D(x).$$

Equation (23) continued next page.
we write [see Eq. (61)]
\[ -i \partial_t \phi_D(x) = -i U(t) \partial_t \phi^H_D(x) U^{-1}(t) = U(t)[P^H_1(\phi^H_D),\phi^H_D(x)] U^{-1}(t) \]
\[ = [P^F_1(\phi^F_D) + P^T_1(\phi^T_D),\phi^H_D(x)] = -i \partial_t \phi^H_D(x) + [P^T_1(\phi^T_D),\phi^H_D(x)]. \]
So
\[ [P^T_1(\phi^T_D),\phi^H_D(x)] = 0 \quad \text{for all } \phi^H_D(x). \] (29)

Thus\(^\text{19,20}\)
\[ P^T_1 = 0. \] (30)

Similarly, by requiring the preservation of rotational characteristics in the I.P. we start with the defining relations [see Eq. (65)]
\[ [M_{1j}^H(\phi^H_D),\phi^H_T(x)] = -i(x^j_1 \partial_j - x^j_0 \partial_1) \phi^H_T(x) + i(\Lambda_{1j})^S \phi^H_T(x), \]
\[ [M_{1j}^F(\phi^F_D),\phi^H_T(x)] = -i(x^j_1 \partial_j - x^j_0 \partial_1) \phi^H_T(x) + i(\Lambda_{1j})^S \phi^H_T(x), \]
\[ (32) \]
and transforming as above we find that
\[ M_{1j}^I = 0. \] (33)

Thus Eqs. (26), (31), and (34) are necessary conditions for a Poincaré invariant perturbation theory and are the only simple conditions we are likely to be able to derive. We shall see that these conditions are in fact sufficient by using them to verify the Poincaré invariance of the \(S\) matrix in the I.P.

IV. COVARIANCE OF THE \(S\) MATRIX

We now show that the necessary conditions on the S.T., Eqs. (26), (31), and (34), are sufficient by using them to demonstrate the covariance of the \(S\) matrix. We must show that
\[ [P^F_\mu(\phi^F_D),S] = 0, \] (35)
\[ [M^F_{\mu\nu}(\phi^F_D),S] = 0. \] (36)

Equation (35) for \(\mu = i\) follows directly from the fact that [using Eqs. (3) and (31)]
\[ [P^F_1(\phi^F_D),H^T(\phi^H_D)] = [P^F_1(\phi^F_D),H^D(\phi^H_D)] \]
\[ = [P^D_1(\phi^H_D),H^D(\phi^H_D)] = [P^T_1(\phi^H_D),H^D(\phi^H_D)] \]
\[ = [P^D_1(\phi^H_D),H^D(\phi^H_D)] = 0. \] (37)

Equation (36) for \(\mu,\nu = i,j\) follows from a similar argument showing
\[ [M_{1j}^F(\phi^F_D),H^T(\phi^H_D)] = 0. \] (38)

For \(\mu = 0\) in Eq. (35) we have
\[ [P^F_0(\phi^F_D),S_n(l)] = (-i)^n \int dt^1 ... \int dt^n [P^F_0(\phi^F_D),T^H(t_1) ... H^H(t_n)] \]
\[ = (-1)^n \frac{(-i)^n}{n!} \int dt^1 ... \int dt^n \sum_{m=1}^n T^H(t_m) ... t_0 \partial_m H^H(t_m) ... H^H(t_n) \]
\[ = i \frac{(-1)^n}{n!} \sum_{m,k} \int dt^1 ... \int dt^m \int dt^{m+1} ... \int dt^n \chi T^H(t_m)H^H(t_k) ... \]
\[ \chi T^H(t_m)H^H(t_k) ... \]
\[ = 0. \] (39)
using the indicated identity for moving a time derivative through a
time-ordered product and dropping surface terms at temporal infinity.

Equation (36) for \( \mu, \nu = 0,1 \) presents more difficulty. As a
preparation for the analysis we define two quantities. First,

\[
L_1(t) = \frac{1}{2} \int d^3x \int d^3y (x_1 - y_1) [\Theta_{00}^T(x_1,t), \Theta_{00}^T(y,t)]
\]

which will test for Schwinger terms in \([\Theta_{00}^I(x_1,t), \Theta_{00}^I(y,t)]\) [because
of the antisymmetry of \((x_1 - y_1)\), terms proportional to \(\delta^3(x - y)\)
will vanish upon integration] arising from moving a time derivative
through a time-ordered product similarly to the above calculation. We
will also need

\[
Z_1(t) = \int d^3x [M_{01}^D(\Phi_i^D), \Theta_{00}^I(x_1,t)] + i(x_0 \partial_1 - x_1 \partial_0) \Theta_{00}^I(x_1,t)
\]

which will be sensitive to the noncovariant tensor part \(\Theta_{00}^T\) of
\(\Theta_{00}^I\); \(\Theta_{00}^T\) is easily separated from \(\Theta_{00}^I\) as

\[
\Theta_{00}^I = (\Theta_{00} X \text{ scalar}) + (00 \text{ component of tensor})
\]

\[
= \Theta_{00}^S + \Theta_{00}^T.
\]

Using the equation

\[
[\Theta_{00}^I(x), \Theta_{00}^I(y)] + [\Theta_{00}^F(x), \Theta_{00}^I(y)] + [\Theta_{00}^I(x), \Theta_{00}^F(y)]
\]

\[
= i[\Theta_{01}^I(x) + \Theta_{01}^I(y)] \partial_1^x \delta^3(x - y)
\]

which follows from subtracting Eq. (9) for \(\Theta_{00}^D\) and \(\Theta_{00}^F\), and Eq.
(31), we discover that

\[
Z_1(t) = L_1(t) = \int d^3x \int d^3y (x_1 - y_1) [[H^I(x_1,t), \Theta_{00}^F(x_t,t)] + [H^F, \Theta_{00}^I(x_t,t)].
\]

Now it is easily shown by using Eq. (41) and pulling time
derivatives through the time-ordered product that

\[
[M_{01}^F(\Phi_i^D), S] = \sum_{n=1}^{\infty} \frac{(-1)^n}{(n-1)!} \int dt_1 \cdots \int dt_n T[H^I(t_1) \cdots H^I(t_n-1) Z_1(t_n)]
\]

\[
+ (-1)^n \sum_{n=2}^{\infty} \frac{(-1)^n}{(n-2)!} \int dt_1 \cdots \int dt_{n-1} T[H^I(t_1) \cdots H^I(t_{n-2})] L_1(t_{n-1})
\]

\[
= 0,
\]

the last equality using \(L_1 = Z_1\) and changing the summation parameter
in the second sum to \(m = n - 1\). We see that each \(S_n\) is not by itself
covariant.

For any particular interaction we can find a grouping into
covariant terms. Suppose the interaction has an expansion in a
coupling constant \(\lambda\):

\[
\Theta_{00}^I = \sum_{n=1}^{\infty} \lambda^n S_n + \sum_{n=2}^{\infty} \lambda^n T_n
\]

\[
= \sum_{n=1}^{\infty} \lambda^n W_n \quad (W_1 = S_1).
\]

Then we can expand everything in powers of \(\lambda\),

\[
S = \sum_{r=1}^{\infty} \lambda^r S_r^* \quad \text{and}
\]

\[
Z_1 = \sum_{n=2}^{\infty} \lambda^n Z_1^{(n)}
\]
Here we have taken \( \lambda \) to be the coefficient of the lowest order scalar term in \( \Theta^{I}_{00} \). We cannot have a tensor term with \( n = 1 \) because then the \( Z^{(n)} \) expansion would start with \( n = 1 \), which is impossible since the \( L^{(n)} \) expansion clearly starts with \( n = 2 \) and we will of course require

\[
Z^{(n)} = L^{(n)}.
\]

This requires, for example, that

\[
Z^{(2)} = \frac{S_1 S_1}{L_1},
\]

\[
Z^{(3)} = \frac{S_1 W_2 + W_2 S_1}{L_1} = 2 \frac{S_1 W_2}{L_1},
\]

\[
Z^{(4)} = \frac{W_2 W_2 + S_1 W_3 + W_3 S_1}{L_1} = \frac{W_2 W_2}{L_1} + 2 \frac{S_1 W_3}{L_1}.
\]

[The last equality in Eq. (50) follows from a change of variables.]

Using Eq. (51) it is a simple matter to show that each \( S_r^* \) is covariant. We have \( S_r^* \) for \( r = 2,3 \) as:

\[
S_2^* = -\frac{1}{2} \int \frac{d^4x}{4} \int \frac{d^4y}{4} T(\Theta^{00}(x) \Theta^{00}(y)) - i \int \frac{d^4x}{4} \Theta_0^0(x),
\]

\[
S_3^* = \frac{1}{6} \int \frac{d^4x}{4} \int \frac{d^4y}{4} \int \frac{d^4z}{4} T(\Theta^{00}(x) \Theta^{00}(y) \Theta^{00}(z))
\]

\[
- \int \frac{d^4x}{4} \Theta_0^0(x).
\]

Removing the scalar part from the last term of Eq. (55) (this does not affect covariance), or if \( \Theta_0^0 = 0 \), we get

\[
S_2^* = -\frac{1}{2} \int \frac{d^4x}{4} \int \frac{d^4y}{4} T(\Theta^{00}(x) \Theta^{00}(y)) - i \int \frac{d^4x}{4} \Theta_0^0(x).
\]

This is the usual expression showing how to add a seagull term to produce a covariant \( S \)-matrix element. 22-24

Finally, specializing our discussion to the common case of only leading terms in the scalar and tensor expansions:

\[
\Theta^{00} = \lambda ^2 \Theta^{00} + \lambda ^2 \Theta_0^0
\]

we may use Eqs. (53) and (54) to derive the interesting results

\[
S_2^* = -\frac{1}{2} \int \frac{d^4x}{4} \int \frac{d^4y}{4} T(\Theta^{00}(x) \Theta^{00}(y)) - i \int \frac{d^4x}{4} \Theta_0^0(x).
\]

(59)

\[
S_3^* = \frac{1}{6} \int \frac{d^4x}{4} \int \frac{d^4y}{4} \int \frac{d^4z}{4} T(\Theta^{00}(x) \Theta^{00}(y) \Theta^{00}(z))
\]

\[
- \int \frac{d^4x}{4} \Theta_0^0(x).
\]

(60)
V. IRREDUCIBLE OPERATORS

We have already encountered in implicit form some of the peculiarities involved in transforming operators between pictures. These peculiarities are of course traceable to the definition of $U(t)$. Using the defining relations for $U(t)$ and remembering especially that $U(t)$ is a function of time only we have

$$U(t)\left(\partial_t \phi_H(x)\right) U^{-1}(t) = \partial_t \left(U(t)\phi_H(x)U^{-1}(t)\right) = \partial_t \phi_D(x), \quad (61)$$

$$U(t)\left(\partial_0 \phi_H(x)\right) U^{-1}(t) = \partial_0 \left(U(t)\phi_H(x)U^{-1}(t)\right) - U(t)\phi_H(x)\partial_0 U^{-1}(t) = \partial_0 \phi_D(x) + iH^T(\partial_D)U(t)\phi_H(x)U^{-1}(t) - iU(t)\phi_H(x)U^{-1}(t)H^T(\partial_D)$$

$$= \partial_0 \phi_D(x) + i[H^T(\partial_D),\phi_H(x)] \quad (62)$$

showing how derivatives transform between pictures. The inverse relations are

$$U^{-1}(t)\left(\partial_t \phi_H(x)\right) U(t) = \partial_t \phi_H(x), \quad (63)$$

$$U^{-1}(t)\left(\partial_0 \phi_H(x)\right) U(t) = \partial_0 \phi_H(x) - i[H^T(\partial_H),\phi_H(x)]. \quad (64)$$

The simplicity of the transformation law for spatial derivatives is the reason for the ease with which translational and rotational properties may be handled. Boosts, however, are another matter and we now explore how behavior under such transformations is changed when we move from one picture to the other.

Operators $\phi^H_t(x)$ transform irreducibly in the I.P. if

$$\left[M^H_{\mu\nu}(\phi_H),\phi^H_t(x)\right] = -i(x_\mu \partial_\nu - x_\nu \partial_\mu) \phi^H_t(x) + i(\Lambda^H_{\mu\nu})_{\phi^H_t(x)} \quad (65)$$

with $(\Lambda^H_{\mu\nu})_{\phi^H_t(x)}$ a matrix representation of the Lorentz group

$$\Lambda^H_{\mu\nu}(0) = 0 \quad \text{if} \quad \phi^H_t = \phi \text{ is a scalar,} \quad (66)$$

$$\left(\Lambda^H_{\mu\nu}ight)^{\phi^H_t} = -\frac{i}{2} \left[r_\mu, r_\nu\right]_{\phi^H_t} \quad \text{if} \quad \phi^H_t = \psi_t, (r = 1, 2, 3, 4) \text{ is a spinor,} \quad (67)$$

$$\left(\Lambda^H_{\mu\nu}ight)^{\phi^H_t} = \varepsilon_{\mu\nu} \varepsilon^S - \varepsilon_{\mu\nu} \varepsilon^S \quad \text{if} \quad \phi^H_t = V_t, (r = 0, 1, 2, 3) \text{ is a vector.} \quad (68)$$

Spatial rotation properties will remain the same when we go to the I.P. because of Eq. (61). However, we may show, by Eqs. (31), (61), (62), and various defining relations,

$$\left[M^F_{01}(\phi^D_t),\phi^D_t(x)\right] = -i(x_0 \partial_t - x_1 \partial_t) \phi^D_t(x) + i(\Lambda^F_{01})_{\phi^D_t(x)}$$

$$+ \int d^3y (y_1 - x_1)[\Theta^I_{00}(\phi^D_t, y), \phi^D_t(x)] \quad (69)$$

so $\phi^D_t(x)$ does not transform irreducibly if there are Schwinger terms in its equal-time commutator with $\Theta^I_{00}(\phi^D_t, y)$. We can in general find an irreducible set $\tilde{\phi^D}_t$, with

$$\tilde{\phi^D}_t = \phi^D_t + \Delta^D_t. \quad (70)$$

We assume $\tilde{\phi^D}_t$ transforms in the I.P. as $\phi^H_t$ does in the H.P. Then we find from Eq. (69), defining relations, and the time independence of $M^F_{01}$, the following integral-matrix equation for the term to be added:

$$i(\Lambda^F_{01})_{\phi^D_t(x)} = \int d^3y (y_1 - x_1)[\Theta^I_{00}(\phi^D_t, y), \phi^D_t(x)] + \int d^3y (y_1 - x_1)[\Theta^F_{00}(\tilde{\phi^D}_t, \phi^D_t, y), \phi^D_t(x)] \quad (71)$$
Written out for a vector field \( V_r \) this equation becomes

\[
-1 \Delta^D_{\mu}(x,t) = \int d^3y(y_1 - x_1)[\{\Theta_0 I(\partial_D, \chi, t), V^D_0(x,t)\} - \{\Theta_0 F(\partial_D, \chi, t), \Delta^D_0(x,t)\}], \tag{72}
\]

\[
-1 \delta_{ij} \Delta^D_0(x,t) = \int d^3y(y_1 - x_1)[\{\Theta_0 I(\partial_D, \chi, t), V^D_0(x,t)\} - \{\Theta_0 F(\partial_D, \chi, t), \Delta^D_0(x,t)\}], \tag{73}
\]

The above equations are not independent and do not provide for a unique solution for \( \Delta^D_\mu \) for the simple reason that \( \Delta^D_\mu \) is not unique:

we can always add arbitrary amounts of a (Dirac) vector to it (see the examples in the next two sections).

Conversely, if operators \( \varphi^D_r \) transform irreducibly in the I.P.:

\[
[M_{0i} F(\varphi, \varphi^D_r(x))] = -i(x_0 \partial_1 - x_1 \partial_0) \varphi^D_r(x) + i(\Lambda_{01})^S \varphi^D_r(x) \tag{74}
\]

we find that

\[
[M_{0i} H(\varphi, \varphi^H_r(x))] = -i(x_0 \partial_1 - x_1 \partial_0) \varphi^H_r(x) + i(\Lambda_{01})^S \varphi^H_r(x)
+ \int d^3y(x_1 - y_i)[\Theta_0 I(\partial_D, \chi, t), \varphi^H_r(x,t)] \tag{75}
\]

and, introducing the irreducible set

\[
\varphi^H_r = \varphi^H_r + \Delta^H_r \tag{76}
\]

we find that

\[
(\Lambda_{01})^S \Delta^H_r(x,t) = \int d^3y(x_1 - y_i)[\{\Theta_0 I(\partial_D, \chi, t), \varphi^H_r(x,t)\}
+ \{\Theta_0 H(\varphi, \chi, t), \Delta^H_r(x,t)\}] + \{\Theta_0 H(\varphi, \chi, t), \Delta^H_r(x,t)\}]. \tag{77}
\]
VI. A CANONICAL EXAMPLE—DERIVATIVE COUPLING

To examine how our approach to covariance comes in contact with the usual Lagrangian methods, we apply our approach to an example of derivative coupling, a Lagrangian theory the verification of whose explicit covariance (of the S matrix) is somewhat laborious by usual Lagrangian methods. Here we use the Lagrangian to find the S.T. and directly establish the covariance of the S matrix by verifying that $Z_1 = L_1$. We start with the Lagrangian (in the H.P.) for axial-vector derivative coupling (here of course the interaction is easily identifiable)

$$
\mathcal{L} = \frac{1}{2} \left( \partial_\mu \phi \partial^\mu \phi - \mu \phi^2 \right) + \bar{\psi}_H (i \gamma^\mu - m) \gamma^\mu \psi_H - \lambda \partial^\mu \phi \partial_\mu \phi, \quad (80)
$$

$$
J_\mu^H = \bar{\psi}_H \gamma^\mu \psi_H. \quad (81)
$$

Proceeding with usual Lagrangian methods we identify the canonical momentum (vector) and the fermion momentum as

$$
\pi_\mu^H = \frac{\partial \mathcal{L}}{\partial (\partial_\mu \phi^H)} = \partial_\mu \phi^H - \lambda \psi_H, \quad (82)
$$

$$
\frac{\partial \mathcal{L}}{\partial (\partial_0 \phi^H)} = i \bar{\psi}_H \gamma_0 = i \psi_H^\dagger. \quad (83)
$$

The equations of motion are found to be

$$
\begin{align*}
(\Box + \mu^2) \phi_H &= \lambda \gamma^\mu J_\mu^H, \\
(i \gamma^\mu - m) \psi_H &= \lambda \gamma^\mu \gamma^5 \psi_H^\dagger \partial^\mu \phi_H, \\
\bar{\psi}_H (i \gamma^\mu + m) &= -\lambda \partial_\mu \phi^H \bar{\psi}_H \gamma^\mu. \quad (84)
\end{align*}
$$

The (equal-time) canonical commutation relations are

$$
\begin{align*}
[\pi_0^H(x), \phi^H(y)] &= -\frac{i}{2} \delta^3(x - y) \\
[\psi_0^H(x), \phi^H(y)] &= \delta^3(x - y) \\
[\phi^H(x), \psi_0^H(y)] &= [\pi_0^H(x), \psi_0^H(y)] = [\phi^H(x), \psi_0^H(y)] = 0. \quad (85)
\end{align*}
$$

The canonical S.T. is given by

$$
T_{\mu \nu} = -\varepsilon_{\mu \nu} \mathcal{L} + \frac{\partial \mathcal{L}}{\partial (\partial_\mu \phi^H)} \partial_\nu \phi^H + \frac{\partial \mathcal{L}}{\partial (\partial_\nu \phi^H)} \partial_\mu \phi^H
$$

$$
= i \bar{\psi}_H \gamma_\mu \psi_H - \frac{1}{2} \varepsilon_{\mu \nu} \left( \partial_\mu \phi^H \partial_\nu \phi^H - \mu^2 \phi^2 \right) + \eta_\mu \phi^H \psi_0^H \quad (86)
$$

but this S.T. is not Hermitian or symmetric as it stands. The properly symmetrized form is

$$
\begin{align*}
\Theta_{\mu \nu} &= \frac{1}{2} \bar{\psi}_H \left( \gamma_\mu \psi_0^H + \gamma_\nu \phi_0^H \right) \psi_H - \frac{1}{2} \varepsilon_{\mu \nu} \left( \partial_\mu \phi^H \partial_\nu \phi^H - \mu^2 \phi^2 \right) \\
&+ \frac{1}{2} \left( \left[ \pi_\mu^H, \partial^\nu \phi_0^H \right] + \left[ \eta_\nu^H, \partial^\mu \phi^H \right] \right). \quad (87)
\end{align*}
$$

Using Eqs. (84) and (85) we then find

$$
\begin{align*}
\Theta_{00}^H &= \frac{1}{2} \bar{\psi}_H \left( -\eta_0 \phi_0^H + 2m \psi_0^H + \frac{1}{2} \left( \pi_0^H \right)^2 + \partial_0 \phi^H \partial_0 \phi^H + \mu^2 \phi^2 \right) \\
&+ \lambda (J_0 \psi_0^H + J_0 \phi_0^H \phi_0^H + \frac{1}{2} J_0 \phi_0^H \phi_0^H), \quad (88)
\end{align*}
$$

$$
\begin{align*}
\Theta_{01}^H &= \frac{1}{2} \bar{\psi}_H \left( \eta_0 \phi_0^H + \gamma_0 \phi_0^H \phi_0^H \right) - \gamma_0 \partial_0 \phi_0^H \psi_0^H + \frac{1}{2} \left( \pi_0^H \phi_0^H + \partial_0 \phi_0^H \phi_0^H \right), \quad (89)
\end{align*}
$$
\[
\theta_{ij}^H = \frac{1}{2} \varepsilon_{ij} (\gamma_5^H (\gamma_5^H)^* - \gamma_5^H \gamma_5^H)^* - \frac{1}{2} \varepsilon_{ij} \left( \lambda \gamma_5^H + \mu \gamma_5^H \right)
\]
\[
+ \frac{1}{2} \varepsilon_{ij} \lambda \gamma_5^H + \frac{1}{2} \varepsilon_{ij} \mu \gamma_5^H.
\]

Since we have eliminated all time derivatives the form of Eqs. (88) - (90) is not altered when we go to the I.P. We make the obvious separation of "free" and "interaction" parts of the S.T. and can verify that the free parts satisfy Eqs. (9) - (13) (Schwinger terms in this theory arise from the various derivatives acting on canonical commutators).

For the interaction part we have

\[
\theta_{00}^I = \lambda (\gamma_5^H \gamma_5^H - \gamma_5^H + \mu \gamma_5^H),
\]

(91)

\[
\theta_{01}^I = 0.
\]

(92)

The conditions (31) and (34) are thus satisfied. Thus we have all our necessary conditions for covariance of S. We may verify that \( \theta_{00}^I \) is in the scalar-tensor form (it was not so before transformation) by calculating\footnote{27}

\[
\pi_0^D = U(t) (\partial \Phi_H - \lambda \gamma_5^H) U^{-1}(t)
\]

\[
= \partial \Phi_D + i [H^I(\Phi_D), \Phi_D] - \lambda \gamma_0^D
\]

\[
= \partial \Phi_D.
\]

leading to the vector [see Eq. (93)]

\[
\pi_1^D = \pi_1^D + \Delta_1^D = (\partial_1 \Phi_D - \lambda \gamma_1^D) + \lambda \gamma_1^D.
\]

(97)

In fact we can easily verify that the most general Dirac vector

\[
\tilde{\pi}_\mu^D = \alpha \partial_\mu \Phi_D + \beta \gamma_\mu^D
\]

(98)

is also a solution of Eqs. (70), (72), and (73).
VII. A NON-LAGRANGIAN EXAMPLE--CURRENT-CURRENT COUPLING

To see the value of the S.T. approach to non-Lagrangian theories we use our methods to determine the form of the interaction in a current-current theory formulated as such directly in the I.P. We assume the following equal-time commutation relations for our currents:

\[ [J_0^D(\mathbf{x}), J_1^D(\mathbf{y})] = i c \partial_1^x \delta^3(\mathbf{x} - \mathbf{y}) \]

\[ [J_0^D(\mathbf{x}), J_0^D(\mathbf{y})] = 0 \]

\[ [J_1^D(\mathbf{x}), J_1^D(\mathbf{y})] = i c_{ij}^x \delta^3(\mathbf{x} - \mathbf{y}), \quad c_{ij}^x = c_{ji} \]  

(99)

and we assure that \( J_1^D \) acts like a Lorentz vector under boosts by taking additional restrictions would be needed if we were interested in analyzing its rotational properties.

\[ [\theta_{00}^F(\mathbf{x}, t), J_0^D(\mathbf{y}, t)] = i J_1^D(\mathbf{y}, t) \partial_1^x \delta^3(\mathbf{x} - \mathbf{y}) \]

\[ -i \partial_0 J_1^D(\mathbf{x}, t) \delta^3(\mathbf{x} - \mathbf{y}) \]

\[ [\theta_{00}^F(\mathbf{x}, t), J_1^D(\mathbf{y}, t)] = i J_0^D(\mathbf{x}, t) \partial_0^x \delta^3(\mathbf{x} - \mathbf{y}) \]

\[ -i (\partial_0 J_1^D(\mathbf{x}, t) - \partial_1 J_0^D(\mathbf{x}, t)) \delta^3(\mathbf{x} - \mathbf{y}). \]  

(100)

We must allow a tensor term in our interaction

\[ \theta_{00}^I = \varepsilon J_0^H + \bar{\varepsilon} J_0^{H\dagger} \]  

(101)

since \( S_1^H S_1^L \neq 0 \). By requiring that \( Z_1 = L_1 \) and using Eqs. (99) and (101) we can determine \( \varepsilon \) as a function of \( g \). We first note that

\[ L_1^{ST} = \frac{1}{2} L_1^{SS}, \quad L_1^{TT} = 0. \]

Thus

\[ -i \varepsilon = -2i c (\varepsilon^2 + \bar{\varepsilon} \bar{\varepsilon}) \]  

(102)

which has the solution

\[ \varepsilon = \frac{2c g^2}{1 - 2c g}. \]  

(103)

Here of course we have an infinity of tensor terms upon expansion in \( g \).

By calculating the left-hand side of Eq. (43) [using Eqs. (99), (100), (101), (103)] we discover that the right-hand side vanishes

\[ i[\theta_{00}^F(\mathbf{x}), \theta_{00}^F(\mathbf{y})] \delta_0^x \delta_0^y(\mathbf{x} - \mathbf{y}) = 0. \]

(104)

By integrating this equation and its moment we determine that

\[ \theta_{00}(\mathbf{y}) = 0 \]

(105)

in conformance with Eqs. (31) and (34).

If we try to find the irreducible Heisenberg vector \( \not{J}_\mu \), we use Eqs. (78) and (79) with the trial solution

\[ \not{J}_\mu = A J_0^H - B J_1^H. \]  

(106)

and discover that Eqs. (78) and (79) lead to the same relation

\[ (1 - 2c g) A - B = 2c g. \]  

(107)

Thus we cannot find a unique solution and this merely reflects the fact that we have no unique \( \not{J}_\mu \). Our general solution is [first take \( A = 0 \) in Eq. (107) to get a vector]

\[ \not{J}_\mu = \kappa (J_0^H, (1 - 2c g) J_1^H) \]  

(108)

and in fact the \( A \) and \( B \) defined by Eq. (108):
\[ A = (\kappa - 1), \]
\[ B = \kappa(1 - 2\sigma) - 1 \quad (109) \]

solve Eq. (107) for any \( \kappa \).

VIII. SUMMARY

We have shown that necessary and sufficient conditions for
Poincare invariance of a local perturbation theory are that the total
stress tensor \( \theta^D_{\mu\nu} \) and its free part \( \theta^F_{\mu\nu} \) satisfy generalized
Schwinger conditions and \( P^I = M^I = 0. \)
These conditions on the
stress tensor guarantee the Poincare invariance of the Dyson S matrix
through the mechanism of cancellation of seagulls and Schwinger terms;
and we obtain a covariant grouping of S-matrix elements \( S^* \) by
collecting terms of order \( \lambda^r \). We also showed how in the related
problem of transformation of operators between the Heisenberg and
Interaction Pictures we can form a set of irreducible operators \( \Phi_r \)
from an irreducible set \( \Phi_r \) in the other picture.
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FOOTNOTES AND REFERENCES

* This work was done under the auspices of the U.S. Atomic Energy Commission.

7. Our notation follows the scheme of Ref. 8.
9. We will often simplify the notation by dropping parts of the full functional dependence of our operators.
13. All Schwinger terms appearing in integrals in this paper are removed by integrations by parts. We shall assume the vanishing of all surface terms arising from integrations by parts in this paper.
14. The "free" theory may be any theory we are considering a perturbation of.
15. We ignore any additive C-number contribution to $\tilde{H}_D$. See Ref. 8.

16. We may have to solve an integral equation to find $U(t)$ in the unlikely event that there are time derivatives in $\theta_0^H$ that we cannot remove (e.g., by using equations of motion or the definition of a canonical momentum); see Sec. V.


18. Since they contain no time derivatives the generalized Schwinger conditions also hold for $\theta_{\mu}^H(D_D^\mu)$.

19. We ignore any additive C-number contribution to $P_I$. See Ref. 10.

20. This result is true in either picture.

21. Some authors express this noncovariance by the use of a time-like vector $n_{\mu}$. See Refs. 2, 3, 5, and 23.

22. The construction of such covariant sums has been considered in Refs. 23 and 24.


25. It may be shown that the canonical formalism must break down for this theory but we shall ignore such complications; see J. Schwinger, Phys. Rev. Letters 2, 296 (1959).


27. The commutation relations are the same in both pictures.


30. The commutation relations, Eq. (99), are the same in the H.P.

The time derivatives in Eq. (100) do not lead to Schwinger terms when transformed to the H.P. and so do not contribute to Eq. (107).

31. If a (non-Abelian) algebra were taken for $J^H_{\mu}$, this would determine $\kappa$ [e.g., for ordinary SU(3) $\otimes$ SU(3) [with an internal symmetry index added to $J^H_{\mu}$], $\kappa = 1$].

32. After this investigation was concluded it was discovered that a sufficient condition for invariance was given by: S. Weinberg, Brandeis Summer Institute in Theoretical Physics, 1964, Vol. 2, Lectures on Particles and Field Theory (Prentice-Hall, Inc., Englewood Cliffs, New Jersey). See also the lecture in this volume by J. Schwinger with reference to our Sec. II.
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