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Abstract

Jet fragmentation properties have been studied in collisions of protons and antiprotons at a center-of-mass energy of 1.8 TeV, using the Collider Detector at Fermilab (CDF). The fractional momentum distribution of charged particles within jets is presented and compared with Monte-Carlo predictions. With increasing di-jet invariant mass from 60 to 200 GeV/c$^2$ the fragmentation is observed to soften as predicted by scale breaking effects in Quantum Chromodynamics (QCD). The charged multiplicity in the jet core is observed to rise with di-jet invariant mass.
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Chapter 1

Introduction

Over the past few decades, there has been substantial progress in understanding the nature of matter at the smallest scale - the elementary particles and their interactions. On the experimental side, technological advances in accelerators, detectors, electronics and computers have enabled physicists to observe elementary particle interactions at very high energies (equivalently, at small distances), facilitating many discoveries such as the quark structure of nucleons and the existence of vector bosons. On the theoretical side, a vast quantity of knowledge about elementary particles and forces has been incorporated into a simple framework known as the 'standard model'. This theoretical synthesis has brought about many predictions which thus far have not been contradicted by experimental data.

According to the standard model, all matter is composed of two basic types of particles, quarks and leptons, and their corresponding antiparticles. The quarks and leptons come in several varieties ('flavors'), as listed in Table 1.1. The standard model describes three forces (interactions) these particles experience: the electromagnetic interaction between charged particles and photons, described by Quantum Electrodynamics (QED)[1]; the weak interaction, which at low energy is responsible for radioactivity, and at high energy is unified with QED in the Weinberg-Salam $SU(2) \times U(1)$ model[2]; and the strong interaction between quarks and gluons, which causes the forces between nucleons, described by the $SU(3)$ gauge theory Quantum Chromodynamics (QCD)[3].  

The subject of this thesis, hadronic jets and their properties, deals with the strong inter-
Table 1.1: Fundamental matter particles of the standard model.

<table>
<thead>
<tr>
<th>QUARKS</th>
<th>charge</th>
</tr>
</thead>
<tbody>
<tr>
<td>'down'-type quarks</td>
<td>d, s, b</td>
</tr>
<tr>
<td>'up'-type quarks</td>
<td>u, c, t</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LEPTONS</th>
<th>charge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charged leptons</td>
<td>e, μ, τ</td>
</tr>
<tr>
<td>Neutrinos</td>
<td>ν_e, ν_μ, ν_τ</td>
</tr>
</tbody>
</table>

Figure 1.1: Interactions of quarks and gluons in Quantum Chromodynamics.

teraction. QCD is a renormalizable field theory similar to QED, in that quarks, which carry a different kind of charge called 'color', interact with gluons (analogous to photons in QED) via a Lagrangian similar in appearance to the QED Lagrangian. Unlike QED, the gauge symmetry is non-Abelian, causing gluons also to possess color charge and consequently interact with gluons as well as quarks. The basic interactions among gluons and quarks are the Feynman vertices shown in Figure 1.1. The additional gluon-gluon interactions cause the strong coupling constant $\alpha_s = g_s^2/4\pi$ to have a qualitatively different behavior with $Q^2$ (the interaction momentum transfer scale) than the QED coupling constant $\alpha_{QED} = e^2/4\pi$.

---

Footnote:

2For simplicity, both quarks and antiquarks will be referred to as quarks in this discussion.
The $Q^2$ dependence of $\alpha_s$, illustrated in Figure 1.2, is approximately

$$
\alpha_s(Q^2) = \frac{4\pi}{(11 - \frac{2}{3}N_f) \ln(Q^2/\Lambda_{QCD}^2)},
$$

where $N_f$ is the number of quark flavors with mass less than $Q$, and $\Lambda_{QCD}$ is a constant, determined experimentally to be about 0.2 GeV.

The 'running' of the strong coupling constant causes the strong interaction to be very different at small versus large $Q^2$. In the infinite $Q^2$ limit, quarks and gluons are 'asymptotically free' particles, and the theory is well behaved. Below about $(1 \text{ GeV})^2$, however, the coupling becomes large and the techniques of perturbation theory can not be applied; it is believed that this causes the quarks and gluons to be confined into hadrons and not observable in isolation.

The confinement of color charge is responsible for the jet structure of high energy hadron collisions. Though for an instant a gluon or quark may be knocked out of a proton, as soon as it is separated by distances of the order of the proton size (approximately 1 Fermi), the potential energy becomes large enough to create quark-antiquark pairs from the vacuum. Rather than the outgoing quark, a group of hadrons travelling approximately in the original quark or gluon direction is observed. The observation of jets, first in $e^+e^-$ collisions[4] and later in hadron collisions[5], provided strong evidence for the quark model.
Prior to the advent of QCD as a dynamical theory, the 'parton model'\cite{6} was proposed to describe nucleon substructure seen in deep inelastic scattering experiments. The 'structure functions' $F(X)$, describing the distribution of the nucleon momenta among various types of partons (quarks and gluons), appeared to be only a function of the momentum fraction $X$ and to scale with the probing momentum transfer. Similarly, the 'fragmentation function' $D(Z)$ describing the momentum distribution of hadrons from an outgoing quark was assumed to be a function of the momentum fraction $Z$ and independent of $Q^2$. Further, it was suggested that these functions could be used to describe a large variety of processes including deep inelastic scattering, $e^+e^-$ annihilation, and hadron collisions.

The theory of QCD was later seen to support the basic parton model tenets as its lowest-order approximation; the exception is that the existence of a momentum scale ($\Lambda_{QCD}$) in the theory would necessarily introduce scaling violations ($Q^2$ dependence) in the fragmentation and structure functions. Since any 'hard' (high $Q^2$) process involving QCD includes also the 'soft' (low $Q^2$) region, higher orders always enter in, which can be absorbed into the fragmentation and structure functions. The $Q^2$ dependence acts to hinder the quantitative comparison of the different processes, because of ambiguity regarding the precise definition of $Q^2$ for a particular process.

### 1.1 Hadron Collisions

Jet production in proton-antiproton collisions in the QCD-improved parton model is illustrated in Figure 1.3. The incoming protons and antiprotons may be thought of as a broad-band parton beam, where the structure functions describe the effective luminosity of incoming gluons and quarks. The transverse momenta of the incoming partons is small compared with their momenta in the beam directions. Pairs of constituent partons with momentum fractions $x_1$ and $x_2$ collide with a subprocess cross section $\sigma(\hat{s}, \hat{t}, \hat{u})$ appropriate to the parton species. The kinematic variables $\hat{s}$, $\hat{t}$ and $\hat{u}$ are defined (for massless partons)
by the relations:

\[ s = (p_1 + p_2)^2 = x_1 x_2 s, \]

\[ t = (p_1 - p_3)^2, \]

and

\[ u = (p_2 - p_3)^2. \]

The remnants of the incoming hadrons add an 'underlying event' background to the jets from the hard scatter.

The cross section for inclusive jet production in lowest order is obtained by summing over the parton subprocesses that contribute, weighted by the parton distributions and the subprocess cross sections. The calculated differential cross section versus transverse momentum \((P_T)\) at the Tevatron center-of-mass energy \(\sqrt{s} = 1.8\) TeV is shown in Figure 1.4, as calculated from the PAPAGENO program[7] using the EHLQ set 1 structure functions[8]. Between 20 and 100 GeV/c, the cross section decreases by several orders of magnitude, primarily a reflection of the structure functions, which are peaked at low \(X\) values. The predicted fraction of events as a function of \(P_T\) which are gluon-gluon, quark-gluon and quark-quark collisions is plotted in Figure 1.4b. The fraction of quark-quark scatterings is
Figure 1.4: a) Cross section for QCD jet production in 1.8 TeV $pp$ collisions. Also shown are individual contributions from quark-quark and gluon-gluon collisions. b) Fraction of gluon-gluon, quark-gluon and quark-quark events as a function of jet $P_T$.

only a few percent of events, rising slowly with $P_T$. The plot also shows that the outgoing jets in these collisions are expected to be approximately 75 percent gluon initiated.

1.2 Jet Fragmentation

The fragmentation properties of the jets should be entirely specified by QCD (with the exception of effects due to weak and electromagnetic decays), if QCD is indeed the correct theory of strong interactions. Fully understanding the phase transition in which hadrons are formed is beyond the capabilities of present mathematical techniques. The transition may not be very complicated; models have been developed, such as the string model[10] and the cluster models[11, 12], based on physical intuition, which describe fragmentation data reasonably well; But they do not tell us whether the QCD theory is right or wrong.

At higher and higher jet momenta, QCD is able to make more solid predictions about jet properties[13, 12]. As illustrated in Figure 1.5, the development of a jet can be schematically separated into four stages: the production of a parton in a hard collision, with a virtual mass on the order of the collision momentum transfer; perturbative evolution of the parton to a lower virtual mass ($\sim 1$ GeV), through gluon bremsstrahlung and quark-
antiquark pair production; the transition into hadrons; and the decay of unstable hadrons. With increasing jet energy, as the tools of perturbation theory become applicable to a larger portion of the jet development, QCD is able to make two solid predictions:

- The fragmentation properties of quark jets and gluon jets should be different at high energy. The differences should asymptotically reach a maximum for infinite jet energy. For example, the ratio of average multiplicity in gluon versus quark jets was predicted to be $9/4$ (the ratio of gluon to quark color charge)[14], with higher order corrections giving a value somewhat lower ($\sim 2$)[15]. Equivalently, the fragmentation function for gluon jets should be 'softer' (more steeply falling), with more of the jets momentum taken up by low $Z$ particles[13].

- For each type of jet, the fragmentation function should become more peaked at very low fractional momenta $Z$, with a correspondingly higher average multiplicity, as energy increases. The $Q^2$ dependence of the quark and gluon fragmentation functions (from measurements at a fixed $Q^2$ value) can be calculated from the Altarelli-Parisi evolution equations[19]:

$$\frac{\partial D_q(Z, Q^2)}{\partial \ln Q^2} = \frac{\alpha_s}{2\pi} \int_z^1 \frac{dZ'}{Z'} [D_q(Z', Q^2)P_{qg}(\frac{Z}{Z'}) + D_g(Z', Q^2)P_{gq}(\frac{Z}{Z'})]$$
\[
\frac{\partial D_q(Z, Q^2)}{\partial \ln Q^2} = \frac{\alpha_s}{2\pi} \int_0^1 \frac{dZ'}{Z'} \left[ \sum D_q(Z', Q^2) P_{q\ell}(\frac{Z}{Z'}) + D_g(Z', Q^2) P_{g\ell}(\frac{Z}{Z'}) \right]
\]

In the above formulae, \(D_q\) and \(D_g\) are the fragmentation functions for quark and gluon jets, respectively, and \(P_{ab}(x)\) is the probability for \(a\) to split into \(b\) with momentum fraction \(x\), calculated in QCD. The Altarelli-Parisi equations were originally applied to the structure functions.

Peterson et al[20] point out two other sources of non-scaling behavior in the fragmentation function (specifically in \(e^+e^-\) experiments). The first is nonperturbative phase space effects introduced by finite hadron masses and nonzero transverse momenta within the jet. These effects are expected to be negligible in comparison with perturbative evolution for \(P_T\) above \(\sim 30\) GeV/c. The other source is increased heavy (c and b) quark production. The fragmentation function of heavy quark jets into primary heavy hadrons is concentrated at high \(Z\). The primary mechanism for heavy quark production at the Tevatron is gluon splitting (as opposed to s channel production) so their effect on the inclusive fragmentation function is not as dramatic as for \(e^+e^-\) jets.

The experimental evidence for differences between quark and gluon jets is not clear. In \(e^+e^-\) data, some studies have shown evidence for gluon jets fragmenting with higher average multiplicities[16], a steeper fragmentation function[17], or larger internal transverse momenta[18]. In general, these studies used asymmetric three-jet events to obtain a gluon enriched jet sample, and therefore compare the jets at different \(Q^2\) values. By comparing symmetric three-jet events at \(\sqrt{s} = 35\) GeV with two-jet events at \(\sqrt{s} = 22\) GeV, TASSO has reported seeing no evidence of quark/gluon differences in the fragmentation function[21]. In \(\bar{p}p\) collisions, the UA1 Collaboration compared the fragmentation of gluon and quark enriched jet samples, from different dijet kinematic regions[22]. Jets from the 'gluon' sample (at an average dijet invariant mass of 95 GeV/c\(^2\)) were observed to fragment more softly than jets from the 'quark' sample (which had an average dijet invariant mass of 130 GeV/c\(^2\)).
Chapter 2

Experiment Description

2.1 CDF Experiment Overview

The Collider Detector at Fermilab (CDF) is an ongoing experiment to observe collisions of protons and antiprotons at the highest center-of-mass energy available to date. The collaboration includes over two hundred physicists from the United States, Italy, and Japan[23]. Planning for the experiment began in 1978, and the first $\bar{p}p$ collisions were seen in October 1985 using a subset of the CDF apparatus. In March through May of 1987, the first significant amount of data was recorded with the nearly completed CDF experiment. The analysis presented in this thesis uses these data, which amount to approximately 26 inverse nanobarns of integrated luminosity at the center-of-mass energy $\sqrt{s} = 1.8$ TeV. In the past year the experiment has recorded over 4 inverse picobarns, more than a factor of 100 increase over the 1987 sample, allowing for high statistics studies of previously rarely observed phenomena and a larger energy range in which to search for “new physics”. Additional runs with an upgraded detector at higher luminosity are planned for the near future.

CDF is a general purpose collider detector, in which the goal is to measure the features of $\bar{p}p$ interactions in as much detail as feasible. The detector is shown in an isometric view in Figure 2.1. The various subsystems are designed to detect most standard model objects or their decay products. These subsystems include:

- tracking detectors for non-destructive measurement of charged particle momenta in a 1.5 Tesla solenoidal magnetic field.

- finely segmented calorimetry for measuring energy and direction of single particles
Figure 2.1: The CDF experiment
(hadrons, electrons or photons) or jets of particles via total absorption. As the calorimetry covers nearly the complete $4\pi$ solid angle, non-interacting particles such as neutrinos can be "detected" in events with substantial transverse momentum imbalance.

- chambers outside the calorimetry for detection and momentum analysis of muons.

A flexible multi-level trigger system enables the experiment to collect several sets of data with more or less complicated criteria based on the detectable objects mentioned above. These can be analyzed independently to investigate many different physics topics. In this sense the experiment may be thought of as a laboratory in itself.

In the following sections, the accelerator and those detector components that are relevant to this work will be described, which include the tracking detectors, the calorimetry, and the data acquisition and trigger systems. The complete CDF apparatus is described in detail in [24] and references contained therein. An orthogonal coordinate system is utilized in which $x$, $y$ and $z$ are the distance in horizontal direction outwards from the center of the accelerator ring, the vertical direction, and in the proton beam direction, respectively. $\phi$ is the azimuthal angle, and $\theta$ is the polar angle to the proton beam direction. Transverse momentum $P_T$ or energy $E_T$ are simply the momentum or energy multiplied by $\sin \theta$. An additional useful variable is the pseudo-rapidity $\eta$ defined by the relation $\eta \equiv -\ln \tan(\theta/2)$.

2.2 Tevatron Collider

The CDF experiment is located at the B0 interaction region of the Fermilab Tevatron Collider[25]. The Tevatron is presently the world's highest energy accelerator and the first to extensively utilize superconducting magnet technology. The Tevatron is the final component of an accelerator complex which includes:

- A linear accelerator for the preacceleration of protons from hydrogen gas.

- An antiproton storage ring which utilizes the principle of stochastic cooling[26] to collect up to $10^{10}$ antiprotons per hour.
The Main Ring which accelerates bunches of protons and antiprotons to 120 GeV for injection into the Tevatron. The Main Ring occupies the same tunnel as the Tevatron and passes directly above the CDF detector. It is used during Tevatron operation to collide protons on a target for production of antiprotons.

The antiprotons and protons are injected in bunches of typically $10^{11}$ particles, which are accelerated using RF cavities. In 1987 the Tevatron was operated with three bunches each of antiprotons and protons, which intersected each other within the detector every seven microseconds. A pair of focusing quadrupole magnets located on each side of the CDF detector squeeze the beam to maximize the luminosity.

The luminosity $\mathcal{L}$ is expressed in units of flux per area per unit time, and is used to calculate the rate $\mathcal{R}$ for a process with a cross section area $\sigma$ by the relation:

$$\mathcal{R} = \mathcal{L} \sigma$$

The peak luminosity achieved in the 1987 running period was $10^{29}$/cm$^2$/sec, which resulted in a basic inelastic collision rate of about five kiloHertz. The collisions occurred in a spatial region of approximately 60 microns RMS in radius by 30 centimeters RMS in length.

### 2.3 Tracking Detectors

Within CDF there are four separate detectors for charged particle tracking: The Vertex Time Projection Chambers (VTPC), the Central Tracking Chamber (CTC), the Central Drift Tubes (CDT), and the Forward Tracking Chamber (FTC). The latter two were not used for this analysis and will not be described here. The VTPC, CTC and CDT are located inside a superconducting solenoid. The coil, manufactured by Hitachi, Inc. of Japan, has dimensions of five meters in length and three meters in diameter. The magnetic field is 1.5 Tesla oriented along the beam axis with nonuniformity of less than approximately two percent in magnitude and direction throughout the tracking volume. The coil is constructed of NbTi/Cu superconductor, and contributes 0.86 radiation lengths (at normal incidence) in front of the calorimetry.
2.3.1 General Tracking Principles

The CDF tracking detectors are conventional gas drift chambers. In such a device charged particles travelling through the gas volume leave a trail of ionization. The average energy lost in creation of electron-ion pairs (given by the Bethe-Bloch formula\(27, 28\)) reaches a minimum for velocity \(\beta \sim 0.8c\), and rises very slowly for more relativistic particles. Singly charged high momentum particles therefore leave a similar ionization signal as minimum ionizing particles, nearly independent of mass. Local fluctuations from the average energy loss caused by single small impact parameter collisions are known as Landau fluctuations.

The ionization electrons and ions then drift under the influence of applied electric \((E)\) and magnetic \((B)\) fields. The electron drift velocity and trajectory depend on properties of the gas (in particular, the mean time between collisions) and the magnitude and relative orientation of the \(E\) and \(B\) fields. If they are parallel, as is the case for a time projection chamber, the electrons drift along them; otherwise they move at an angle to the \(E\) field direction called the Lorentz angle.

The electrons first drift through a region of uniform fields, experiencing diffusion along and perpendicular to the direction of drift, before being collected at the sense wires. In the drift region the drift velocity is constant, so the distance from the track to the wire is obtained from the time of the pulse as \(\Delta d = v_{\text{drift}} \Delta t\). Depending on the gas and fields used, the drift velocity may be sensitive to the gas density. If not, the drift velocity is said to be saturated. Positive ions drift so slowly that they are not collected as signal, but may cause field distortions if their density is large enough.

The electron signal is amplified very close to the sense wires by avalanche multiplication. This occurs when the local electric field is strong enough to accelerate electrons to the necessary energy to ionize other gas molecules. The amplified signal will be proportional to the initial ionization (proportional mode) if the field near the wire is low enough to keep the avalanche small. The time, and in some cases the amplitude, of the avalanche signal on the sense wire are amplified, digitized and recorded.

The charged tracks are then reconstructed from these 'hits'. In the CDF case of a
constant $B$ field along the beam axis, the tracks follow a helical trajectory with the radius proportional to the particle's transverse momentum:

$$r_{\text{curv}}(\text{cm}) = \frac{P_T}{|q|B} = \frac{333.56}{1.515} P_T \text{ (GeV/c)}$$

based on a fit to the reconstructed track, five parameters are obtained which describe the trajectory in three dimensions. As illustrated in Figure 2.2, they are:

- the half curvature: $c = q/2r_{\text{curv}}$.
- the azimuthal angle at closest approach to the beam: $\phi_0 = \tan^{-1}(P_y/P_x)$.
- the impact parameter: $d_0$. This is the radial distance of closest approach to the beam, and may be positive or negative, depending on which side of the track the beam spot is located.
- the cotangent of the polar angle: $\cot \theta = P_z/P_T$.
- the $z$ coordinate at closest approach: $z_0$.

The correlations between these fit parameters are contained in the $5 \times 5$ covariance matrix, the diagonal elements of which are the squared fit errors of the individual parameters given the assumed position resolution.
2.3.2 Vertex Time Projection Chambers

The VTPC are 8 octagonal time projection chamber modules situated immediately outside the beam pipe, covering the angular range $3.5^\circ < \theta < 176.5^\circ$ ($|\eta| < 3.5$). Some details of the VTPC construction are listed in Table 2.1. Each module consists of two 15 centimeter drift regions separated by a central grid, as shown in Figure 2.3. Ionization electrons drift in a uniform electric field parallel to the magnetic field and are detected by a plane of 24 sense wires at the end of the modules.

The VTPC measure a track's $z$ coordinate with approximately 0.5 millimeter resolution, and the slope $dr/dz$. In the VTPC, information on the $\phi$ direction of tracks is limited.

---

Table 2.1: VTPC design parameters.

<table>
<thead>
<tr>
<th>VTPC Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of modules</td>
</tr>
<tr>
<td>Inner radius</td>
</tr>
<tr>
<td>Outer radius</td>
</tr>
<tr>
<td>Sense wires</td>
</tr>
<tr>
<td>Sense wire spacing</td>
</tr>
<tr>
<td>Drift length</td>
</tr>
<tr>
<td>Drift E field</td>
</tr>
<tr>
<td>Drift velocity</td>
</tr>
<tr>
<td>Max drift time</td>
</tr>
<tr>
<td>Gas: 50/50 Argon-Ethane</td>
</tr>
</tbody>
</table>
For low angle tracks $\phi$ is obtained by fitting tracks between modules tilted at a 11.3° stereo angle. The main purpose of the VTPC system is to locate the primary event vertex, which is accomplished with a precision of approximately 0.1 millimeter. The VTPC are also used to identify multiple collision vertices in the same bunch crossing.

### 2.3.3 Central Tracking Chamber

The Central Tracking Chamber is a large cylindrical drift chamber which occupies the volume between the VTPC and the solenoid coil. The primary purpose of the CTC is to measure the momenta of charged tracks with high efficiency and precision. It is also used for selecting electron or muon candidates at the trigger level with hardware track processors, and rejecting backgrounds to electrons by requiring consistency between energy and position measured in the calorimetry with track momenta from the CTC. As the CTC plays a key role in jet fragmentation analysis, it will be described in some detail, and further sections will discuss such issues as pattern recognition, track finding efficiency and resolution. Several important design parameters of the CTC are listed in Table 2.2.

The CTC covers the interval $|\eta| < 1$. Within this range a particle’s trajectory is measured by 84 sense wire layers located between 31 and 132 centimeters radius from the beam line. These layers are grouped into nine superlayers which are further subdivided into cells to aid in local pattern recognition. Five axial superlayers are made up of 12 sense wire layers.
layers that are parallel to the beam, providing information in the \( r - \phi \) plane. Alternating with these are four stereo superlayers tilted by \( \pm 3^\circ \) with respect to the \( z \) direction with 6 sense wire layers each. The polar angle \( \theta \) is obtained by matching hits of the stereo and axial layers.

The cell geometry is nearly constant in all axial or stereo superlayers, with the number of cells increasing from superlayer 0 (the innermost) to 8. A typical axial cell is shown in Figure 2.4. The plane of alternating sense and field wires is tilted by 45° to the radial direction. This orientation accomplishes three purposes:

- The electric and magnetic fields give a Lorentz angle of nearly 45° for the gas used, causing the electrons to drift in the azimuthal direction. The azimuthal drift simplifies the track reconstruction, and maximizes the uniform drift region by reducing dead space at cell edges.

- It is not known a priori from which side of the plane a given hit originates, so in addition to the real track there is a ghost track. The left/right ambiguity is easily solved since the ghost track is in most cases at an oblique angle, and does not match
with track stubs in other superlayers.

- If a track has substantial $P_T$ it will cross a sense wire plane in each superlayer producing a hit with a short drift time. These are useful for triggering and in pattern recognition.

With the field configuration chosen, the drift velocity in the gas is saturated at 5.1 centimeters/microsecond, so the velocity and the Lorentz angle are not affected by small variations from nominal conditions.

The electronics used to read out the sense wire hits are depicted in Figure 2.5. The signals are first amplified by hybrid preamplifiers which are a.c. coupled to the sense wire across a blocking capacitor and mounted directly on the CTC endplates. Cross talk from one wire to another caused by ion motion is cancelled by a passive compensation network at the preamplifier input. The signals go via ten meters of coaxial cable to Amplifier-Shaper-Discriminator (ASD) cards located on the outside of the CDF detector. The ASD output is a digital pulse, which travels 70 meters to the counting room, where the time and width are digitized by LeCroy 1879 FastBus TDC modules. The TDC's have a dynamic range of 512 nanoseconds in one nanosecond units, and can record up to 8 hits per wire on 96 wire channels per TDC module. The data in a crate TDC's are then read out and reformatted by a SLAC Scanner Processor (SSP) module[29].

The position resolution at each sense wire is approximately 200 microns or slightly less. This precision is determined primarily by the gas mixture and electric field and secondarily
by the cell geometry. For stereo sense wires the resolution in the $z$ coordinate is $(200 \text{ microns/sin } 3^\circ)$ or four millimeters. The CTC two track capability is approximately five millimeters, due primarily to the inter-wire spacing and the read-out electronics.

2.3.4 CTC Track Reconstruction

The raw data from the CTC are a list of wire addresses, hit times and widths, not all of which are associated with charged particles. The tracks used for physics analysis are obtained in the offline reconstruction, a complicated and CPU intensive process. It is useful to understand at a basic level how the reconstruction program works, in order to see where systematic effects from the hardware and software can influence the physics results. The track reconstruction algorithm is described in Appendix A.

2.3.5 Tracking Simulation

Detector simulation is an important part of CDF data analysis, as the simulation embodies what is understood about the detector - what effects are important and which approximations are valid - and allows the study of acceptance issues. Two different simulation programs have been used for various purposes in this analysis. One is a full detector simulation (CDFSIM) where raw hit data are generated which then needs to be reconstructed. The full simulation and track reconstruction is very CPU time consuming, so an alternate tracking simulation within the QFL program has also been used which directly generates tracks from particles taking into account detector resolution.

In the CDFSIM program, generated particles are propagated through the CDF detector, starting from a specified or randomly chosen vertex. Each subsystem may be enabled or disabled, but the effects of interactions in the material will still be simulated. Within the CTC a particle is moved in short steps past each sense wire. At each step it may decay producing other particles, suffer multiple scattering or create delta rays. Hadronic interactions in the CTC walls or VTPC are also simulated. If a low $P_T$ particle spirals in the detector it is only followed for 2.5 turns, so the simulated events are 'cleaner' in this
regard than the actual data.

Hits are generated for each sense wire a particle traverses and stored in the raw data bank. In doing so, the positions are degraded by Gaussian detector resolution of 200 microns, and can be lost due to inefficiency or overlap with other hits. A perfect linear drift-time relation is assumed by default, and the track reconstruction program does not correct for this in Monte-Carlo runs. For reconstructing simulated data as real data, a feature has been added to apply drift time corrections in reverse for simulation. A record is kept of which hits correspond to which generated particle for testing pattern recognition using Monte-Carlo data. The CTC simulation within CDFSIM has been used for estimating track finding efficiencies and checking resolutions.

The faster QFL simulation is similar in design, but makes larger steps, simulates the most important effects only, and does not generate raw data. For many purposes this is sufficient. The CTC simulation creates a track for each particle which penetrates two or more superlayers and degrades the track parameters with nominal detector resolutions. In comparing QFL tracking simulated events to data tracking efficiency must be taken into account separately.

2.3.6 Performance

In the first operation of the CTC during the 1987 run, there were several problems, which were not observed to seriously affect the quality of the data as a whole:

- A set of Uranium bars outside the coil caused enough radiation in the CTC to necessitate reducing some voltage. The radiation also caused large pulses which would cause some electronics to oscillate, spoiling any event which happened to overlap. These 'noise burst' events are easily recognized and filtered out in the analysis.

- On about 1% of jet triggers, one or more SSP buffers would fill up and lose data. Usually this was in coincidence with electronic noise but was observed to happen on some very high multiplicity events.
One fourth of the outer superlayer and two cells in superlayer 4 were not operating due to high voltage problems.

The hit leading-edge times and widths for all wires are shown in Figure 2.6 and compared with the CDFSIM simulation. The hit time distribution has a flat plateau corresponding to the uniform drift region, falling off at large times due to the changing cell width, and has a bump at low times due to nonlinearity in the time-to-distance relation for crossing hits near wires. There are two peaks in the hit width distribution corresponding to real hits and noise pulses, and a long tail from large angle tracks and hit overlap. The simulation and data do not agree very well in the width of real hits.

Figure 2.7 shows a dijet event in the CTC $r - \phi$ view. Energy depositions in the central calorimeter surround the CTC data. The tracks which have been reconstructed are listed. Charged particles with $P_T$ less than 400MeV/c curl up in the CTC and are not found efficiently. A large number of hits, caused by these spirals or by noise, are not associated with tracks which were found. The most notable feature of the diagram is the high local multiplicity in the two jets which can cause confusion in the pattern recognition and degraded efficiency and resolution.
Figure 2.7: CTC view of a dijet event.
2.3.7 Track Selection Criteria

Tracks found by the reconstruction program are required to pass a set of selection criteria in order to be used. The criteria were chosen to reject (as much as possible) false or poorly measured tracks without incurring substantial loss in efficiency. Figures 2.8a through 2.8e show the distributions of the variables with the cuts indicated. For comparison, the equivalent distributions from CDFSIM are also shown. The criteria are as follows:

- Tracks must be found in three dimensions.
- Impact parameter cut: $|d_0| < 0.5$ cm. Only tracks from the primary event vertex are of interest for the fragmentation analysis.
- Delta z cut: $|z_0 - z_{\text{event}}| < 5.0$ cm.
- Fraction of possible hits used in the fit $> 50\%$.
- RMS residuals for axial and stereo hits $< 900$ and $800$ microns, respectively. The residual distributions (Figures 2.8d and 2.8e) have long tails due to hit misassociation in the data that are not reproduced well in the simulation.

The fraction of tracks rejected by each of the above criteria is plotted in Figure 2.8f.

2.3.8 Track Finding Efficiency

A key element to the physics analysis is the tracking efficiency. The tracking efficiency is defined as the probability of finding a track which passes selection criteria in the region of complete CTC acceptance, including charged pions and kaons which decay before or within the CTC volume. In minimum-bias events the tracking efficiency was observed to be nearly $100\%$ independent of multiplicity. This is to be expected since in these events particles tend to be well isolated and if not then the magnetic field bends them apart. In jets the tracking efficiency falls substantially below unity due to high track density in a small region in $\phi$ within the chamber.
Figure 2.8: a) Track impact parameter distribution. b) $\Delta z$ to event vertex. c) Fraction of possible hits per track. d) RMS axial hit residuals. e) RMS stereo hit residuals. f) Fraction of 'good' tracks and tracks that fail the various selection criteria.
Three techniques have been used to estimate the track finding efficiency within jets. These are described in detail in Appendix B. They are:

- Track merging. With jet data from the CTC as background, single simulated tracks were added with limited $P_\perp$ to the jet axis and the events were reconstructed as data. How often the tracks were found as a function of several variables was then tested. The track merging method is very CPU intensive, since an entire event was reconstructed to obtain a single test of efficiency. Also, since the modified events were more dense than data, the method is expected to provide a pessimistic estimate. In addition, the interpretation of the 'physics' variables (the fractional momentum $Z$ of the track, for example) is ambiguous.

- Monte-Carlo event simulation. Monte-Carlo dijet events were generated, simulated and reconstructed. The efficiency was tested for each charged particle associated with a jet. The efficiency estimate from this method ought to be somewhat optimistic, since the detector simulation is 'cleaner' than the real data.

- Jet data. The fraction of tracks which were probably real tracks but failed track selection criteria for one reason or another was measured. This method served as a rough cross check of the other two.

The Monte-Carlo and track merging methods gave estimates which agreed reasonably well with each other. The estimated tracking efficiency is shown in Figure 2.9a as a function of the average distance in the $r-\phi$ plane to the nearest track in the event. The track merging and Monte-Carlo methods both show that the efficiency falls when the average distance between tracks is less than two centimeters. If two tracks are very close in $r-\phi$ throughout the CTC, then they are probably in the midst of a jet, so this is not a really a measure of the CTC's two track separation capability. Figure 2.9b shows the efficiency estimated as a function of the rapidity of a track to the jet, for two intervals of dijet invariant mass. The efficiency is observed to depend both on the rapidity and the invariant mass in a correlated manner.
Figure 2.9: CTC track finding efficiency within jets. a) The efficiency evaluated as a function of average distance in the $r-\phi$ plane to the nearest track, from the track merging and Monte-Carlo studies. b) The Monte-Carlo efficiency evaluated as a function of the track rapidity to the jet axis, for two intervals in dijet invariant mass.

### 2.3.9 CTC Track Resolution

The CTC measures the curvature of a track (or equivalently, its sagitta) in order to determine the transverse momentum. Measurement errors of the curvature are Gaussian distributed, and are independent of the curvature if multiple scattering is neglected. Consequently:

- The relative precision in terms of momentum worsens linearly with increasing momentum:
  \[
  \frac{\delta P_T}{P_T} \propto \frac{P_T}{B} \times \delta c
  \]

- The momentum errors are asymmetric. Tracks can fluctuate further upwards in measured $P_T$ than downwards.

The curvature and angular resolutions of a tracking detector caused by measurement uncertainties and multiple scattering are discussed in a paper by Gluckstern[30]. In that paper, the resolutions in those quantities is calculated from the estimated hit position uncertainties, assuming the curvature and angles are determined by a least squares fit.
Assuming the hit position uncertainties are uncorrelated with each other, the following relation was derived for the curvature resolution from \( N \) equally spaced measurements with precision \( \epsilon \) over a track length \( L \):

\[
\delta c \approx \frac{\epsilon}{L^2} \sqrt{\frac{720}{N + 5}}
\]

Thus the momentum precision of such a detector is predicted to improve as \( 1/BL^2 \).

Multiple scattering in the gas or material introduces wire-to-wire correlated deviations from an ideal helical trajectory. The effect of multiple scattering is to give a momentum 'kick' to a track. Thus it is only important at low track momenta, and dominates the CTC resolution for momenta below one GeV/c.

**Vertex constrained fits**

In the case where a particle originates from the primary event vertex, including this information as a vertex constraint in the fit adds 30 centimeters to the track length. The additional length should correspondingly diminish the curvature errors by a factor of typically \((100/130)^2\) or 0.6. The assumption that a track comes from the primary vertex is in most cases true if the measured \( d_0 \) and \( z_0 \) match the vertex within their resolutions.

For primary track candidates passing the selection criteria, the vertex constraint was imposed as a separate step from the original fit. The true beam \( x \) and \( y \) positions were used, which varied linearly with \( z \) of the event vertex up to two millimeters offset from \( x = y = 0.0 \), with an estimated uncertainty of 60 microns. The two constraint equations \( d_0 = 0.0 \) and \( z_0 = z_{\text{event}} \) were imposed using the Lagrange multiplier technique[32], and an improved set of fit parameters and covariance matrix were calculated from the unconstrained fit parameters and covariance matrix.

**Monte-Carlo results on resolution**

The actual resolution with which a track is measured depends on many factors, including the density of nearby tracks and the effects dead cells have on a track. The resolution for tracks within jets was investigated for this work using simulated tracks merged with data
(Appendix B). As in the efficiency study, a track was identified with the inserted track if it contained greater than 25 percent of the simulated hits. If a track was identified and passed the track selection criteria, its parameters were compared with the generated parameters.

The distribution of $\Delta(1/P_T)$ between the reconstructed and generated tracks is shown in Figures 2.10a and b before and after imposing the vertex constraint. Inserted tracks were within the momentum range $10 < P_T < 20 \text{ GeV/c}$. As expected, the addition of the vertex constraint improved the resolution by nearly a factor of two. There were a small number of tracks well separated from the central peaks of the distributions, suggestive of a non-Gaussian ‘tail’ to the track curvature resolution. However, interactive scanning of these tracks revealed that they were caused by misidentification of the simulated track among the real tracks in the event.

The r.m.s. $1/P_T$ resolution is plotted as a function of $P_T$ in Figure 2.11. The estimated resolution for vertex constrained tracks is parametrized:

$$\frac{\delta P_T}{P_T} = P_T \delta \left( \frac{1}{P_T} \right) = \sqrt{(0.0015P_T)^2 + (0.004)^2}$$

The 0.004 term is due to multiple scattering. At high momentum, the resolution is approximately $\delta P_T/P_T \simeq 0.15\%P_T$. The three curves show this resolution and upper and lower estimated uncertainties on the resolution.

### 2.4 Calorimetry

The CDF calorimeter measures particle energies with almost complete azimuthal coverage in the pseudo-rapidity range $|\eta| < 4.2 \ (2 < \theta < 178^\circ)$. The calorimetry is divided in depth into separate electromagnetic and hadronic compartments. Different pseudo-rapidity ranges are covered by four subdetectors:

- Central electromagnetic calorimeter (|\eta| < 1.1) and hadron calorimeter (|\eta| < 0.9).

- Endwall hadron calorimeter (0.7 < |\eta| < 1.3).

- Endplug electromagnetic calorimeter (1.1 < |\eta| < 2.4) and hadron calorimeter (1.3 < |\eta| < 2.4).
Figure 2.10: Distribution of $\Delta 1/P_T$ between measured and generated tracks for tracks between 10 and 25 GeV/c merged into jet events. a) Unconstrained to the event vertex. b) Vertex constraint imposed.

Figure 2.11: CTC $1/P_T$ resolution estimated from track merging, as a function of $P_T$. The three curves shown are the parametrized resolution and the estimated upper and lower uncertainties to the resolution.
- Forward electromagnetic calorimeter ($2.2 < |\eta| < 4.2$) and hadron calorimeter ($2.3 < |\eta| < 4.2$).

The calorimetry in CDF is segmented into a grid of towers in $\eta$ and $\phi$ which project toward the nominal interaction point at $x = y = z = 0.0$. The tower segmentation, shown in Figure 2.12, was chosen such that typical high $P_T$ jets deposit their energy over several towers.

Figure 2.13 is a calorimeter display of the same dijet event shown in Figure 2.7. In this calorimeter “Lego” plot the energy depositions of the two jets are clearly visible as energy clusters in the $\eta - \phi$ tower grid. Energy deposited in the electromagnetic and hadron calorimetry are shown in lighter and darker shades.

Sampling calorimeters such as those in CDF are composed of two media: a passive, dense medium causes a particle to interact and generate a shower of secondary particles, the number of which are nearly proportional to the incident particle energy; and an active, lower density medium which collects signals nearly proportional to the number of secondary particles. Electrons and photons interact with the absorber via bremsstrahlung and pair production in a characteristic distance called the radiation length $X_0$. For dense media the radiation length (expressed in grams/cm$^2$) is approximately $X_0 \approx 180A/Z^2$[34], where $A$ and $Z$ are the atomic number and mass, respectively. Hadrons interact with nuclei in a typical length $\lambda$, the absorption length, which is approximately $35A^{1/3}$[34].

The CDF calorimetry uses lead as the absorber for the electromagnetic compartments and iron for the hadron compartments. The iron serves as a return yoke for the magnetic field. In the central and endwall calorimeters, the active medium is scintillator, whereas in the endplug and forward calorimeters gas proportional chambers are used to detect the shower. The scintillator and gas calorimetry will be discussed separately in the next sections.

### 2.4.1 Central and Endwall Calorimeters

The central and endwall calorimeters cover the angular region $30 < \theta < 150^\circ$ shared by full CTC coverage. Important characteristics of these calorimeters are summarized in Table
Figure 2.12: CDF calorimetry tower segmentation
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**Figure 2.12: CDF calorimetry tower segmentation**

Figure 2.13: Jet event in calorimetry Lego plot
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**Figure 2.13: Jet event in calorimetry Lego plot**
2.3. The central electromagnetic and hadron calorimeter are contained in two arches of 24 wedge shaped modules, each covering 15° in $\phi$. The wedge modules also include a strip chamber embedded in the electromagnetic section for position measurement of electrons and photons to ±2 millimeters precision, and a muon chamber located outside the hadron compartment. The endwall calorimeter is also divided into two groups of 24 modules which fit into the magnet yoke. The tower geometry is shown in Figure 2.14. Each tower covers 15° in $\phi$ and 0.11 units of $\eta$. Five tower channels in $\theta$ are covered partially by both central and endwall modules.

In each tower the scintillation light is transferred by wavelength shifters and light guides to a pair of photomultiplier tubes located on each side of the module. For isolated particles, the two photomultiplier signals are compared to improve the $\phi$ angular resolution and also reject anomalous depositions in a single tube.

The photomultiplier signals go to amplifier cards in crates mounted on the outside of the detector. Amplified signals above an analog threshold are digitized by ADC's. Signals from the hadron compartment also have their times recorded by TDC's. The hadron TDC information is used to reject out-of-time energy depositions.

Calibration and Monitoring

All of the central calorimeter modules were calibrated in a test beam. Electrons of 50 GeV were used to determine the absolute calibration constants for the electromagnetic compartment in picocoulombs/GeV, ignoring energy which leaked into the hadron compartment (typically one percent). The hadron compartment calibration was set using 50 GeV pions which were required to leave only minimum ionizing signals in the electromagnetic compartment. For each tower, the energy is defined as the unweighted sum of electromagnetic and hadronic tower energies. The relative calibration of all central modules was also checked using radioactive sources and cosmic ray muons.

The response of a scintillator calorimeter can change due to the effects of radiation damage and scintillator aging. In addition, a magnetic field raises the scintillator light
Table 2.3: Properties of the central and endwall calorimetry.

<table>
<thead>
<tr>
<th></th>
<th>Central</th>
<th>Central</th>
<th>Endwall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>electromagnetic</td>
<td>Hadron</td>
<td>Hadron</td>
</tr>
<tr>
<td>Number of modules</td>
<td>48</td>
<td>44</td>
<td>48</td>
</tr>
<tr>
<td>Number of layers</td>
<td>20-30</td>
<td>32</td>
<td>15</td>
</tr>
<tr>
<td>Absorber thickness</td>
<td>0.32 cm</td>
<td>2.5 cm</td>
<td>5.0 cm</td>
</tr>
<tr>
<td>Absorber material</td>
<td>Pb</td>
<td>Fe</td>
<td>Fe</td>
</tr>
<tr>
<td>Scintillator thickness</td>
<td>0.5 cm</td>
<td>1.0 cm</td>
<td>1.0 cm</td>
</tr>
<tr>
<td>Scintillator material</td>
<td>SCSN-38 polystyrene</td>
<td>PMMA acrylic</td>
<td>PMMA acrylic</td>
</tr>
<tr>
<td>Energy resolution</td>
<td>13.5%/\sqrt{E}</td>
<td>11% (50 GeV \pi)</td>
<td>14% (50 GeV \pi)</td>
</tr>
</tbody>
</table>

Figure 2.14: Tower geometry in the central, endwall and endplug calorimetry.
output, which in the case of CDF amounted to a five percent gain increase. Thus, it was important to monitor the stability of the calibration with time. Several systems were used for this purpose:

- A system of movable Cs\textsuperscript{137} radioactive sources was used to directly irradiate the scintillator plates.

- Xenon flash bulbs were used to illuminate the waveshifters in the electromagnetic compartment.

- A laser was used in the hadron calorimeters to inject light directly into the photomultiplier tubes.

- Light emitting diodes (LED's) were used in the electromagnetic calorimeter to monitor the gain of the photomultiplier tubes. In the hadron calorimeter, LED's were used to stabilize the gain of the photomultipliers to ±2% by pulsing between beam crossings.

With these systems, the absolute calibration of the electromagnetic and hadron compartments were maintained to approximately 0.2% and 2%, respectively, throughout the run.

**Response Linearity and Uniformity**

The response of the calorimeter to particles with momenta between 0.5 GeV and 10 GeV was determined in situ in two separate studies using isolated tracks in the CTC. At energies below 10 GeV, the lowest available test beam energy, the response of the calorimeter to hadrons deviates significantly from linearity. Most particles measured by the experiment, in jets or otherwise, are at these low energies.

The first study[35] used data from minimum-bias data collected in 1987. Particles (assumed to be pions) were required to be isolated in a five by five rectangle of towers in the range |\(\eta| < 0.6\). Substantial systematic uncertainty to the results was caused by the procedure for subtracting neutral background energy. An improved study was performed with data from 1989 using a special trigger for high \(P_T\) particles as well as minimum bias data. In the recent study the systematic uncertainties were diminished to approximately
5 percent and the momentum range was extended considerably. The results of both studies are illustrated in Figure 2.15. The plot shows that the calorimeter average response $\langle E_{\text{measured}}/P_{\text{incident}} \rangle$ deviates from unity by up to 40 percent for low momentum particles.

The central calorimeter responds nonuniformly to electrons and pions incident on three regions:

- The crack where the two arches join at $\theta = 90^\circ$.

- The $\theta$ cracks between towers. A ten percent response loss for pions was observed at the $\theta$ cracks in the test beam, but this effect is only noticeable for events very close to the nominal interaction point.

- The $\phi$ cracks, within one degree of the boundaries between the 15 degree wedge modules. For jet measurements, the $\phi$ cracks are the most serious nonuniformity in the central calorimeter, as they always project toward the collision vertex and the response in them is low by up to 40 percent.
Table 2.4: Characteristics of the endplug and forward calorimeters.

<table>
<thead>
<tr>
<th></th>
<th>Endplug electromagnetic</th>
<th>Endplug hadron</th>
<th>Forward electromagnetic</th>
<th>Forward hadron</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of modules</td>
<td>8</td>
<td>24</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Longitudinal sections</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Anode layers</td>
<td>34</td>
<td>20</td>
<td>30</td>
<td>27</td>
</tr>
<tr>
<td>Absorber thickness</td>
<td>0.27 cm</td>
<td>5.1 cm</td>
<td>0.48 cm</td>
<td>5.1 cm</td>
</tr>
<tr>
<td>Absorber material</td>
<td>Pb</td>
<td>Fe</td>
<td>94% Pb/6% Sb</td>
<td>Fe</td>
</tr>
<tr>
<td>Energy resolution</td>
<td>4% (50 GeV)</td>
<td>20% (50 GeV)</td>
<td>4% (50 GeV)</td>
<td>20% (50 GeV)</td>
</tr>
</tbody>
</table>

2.4.2 Endplug and Forward Calorimeters

The gas calorimeters in the endplug and forward regions were commissioned during the 1987 running period. Some important characteristics of these detectors are listed in Table 2.4. The endplug and forward calorimeters are similar in design and operation. As an example, the endplug hadron calorimeter uses modular proportional chambers covering a 30 degree φ slice. A cross sectional view of an endplug hadron calorimeter chamber is shown in Figure 2.16. Inside the chamber an anode wire plane at high voltage is surrounded by extruded resistive plastic tubes. Charge deposited in the Argon-Ethane gas mixture is amplified at the anode wire, and this avalanche process induces a signal on a grid of cathode pads at
the edge of the chamber. The cathode pads from a stack of such chambers are joined into projective tower channels. Also, the anode wires in a chamber are read out as a single channel, providing information on the longitudinal shower development.

The $\theta$ range of these calorimeters is not covered by the CTC, with the exception of the outer edge of the endplug. For this reason they are not used directly for the analysis in this thesis, except for determining event topology used in event selection.

Calibration and Monitoring

The endplug and forward calorimeters were calibrated with test beams and using radioactive sources. One undesirable feature of the gas calorimetry is that the calorimeter response is a strong function of the gas density and mixture, which vary with atmospheric pressure and time. A system of proportional tubes was used to track the response with time using Fe$^{55}$ radioactive sources. The position of the Fe$^{55}$ source peaks with time was checked every few hours. When the calorimeter response changed by five percent or more, new calibration constants were downloaded to the data acquisition and trigger electronics.

2.5 Data Acquisition and Trigger

The CDF data acquisition system consists of an extensive FASTBUS[36] network containing the trigger system electronics, the SSP and MX/MEP scanners and a variety of other devices such as Segment Interconnects, TDC, and Flash ADC modules. Data collection is coordinated in the network by a VAX host computer which configures the network, downloads instructions and data to the scanners at the beginning of a run, and reads data from the network. The data are then stored on magnetic tapes for off-line analysis.

2.5.1 Trigger System

The trigger system is responsible for selecting events to be recorded and reducing the event rate to a manageable level of approximately one event per second. The full CDF trigger system works in three levels, each level applying more sophisticated criteria than the previous.
In 1987, however, only the first level trigger had been implemented. Events were required to satisfy one or more of several trigger criteria to be recorded. The triggers relevant to this work are the following:

- The minimum-bias trigger required a coincidence of scintillator hodoscopes on the east and west end of the detector, referred to as the 'beam-beam counters'. Timing information from the beam-beam counters is used to reject beam-gas events and measure the collision time, which is important for the tracking system. The minimum-bias trigger accepts a large fraction of the inelastic \( \bar{p}p \) cross section[37], and the rate of such triggers was used to determine the instantaneous luminosity to an accuracy of approximately 15 percent.

- The calorimeter sum transverse energy (\( \sum E_T \)) triggers required a beam-beam counter coincidence along with transverse energy in the calorimetry above an adjustable threshold. The trigger hardware formed analog sums of energy in 'trigger towers' of segmentation \( \delta \eta = 0.2 \) by \( \delta \phi = 15^\circ \), requiring each tower included in the sum to be above a chosen single tower threshold. Two such triggers were used: one which summed transverse energy in the electromagnetic calorimeters only for triggering on electrons and photons; and one which triggered on both hadron and electromagnetic calorimeters, with the exception of the endplug and forward hadron calorimeters which were not included because of noise problems. The latter was suitable for central jet analysis and was used for the data presented in this thesis. The transverse energy thresholds were set to one of four values ranging from 20 to 45 GeV, depending on the beam luminosity during the run.
Chapter 3

Jets in CDF

Hadronic jets are the most notable feature in high $P_T$ hadron collisions, as the cross section for their production is much higher at a given $P_T$ than for any other standard model processes. At the Tevatron energy, dijet events such as the one displayed in Figures 2.7 and 2.13 are typical of events with substantial transverse energy. The interpretation of the event as hard scatter of quarks or gluons into two jets is clear. This is because the momentum of the interacting partons is much larger than the hadron mass scale ($\sim 1$ GeV), so the longitudinal momenta of particles along the jet axis is large compared with the transverse components introduced in the fragmentation process.

3.1 Jet Definition

3.1.1 CDF Jet Clustering Algorithm

Jets are defined in CDF using only calorimetry data, with a clustering algorithm[38] which uses a fixed cone in $\eta - \phi$ to define a jet. There are several parameters which may be varied to change the jet definition, most important of which is the cone radius $R_{\text{cluster}}$. The algorithm proceeds as follows:

1) Preclusters are formed as seeds for jet clusters. At this stage a uniform tower segmentation of $\Delta \eta = 0.1$ by $\Delta \phi = 15^\circ$ is used throughout the calorimetry. Adjacent towers, each with $E_T$ greater than $E_{T,\text{seed}} = 1.0$ GeV per compartment, form a precluster if their combined $E_T$ is greater than $E_{T,\text{precluster}} = 2.0$ GeV. Preclusters are kept small by requiring continuously decreasing tower $E_T$ along a chain.
2) The preclusters, ordered in decreasing $E_T$, are made into clusters. Using the actual calorimeter segmentation, towers with $E_T$ greater than $E_{T,\text{min}} = 0.1$ GeV per compartment are combined with a precluster if the tower center distance to the precluster $E_T$ centroid $\Delta R \equiv \sqrt{\Delta \eta^2 + \Delta \phi^2}$ is less than $R_{\text{cluster}} = 1.0$. Towers may be shared between clusters at this stage.

3) For each cluster, the $E_T$ centroid position is recalculated using the associated list of towers. The tower list is adjusted, where towers can be added or dropped based on their distance to the new centroid. This step is iterated until the tower list is constant.

4) In cases where two clusters overlap, the two are combined if the overlap $E_T$ fraction is greater than half of the smaller cluster. Otherwise each overlap tower is given to the cluster with the closest centroid, and no towers are shared between clusters.

Several kinematic variables are used to describe the jet clusters. They are:

- The cluster energy $E$. This is taken as the unweighted sum of tower energies which make up the cluster.

- The cluster momentum $\vec{P}$. A momentum is defined for each tower from its energy and direction, assuming no internal mass for the energy deposited within a tower ($|P| = E$). The tower momenta are added as vectors obtaining a cluster $P_x$, $P_y$ and $P_z$.

- The cluster transverse momentum $P_T = \sqrt{P_x^2 + P_y^2}$.

- The cluster polar angle $\theta = \tan^{-1}(P_T/P_z)$ and pseudo-rapidity $\eta = -\ln \tan(\theta/2)$.

- The cluster azimuth $\phi = \tan^{-1}(P_y/P_x)$.

- The cluster transverse energy $E_T = E \sin \theta$.

- The cluster detector pseudo-rapidity $\eta_d$ is the position of the cluster in the calorimetry assuming the event vertex was at $z = 0.0$. $\eta_d$ is used to make detector fiducial cuts, since boundaries between detector components are at fixed $\eta_d$ but vary in $\eta$. 
3.1.2 Monte-Carlo Jet Definition

Four Monte-Carlo event generators have been used extensively in the CDF experiment: ISAJET[39], HERWIG[40], PYTHIA[41] and PAPAGENO[7]. PAPAGENO is a parton level generator which produces quarks and gluons rather than final state particles, and is therefore not included in this discussion. The other three combine parton level generators for $2 \rightarrow 2$ scattering processes with parton evolution and hadronization according to specific models. The output of the Monte-Carlo generators consists of the momenta of the partons which scattered or which were radiated from the initial or final state, the hadrons which those partons produce, and the decay products of those hadrons which are too short lived to observe in the laboratory.

Jets were defined in the Monte-Carlo case using the same $\eta - \phi$ cone as is used for the data, for consistency in comparing M.C. produced jets with detected jets. An example of an Isajet event is shown in Figure 3.1. For the ISAJET generated data, the algorithm defining jets was as follows:

1) The momenta of partons (quarks or gluons) which hadronize are put in a list ordered in decreasing $P_T$. 

Figure 3.1: A sample jet event from a Monte-Carlo event generator.
2) Each parton is compared with partons of higher $P_T$, and if two are closer than $R_{\text{cluster}} = 1.0$ they are combined into one. This step is repeated to make a smaller list of partonic jets.

3) The jet kinematic variables are calculated from the final state particles generated from the hadronization of the partons. This is because the hadronization model does not conserve energy. The final particles are not required to be within the cluster cone.

The unique correspondence between parton and hadrons in ISAJET is possible because of the independent fragmentation scheme, which also explains why some kinematic variables are not conserved in the process. For the other fragmentation models the primary hadrons, rather than the partons, are clustered. The distinction is important, since the partons are not observable; fortunately, at high jet $E_T$ the ambiguity introduced by the different definitions is small.

### 3.2 Jet Energy/Momentum Corrections

The measured cluster 4-momenta need to be corrected for several effects, both instrumental and physical. The instrumental effects include:

- Nonlinearity of the calorimeter response to charged particles.
- Jet spreading due to the magnetic field.
- Calorimeter response nonuniformity from cracks and other variation in $\eta$ and $\phi$.
- Energy that escapes out the back of the calorimeter.
- Single tower thresholds.

The physical effects include:

- Energy entering clusters from the underlying event.
- Energy from jets not within the cluster cone.
- Unseen particles (neutrinos, muons) in jets.

There are inherent uncertainties involved with the physical effects; however, the physical effects are small in comparison to the instrumental effects and therefore the uncertainties have little impact on the overall corrections. This is especially true as the jet $P_T$ increases. Some of the instrumental effects can be reliably estimated directly from the data whereas other effects require the Monte-Carlo and detector simulation.

For this work the jet corrections were applied in two stages. In the first stage, correction was applied to individual jets for calorimeter nonlinearity and the magnetic field utilizing tracking information[42]. The purpose of the tracking correction was to reduce jet response bias from fragmentation fluctuations. In the second stage, an average correction was applied for the other effects, based upon the measured cluster momenta. These are discussed in the next two sections.

### 3.2.1 Tracking Correction to Jet Energy and Momentum

Jet 4-vectors were corrected by associating charged tracks to jets, and correcting the jet momentum and energy for the expected losses from calorimeter nonlinearity and magnetic field effects for that set of tracks. Only jets within the pseudo-rapidity range $|\eta| < 2.0$ are corrected by this procedure. A track was associated with a jet if:

- the track passed the selection criteria (Section 2.3.7) and had enough $P_T$ to reach the central calorimeter radius.

- the track total momentum was less than 100 GeV/c.

- the track did not penetrate the endplug electromagnetic calorimeter face, both for acceptance reasons and because the low energy pion response had not been investigated there.

- the track was inside the $\eta - \phi$ clustering cone using the track parameters at the event vertex or propagated to the calorimeter:

$$\Delta R = \sqrt{(\eta_{track} - \eta_{jet})^2 + (\phi_{track} - \phi_{jet})^2} < R_{cluster}$$
Tracks could be associated to jets at the event vertex, the calorimeter or both. Those associated to a jet at the vertex were assumed to be physically part of the jet, whereas those produced at large angles that entered the jet cluster because of the magnetic field were assumed not to be part of the jet. For each track of momentum $P$, the expected calorimeter response $< E_{\text{meas}} >$ was evaluated from the results of the 1989 nonlinearity study (Section 2.4.1).

The correction to jet energy was divided into two parts. The nonlinearity correction compensated for undermeasured energy for tracks associated both at the vertex and the calorimeter, and is expressed:

$$E_{\text{nonlin}} = \sum_{i=1}^{n_{\text{both}}} (|P_i| - < E_{\text{meas}} >_i)$$

The B-field correction, for tracks which entered or exited the jet due to the magnetic field, is:

$$E_{\text{Bfield}} = E_{\text{out}} - E_{\text{in}} = \sum_{i=1}^{n_{\text{vertex}}} |P_i| - \sum_{j=1}^{n_{\text{cal}}} < E_{\text{meas}} >_j$$

The jet cluster energy was then corrected for the two effects using the above equations:

$$E_{\text{trkcor}} = E_{\text{cluster}} + E_{\text{nonlin}} + E_{\text{Bfield}}$$

Jet momenta were corrected by scaling up the individual momentum components to preserve the jet direction measurement obtained from calorimetry. The nonlinearity and magnetic field terms are expressed as follows:

$$|P_{\text{nonlin}}| = \sum_{i=1}^{n_{\text{both}}} (|P_i| \cos \zeta_v - < E_{\text{meas}} >_i \cos \zeta_c)$$

$$|P_{\text{Bfield}}| = \sum_{j=1}^{n_{\text{vertex}}} |P_j| \cos \zeta_v - \sum_{k=1}^{n_{\text{cal}}} < E_{\text{meas}} >_k \cos \zeta_c$$

where $\zeta_v$ and $\zeta_c$ are the angles between the track and the jet at the vertex and calorimeter, respectively.

The distribution of the energy correction factors ($E_{\text{trkcor}} / E_{\text{cluster}}$) is shown in Figure 3.2a. The average correction for jets with $|\eta_d| < 0.8$ is approximately 20 percent and decreases slowly with increasing energy as shown in Figure 3.2b. The tracking correction varies slowly with pseudo-rapidity for $|\eta_d| < 0.6$, as illustrated in Figure 3.2c.
Figure 3.2: a) Tracking correction factor to jet energy. b) Average tracking correction factor as a function of jet energy. c) Average correction factor as a function of jet pseudo-rapidity.
3.2.2 Average Jet Energy/Momentum Correction

An average correction to jet momentum and energy was applied after the tracking correction to account for leakage, cracks, thresholds and other effects. The correction was adapted from the average central jet correction of Kuhlmann et al.[43] which was used in the inclusive central jet analysis.

Since the average central jet correction includes a correction for nonlinearity and magnetic field effects that were already taken into account in the tracking correction, the average value of the tracking correction needed to be removed. For this purpose an inverse tracking correction was measured using the data. The average uncorrected momentum was determined for a given corrected cluster momentum, as is shown in Figure 3.3. A quadratic polynomial fit between 20 and 150 GeV/c was used to parametrize the correction:

\[ |P_{\text{untrk}}| = 0.00064|P_{\text{trkcor}}|^2 + 0.8327|P_{\text{trkcor}}| - 1.4 \]
The fit residuals are small; however, beyond the range 20 to 150 GeV, the validity may be questionable.

In the central jet study, simulated Monte-Carlo data were used to determine the effects of calorimeter response, cracks, leakage and other losses. The ISAJET Monte-Carlo generator was used to generate jets at several discrete values of jet $P_T$, without any underlying event particles. Only events with two clustered parton jets (Section 3.1.2) were used. The ISAJET input fragmentation parameters were adjusted to match preliminary CDF jet fragmentation data for several distributions, and those parameters were varied to evaluate their effect on the jet corrections. The ISAJET events were passed through the CDFSIM simulation program[45]. For each jet, the energy in a hemisphere of the detector was summed as the calorimeter response to the jet, and the average corrections from measured to produced jet momentum and energy were determined.

The amount of energy from the underlying event inside the jet clusters was evaluated by measuring the energy density per unit $\eta - \phi$ area in the region at 90 degrees in $\phi$ from the jets in dijet events[44]. Events were selected from the data with only two jets very nearly back-to-back in azimuth. The energy density was measured to be $0.99 \pm 0.35$ GeV per radian$^2$, and not observed to depend on the energy of the jets in the event. By varying the radius $R_{\text{cluster}}$ of the clustering cone, the amount of energy lost outside the large cone size of $R_{\text{cluster}} = 1.0$ was determined to be negligible in comparison with the underlying event energy entering the cone. Further, the average energy loss caused by imposing the single tower threshold $E_{T,\text{min}} = 0.2$ GeV was 0.4 GeV. The present work uses a lower single tower threshold of 0.1 GeV, so this loss should be less, but in any case the difference is very small.

The average central jet correction was applied as follows:

$$E_{\text{avecor}} = \begin{cases} 
-0.00174E_{\text{invtrk}}^2 + 1.37E_{\text{invtrk}} - 2.36\text{GeV} & \text{if } E_{\text{invtrk}} < 70 \text{ GeV} \\
1.115E_{\text{invtrk}} + 6.68\text{GeV} & \text{if } E_{\text{invtrk}} > 70 \text{ GeV} 
\end{cases}$$
The average corrections were modified for this work to use the results of the 1989 nonlinearity study, in order to reduce the systematic uncertainty on the jet momentum scale. From the data, the fractional correction for nonlinearity for a given corrected jet momentum or energy was evaluated, using the two nonlinearity estimates from 1987 and 1989. For the two estimates, the average fraction of jet momentum lost due to nonlinearity is shown in Figure 3.4a as a function of $|P_{avecor}|$. The improved nonlinearity correction to jet momentum is obtained by substituting the 1989 average for the 1987 average:

$$|P_{avecor}| = \begin{cases} 
-0.00146|P_{invtrk}|^2 + 1.31|P_{invtrk}| - 1.81\text{GeV/c} & \text{if } |P_{invtrk}| < 65 \text{ GeV/c} \\
1.112|P_{invtrk}| + 4.83\text{GeV/c} & \text{if } |P_{invtrk}| > 65 \text{ GeV/c}
\end{cases}$$

The modification amounts to approximately two percent change from the previously evaluated corrections.
3.2.3 Systematic Uncertainty on the Jet Corrections

The magnitude and estimated systematic uncertainty of the average jet energy and momentum corrections are shown in Figure 3.5. For the cone size of $R_{\text{cluster}}$ equal to 1.0, the momentum corrections range from 20 percent at low jet momentum to 13 percent for $P_{\text{jet}}$ values greater than 200 GeV/$c$. The estimated uncertainty on the overall scale ranges from eight percent at $P_{\text{jet}} = 30$ GeV/$c$ to below five percent at high momentum. The overall systematic error is a result of several effects of comparable magnitude, added in quadrature\cite{43}. The largest contributors were: uncertainties in the calorimeter simulation, especially in the $\phi$ crack regions; the uncertainty of the true fragmentation function; and, at low momentum, effects of the underlying event and clustering algorithm\cite{46}. The uncertainty due to uncertainty in the calorimeter response nonlinearity is relatively small. A two percent uncertainty, due to the fraction of charged vs. neutral momentum in the jet, was evaluated by varying the charged/total ratio within ISAJET. The size and uncertainty of the average jet energy correction are similar, but slightly larger, than the size and uncertainty of the momentum corrections.

3.3 Jet Angular and Momentum Resolution

The angular resolution with which jets are measured in the central calorimeter was investigated by comparing jet cluster $\phi$ and $\theta$ values with those obtained from the momentum sum of charged tracks in a cone about the jet axis. The difference $\Delta \phi$ and $\Delta \theta$ between the jet cluster axis and the track momentum sum is shown in Figure 3.6a for jets with total charged momentum above 20 GeV/$c$. The distribution RMS widths are both approximately three degrees, resulting from the combined resolution of the calorimeter axis and the track axis. The widths therefore overestimate the angular resolution of the calorimeter alone.

The jet momentum resolution in the central calorimeter was determined by the technique of dijet $K_T$ balancing\cite{42, 47, 48}. The $K_T$ vector is defined as the net transverse
Figure 3.5: a) The average central jet momentum correction and uncertainty. b) Individual contributions to systematic uncertainty in jet momentum[43].

Figure 3.6: a) Difference between calorimeter and track jet axis $\phi$. b) Difference between calorimeter and track jet axis $\theta$. 
momentum of the jets in the event:

\[ \vec{K_T} = \sum_{i=1}^{N} \vec{P}_{T_i} \]

where \( \vec{P}_{T_i} \) is the transverse momentum of the \( i \)-th jet. Conceptually, the most simple case is that of an event with only two jets, shown in Figure 3.7. The components of \( \vec{K_T} \) are considered along two orthogonal axes (\( \parallel \), \( \perp \)) parallel and perpendicular to the bisector of the two jets in the transverse plane, where the \( \parallel \) axis is randomly directed toward either jet 1 or 2. The distribution of \( K_T \) projected onto these two axes is affected by contributions from jet momentum and angular resolution and also QCD radiative effects. The RMS widths of the \( K_T \) distribution for the two components is denoted here by \( \sigma_{\parallel} \) and \( \sigma_{\perp} \).

For dijet events, \( K_{T,\parallel} \) is defined:

\[ K_{T,\parallel} = \sum_{i=1}^{2} P_{T_i} \cos \phi_{\parallel,i} = \sum_{i=1}^{2} P_{i} \sin \theta_{i} \cos \phi_{\parallel,i} \]

where \( \phi_{\parallel,i} \) is the angle between the \( P_T \) vector and the \( \parallel \) axis. The contribution to the width \( \sigma_{\parallel} \) from detector momentum resolution \( \sigma_{P} \) and angular resolutions \( \sigma_{\phi} \) and \( \sigma_{\theta} \) is:

\[ \delta_{\parallel}^2 = \sum_{i=1}^{2} (\sigma_{P_i}^2 \sin^2 \theta_{i} \cos^2 \phi_{\parallel,i} + \sigma_{\phi_i}^2 P_{i}^2 \cos^2 \theta_{i} \cos^2 \phi_{\parallel,i} + \sigma_{\theta_i}^2 P_{i}^2 \sin^2 \theta_{i} \sin^2 \phi_{\parallel,i}) \]

The contribution from angular resolution is small compared to that from momentum resolution because \( \sin \phi_{\parallel} \ll 1 \) and \( \cos \theta \ll 1 \) for central dijet events, and because the angular resolutions are less than 0.05 radians.
The width $\sigma_\perp$ is also produced by resolution and QCD radiative effects. The resolution contribution is written as:

$$\delta_\perp^2 = \sum_i (\sigma_p^2 \sin^2 \theta_i \sin^2 \phi_{\perp i} + \sigma_p^2 P_i^2 \cos^2 \theta_i \sin^2 \phi_{\parallel i} + \sigma_p^2 P_i^2 \sin^2 \theta_i \cos^2 \phi_{\parallel i})$$

Only the $\phi$ resolution term is significant. The contribution from $\theta$ resolution can be neglected, and the $P$ resolution term is also small if the jets are nearly back-to-back.

The radiative effects should add in quadrature with the measurement errors to produce the observed widths $\sigma_\parallel$ and $\sigma_\perp$:

$$\sigma_\parallel^2 = \delta_\parallel^2 + (QCD)^2 \approx 2\sigma_p^2 + (QCD)^2$$

$$\sigma_\perp^2 = \delta_\perp^2 + (QCD)^2 \approx \sigma_p^2 P_\parallel^2/2 + (QCD)^2$$

where $P_\parallel$ is defined as $\sum P_i \sin^2 \theta_i \cos^2 \phi_{\parallel i} \approx \sum P_i$ (typically within about five percent). In the above equations, the effects of QCD radiation recoiling against the dijet system were assumed to be the same in the $\parallel$ and $\perp$ directions. The radiative term can then be removed from the width $\sigma_\parallel$ by the following subtraction:

$$\sigma_\parallel' = \sigma_\parallel^2 - (\sigma_\perp^2 - \sigma_p^2 P_\parallel^2/2) \approx 2\sigma_p$$

The quantities $\sigma_\parallel'$ and $\sigma_\parallel$ are shown in Figure 3.8a, for dijet events with no other jet with $E_T$ above 5 GeV. Because of uncertainties in the procedure, the jet momentum resolution was estimated (for this work) to be the solid line between the 'subtracted' and 'not subtracted' points. The outer dashed lines show the upper and lower uncertainties which were used. These three estimates are given by the following parametrizations:

$$\sigma_p(P_{jet}) = \begin{cases} 
1.085\sqrt{P_{jet}} - 2.25 & \text{Low estimate} \\
1.105\sqrt{P_{jet}} - 1.475 & \text{Medium estimate} \\
1.125\sqrt{P_{jet}} - 0.70 & \text{High estimate}
\end{cases}$$

Figure 3.8b shows the effect of the tracking correction on the width $\sigma_\parallel$, compared to the average central jet correction. The tracking correction is observed to improve the resolution by approximately 15 percent.
3.4 Dijet Event Selection

Events and jets used for the jet fragmentation analysis were required to satisfy a set of criteria based on observed jet kinematics. The two goals in establishing these criteria was to obtain a sample of well-measured dijet events covering a large range of jet energy, and to avoid measurement biases caused by jet-by-jet fragmentation fluctuations. The data were obtained with the summed $E_T$ calorimeter trigger (section 2.5.1). The analysis used only data from runs in which there were no known problems with data quality. The integrated luminosity contained in these runs was approximately 26 inverse nanobarns; the quantity collected with each of the four trigger thresholds is listed in Table 3.1.

In a preliminary pass, a subset of the nearly 135,000 events was selected for tracking data reconstruction[49]. At this stage, events were required to have at least two jets, and the sum of the highest two uncorrected cluster $E_T$'s was required to be above thresholds chosen to remove trigger inefficiency bias. The thresholds, listed in Table 3.1, depended on the run trigger threshold, and whether both or only one of the two leading jets was within the central pseudo-rapidity range $|\eta_d| < 0.8$. Timing information from the central
hadron calorimeter was used to reject beam-gas events and other out-of-time backgrounds. Approximately 45,000 events were reconstructed.

Several additional selection criteria were imposed specifically for the jet fragmentation analysis:

- Only events with both jets with highest $E_T$ in the range $|\eta_d| < 0.8$ were considered, amounting to a 54 percent reduction of the event sample.

- To remove residual trigger bias caused by the observed dependence of the raw cluster response on jet fragmentation fluctuations, higher thresholds were imposed on the sum of the highest two corrected jet $E_T$'s. These thresholds are listed in Table 3.1 and shown with the corresponding jet pair $E_T$ distributions in Figures 3.9a through 3.9d. The effect of the higher thresholds was to reduce the overall event sample by 57 percent.

Next, cuts were applied to select events with a two jet final state.

- The difference in azimuthal angle between the two highest $E_T$ clusters is shown in Figure 3.10a. The shape of this distribution is due to the effects of angular resolution and initial and final state QCD radiation in the event, with a long tail resulting from additional jet activity. The two leading jets were required to be within 30 degrees of 'back-to-back' in $\phi$. The cut retained 86 percent of the events.

- To ensure that the jets were isolated, no additional jets with $E_T$ greater than the lesser of 20 GeV or 20 percent of the sum of the leading two jet $E_T$'s were allowed. Figures 3.10b and 3.10c show the distributions in these quantities; approximately 72 percent of remaining events satisfied this cut.

Additional cuts were applied to ensure that the events and jets selected for analysis were well measured.

- To take advantage of the projective tower geometry of the calorimetry, the event vertex position was required to be within 50 centimeters of the nominal interaction point.
Table 3.1: Event selection cuts for the four hardware trigger samples. (1) Uncorrected jet pair $E_T$ cut for central-central dijet events for reconstruction. (2) Uncorrected jet pair $E_T$ cut for central-other dijet events for reconstruction. (3) Corrected jet pair $E_T$ cut for central-central events used for fragmentation analysis.

<table>
<thead>
<tr>
<th>Trigger</th>
<th>Hardware $\sum E_T$ Threshold</th>
<th>Luminosity nb$^{-1}$</th>
<th>Jet pair $E_T$ cut (1)</th>
<th>Jet pair $E_T$ cut (2)</th>
<th>Jet pair $E_T$ cut (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOW</td>
<td>20.</td>
<td>0.4</td>
<td>36.</td>
<td>40.</td>
<td>50.</td>
</tr>
<tr>
<td>MED</td>
<td>30.</td>
<td>13.2</td>
<td>48.</td>
<td>60.</td>
<td>70.</td>
</tr>
<tr>
<td>HIGH</td>
<td>40.</td>
<td>6.1</td>
<td>56.</td>
<td>60.</td>
<td>90.</td>
</tr>
<tr>
<td>BURN</td>
<td>45.</td>
<td>6.5</td>
<td>60.</td>
<td>60.</td>
<td>100.</td>
</tr>
</tbody>
</table>

Figure 3.9: Jet pair $E_T$ distributions for central-central jet events, for low, medium, high and burn trigger data.
Figure 3.10: a) Delta phi between leading two jets. b) Third cluster $E_T$ (GeV). c) Ratio of third cluster $E_T$ to sum of leading two cluster $E_T$'s.
The event vertex distribution is shown in Figure 3.11a. Approximately 15 percent of events were rejected by this cut.

- Fiducial cuts were also applied to the jets used for the analysis. Jet energy centroids were required to be within the detector pseudo-rapidity range $0.1 < |\eta_d| < 0.7$, where the calorimeter response is uniform and the CTC coverage is complete.

- For acceptance considerations, it was advantageous to limit the range of dijet boost rapidity of the events. The boost rapidity is defined as the average pseudo-rapidity of the leading two jets:

$$\eta_{\text{boost}} \equiv (\eta(1) + \eta(2))/2$$

The $\eta_{\text{boost}}$ distribution is shown in Figure 3.11b for all events and the subset of central-central events. Boost effects were minimized by requiring $\eta_{\text{boost}}$ to be less than 0.6, corresponding to a velocity of $0.54c$ for the dijet system along the beam axis. The fraction of remaining events which failed this cut was 9 percent.

- A cut on the dijet missing $P_T$ significance was applied. The dijet missing $P_T$ significance, defined here as

$$P_{T\text{sig}} \equiv \frac{K_{T,||}}{\sqrt{E_{T}(1) + E_{T}(2)}},$$

and required to be less than 3.0. The distribution of this quantity is plotted in Figure 3.11c. Only two percent of the remaining events were discarded by this cut.

The final event sample satisfying the above criteria contained a total of 5541 events, with 8609 jets within the central fiducial volume.
Figure 3.11: a) Event $z$ vertex position. b) Dijet boost rapidity. c) Dijet missing $P_T$ significance.
Chapter 4

Jet Fragmentation Properties

4.1 Definition of Variables and General Issues

In this chapter the following quantities are used to describe charged particle properties in jets:

- $P_\parallel$ - the momentum of a particle projected along the jet axis.

- $P_\perp$ - the momentum of a particle transverse to the jet axis.

- $Z_P \equiv P_\parallel/|P_{jet}|$ - the ratio of the momentum of a charged track along the jet axis to the jet momentum.

- $Z_E \equiv P_\parallel/E_{jet}$ - the ratio of the momentum of a charged track along the jet axis to the jet energy. This is more comparable to the fragmentation variable $X_\parallel$ that is generally used in $e^+e^-$ experiments.

- $Y \equiv 0.5\ln((E + P_\parallel)/(E - P_\parallel))$ - the rapidity of a particle with respect to the jet axis. $E$ is the energy of a particle assuming a pion mass (139.6 MeV/$c^2$), since the CTC provides no particle identification.

- $\eta_t \equiv 0.5\ln((|P| + P_\parallel)/(|P| - P_\parallel)) = -\ln\tan(\xi/2)$ - the pseudo-rapidity with respect to the jet axis, where $\xi$ is the angle between the axis and the track at the event vertex. This is equivalent to the rapidity for a massless particle.

This chapter focuses on the charged fragmentation function $D(Z) = 1/N_{jets}dN_{charged}/dZ$. The variable $Z$ will generally refer to the momentum fraction $Z_P$ as opposed to $Z_E$. $Z_P$ is
a more natural variable as it is dimensionless and truly 'longitudinal'. The analysis using either choice is nearly identical, and results of the analysis using the two variables will be compared.

The fragmentation properties of the jets are examined in the 'longitudinal rest frame', obtained by a Lorentz transformation of the jets and tracks along the beam line by the dijet boost rapidity $\eta_{\text{boost}} = (\eta(\text{jet 1}) + \eta(\text{jet 2}))/2$. As illustrated in Figure 4.1, in the longitudinal rest frame the two jets are back-to-back in $\eta$ as well as $\phi$. Having required $|\eta_{\text{boost}}|$ to be less than 0.6, the effect of the transformation is limited. The transformation is not to the dijet center-of-mass frame, since the dijet system in general has net transverse momentum.

For the purpose of examining the $Q^2$ dependence of the fragmentation properties, events are classified by their dijet invariant mass ($M_{JJ}$), defined by the relation

$$M_{JJ}^2 = (P(\text{jet 1}) + P(\text{jet 2}))^2 = (E(\text{jet 1}) + E(\text{jet 2}))^2 - (\vec{P}(\text{jet 1}) + \vec{P}(\text{jet 2}))^2 = \hat{s}.$$ 

Thus, for the parton subprocess, $M_{JJ}$ is analogous to the variable $\sqrt{s}$ used in $e^+e^-$ experiments. The dijet invariant mass is not necessarily the 'correct' variable with which to investigate $Q^2$ dependence. An equally good variable would have been the jet transverse energy. However, since the events are nearly at rest in the laboratory frame, the jets are at central rapidity, and they approximately balance each other, the relation

$$M_{JJ} \simeq 2E \simeq 2E_T$$
is correct to within 10 or 20 percent.

**Track Association**

Some tracks in the events come from the jets and others from the fragmenting beam particles (the so-called underlying event) or other radiation or jets (the recoil system). Tracks are associated to a jet if they satisfy the following criteria:

- They pass the track selection (section 2.3.7).
- Their pseudo-rapidity to the jet $\eta_t > 0.8$. This corresponds to a cone in 3-space with opening angle $\xi_{\text{max}} = 48^\circ$, chosen to give uniform acceptance in $P_\perp$ for a given $P_\parallel$ around the jet axis. Note that this is not the same as a cone in $\eta - \phi$ as was used for clustering.
- Their momentum along the jet axis $P_\parallel$ is greater than 0.6 GeV/c, which corresponds to a minimum $Z$ value given the jet momentum. This cut is chosen to keep the track $P_T$ (to the beam axis) greater than 0.4 GeV/c, below which the CTC efficiency falls substantially below unity.

**4.2 Corrections to the Raw dN/dZ Distribution**

The uncorrected charged fragmentation function $D(Z) = 1/N_{\text{jets}}dN/dZ$ is shown in Figure 4.2. Only events in the dijet invariant mass range $80 < M_{JJ} < 140$ GeV/c$^2$ were included in this plot and other plots unless specified otherwise. The reason for limiting the $M_{JJ}$ range is to limit uncertainties in acceptance and in resolution smearing effects. For each jet, the $Z$ value of each associated track was plotted, using the corrected jet momentum as the denominator in $Z$. The bins were adjusted for reasonable statistics across the plot, and the value in each bin was divided by the number of jets used and the bin width. There are a small number of tracks where $Z$ is greater than 1.0 (5 out of 48321 in the plot and 4 more above $Z = 1.5$). This unphysical situation might be expected to happen occasionally since the jet and track momenta are independent measurements each with finite resolution.
Figure 4.2: Uncorrected charged fragmentation function \( D(Z) \). Statistical errors only are plotted.

### 4.2.1 Acceptance Corrections

As mentioned previously, tracks were required to be within a \( 48° \) cone about the jet axis in order to be associated with the jet. This requirement limits acceptance for two reasons:

- **CTC acceptance.** The association cone is quite large and may partially be outside the full acceptance of the CTC.

- **Cone acceptance.** The cone requirement places a limit on momentum transverse to the jet axis \( (P_\perp) \) for a given momentum along the axis \( (P_\parallel) \). Cone acceptance is an issue for the \( D(Z) \) distribution which is averaged over \( P_\perp \).

The acceptance correction is divided into two parts for the separate effects. Both are evaluated in the longitudinal rest frame.
CTC Acceptance Correction

The idea behind the correction for CTC acceptance is to avoid looking at tracks in regions where the efficiency is low, falling rapidly, and difficult to estimate. This allows efficiency and acceptance to be dealt with as separate issues. The method, described in Reference [50], assumes azimuthal symmetry of particle production around the jet axis. The full acceptance region is defined to be where a high $P_T$ track will pass through sense wire layer 66 (at a radius of 115 centimeters) before exiting the CTC, chosen such that all tracks within the region pass through at least 4 axial superlayers. Figure 4.3 shows a jet with partial acceptance in the CTC. Tracks outside the acceptance region are ignored. An "acceptance weight" is calculated for tracks within the acceptance region to compensate for lost solid angle.

The calculation of the acceptance weight takes into account the position of the event...
vertex, the longitudinal boost, the direction of the jet and the angle of the track to the jet axis. The acceptance weight is shown at two vertex positions as a function of \( \eta \) in Figure 4.4, for several different jet angles. For \( \eta > 2 \) there are no corrections. The correction to \( dN/dZ \) from CTC acceptance is \( \leq 5\% \) for \( Z < 0.05 \) and negligible for \( Z > 0.05 \). A check of the procedure with ISAJET Monte-Carlo data indicated less than 1\% uncertainty in \( D(Z) \) from CTC acceptance.

**Cone Acceptance Corrections (dN/dZ only)**

For tracks with momentum \( P_{||} \) along the jet axis, the maximum \( P_{\perp} \) which will be within the cone is \( P_{\perp,max} = P_{||} \tan 48^\circ \). The acceptance for these tracks with \( P_{||} \) integrated over \( P_{\perp} \) is the fraction with \( P_{\perp} < P_{\perp,max} \):

\[
A(P_{||}) = \frac{\int_0^{P_{\perp,max}} dN/dP_{\perp} dP_{\perp}}{\int_0^{\infty} dN/dP_{\perp} dP_{\perp}}
\]

The \( dN/dP_{\perp} \) spectrum is approximated by a function of the form:

\[
dN/dP_{\perp} = \alpha P_{\perp} \exp(-\beta P_{\perp})
\]

where the parameter \( \beta \) is related to the mean \( P_{\perp} \) of particles to the jet axis:

\[
< P_{\perp} > = \frac{\int_0^{\infty} P_{\perp} dN/dP_{\perp} dP_{\perp}}{\int_0^{\infty} dN/dP_{\perp} dP_{\perp}} = 2/\beta
\]
In fact, the mean $P_\perp$ has been observed to depend on $Z$\cite{22}. Using the value $< P_\perp >= 0.7$ GeV/c $\approx 22$ appropriate to low $Z$, the fractional correction to the $dN/dZ$ distribution to the lowest $Z$ bin is approximately $+15\%$. Uncertainty on the correction, estimated from Monte-Carlo data, may be as high as $50\%$. This translates to a $7.5\%$ uncertainty to $D(Z)$ for $Z < 0.03$.

4.2.2 Tracking Efficiency

Each distribution is corrected for the efficiency of finding tracks. The efficiency as a function of $Z$ and $M_{JJ}$ was estimated using the methods described in Appendix B. The efficiency at a given $Z$ falls with increasing $M_{JJ}$, as shown on Figure 4.5a. The sensitivity to this effect and the associated uncertainty is limited by only considering events with $M_{JJ}$ below 200 GeV/c$^2$. The result from the three efficiency estimates (Monte-Carlo simulation, track merging, and data) are shown in Figure 4.5b for $80 < M_{JJ} < 140$ GeV/c$^2$. The first two methods illustrate a slow variation with $Z$, which is not significant given the steep fall of the $dN/dZ$ spectrum. The line at 92% shows the correction applied (independent of $Z$) for the $dN/dZ$ distribution in this $M_{JJ}$ interval, to which an uncertainty of 4\% is assigned. For $dN/dZ$ as a function of $M_{JJ}$ the efficiency is scaled by the observed variation with $M_{JJ}$.
Figure 4.6: a) The track multiplicity vs $\Delta \phi$ to the leading jet. Units are tracks per radian per unit $\eta$. The density in minimum bias triggered events is also shown. b) The $P_T$ spectrum of tracks in the underlying event slice compared with that in minimum-bias events.

### 4.2.3 Underlying Event

The underlying event contributes background tracks uncorrelated to the jet direction. Their contribution to a given distribution was estimated using a simple prescription, and was then subtracted from the same data distribution. Figure 4.6a shows the density of tracks in $\phi$ with respect to the highest $E_T$ jet in dijet events. The density is strongly peaked in the directions of the jets, indicating that the background underneath the jets is small compared to the signal. In the region of $90\pm15^\circ$ relative to the two jets the density is uniform. This is expected if the underlying event is azimuthally symmetric; however, it is known (from $e^+e^-$ experiments) that some particles from the jets will also enter this region. With this caveat, the tracks contained in this 0.5 radian wide slice are used to estimate the underlying event background level beneath the jets. The track density in minimum-bias triggered events is also shown; it is somewhat lower and has a more steeply falling $P_T$ spectrum than the tracks in this region (Figure 4.6b).

A typical two-jet event is shown schematically in $\eta - \phi$ coordinates in Figure 4.7a. The two jets are shown as circles representing the cones used to associate tracks. When
plotting a fragmentation distribution of tracks in either jet, the equivalent underlying event distribution is plotted as if the jet axis had been at the same $\eta$ but rotated by 90° in $\phi$. Since the slice is narrower than the association cone, the correct normalization is obtained by translating the slice by its width in $\phi$ to five positions, as shown in Figure 4.7b.

The underlying event contribution to $dN/dZ$ compared to the data distribution is shown in Figure 4.8a. The correction is very small except in the $Z = 0.025$ bin, where the correction is approximately 20%. As a test of the procedure, the evaluated background was compared to the distribution for particles not associated to jets in ISAJET Monte-Carlo data. As shown in Figure 4.8b, the study indicated that the procedure may overestimate background levels, but the maximum error to $D(Z)$ from the procedure is approximately 10 percent.

4.2.4 Correction for Detector Resolution

The effect of CTC and calorimeter resolution on the $dN/dZ$ spectrum is manifested as a migration of events from one part of the distribution to another. The quantity $Z$ includes both the track and jet momentum, two independent measurements, so the “unsmearing” is a two dimensional problem. The measured number of tracks in a $Z$ interval of width $\delta Z$ for
jets in a jet momentum interval of width $\delta P_{jet}$ is expressed as:

$$N_{meas}(Z, P_{jet}) = D_{meas}(Z) \delta Z \Sigma_{meas}(P_{jet}) \delta P_{jet}$$

In the above relation, the fragmentation function $D$ is the number of tracks per unit $Z$ per jet and the jet cross section $\Sigma$ expresses the number of jets per GeV/c per unit luminosity. Since the fragmentation function and jet cross section are both steeply falling distributions, the measured $D$ and $\Sigma$ will differ from the produced values. The fragmentation function is assumed not to vary with $P_{jet}$ for the purposes of this correction. Though $D(Z)$ is expected to vary logarithmically with $P_{jet}$, this variation is negligible within a small $P_{jet}$ interval.

The correction from measured $D_{meas}$ and $\Sigma_{meas}$ to produced $D_{prod}$ and $\Sigma_{prod}$ were obtained using the convolution procedure described in Appendix C. For each $Z$ bin in the distribution, a correction factor $D_{prod}/D_{meas}$ was evaluated. The correction factors are plotted in Figure 4.9, with their estimated uncertainty shown as dotted lines.

For $Z$ below 0.8 the resolution correction is greater than unity, which is caused by the falling jet momentum spectrum. Jets tend to be produced with lower momenta than they are observed. Consequently, tracks tend to have been produced with higher $Z$ value than measured. As $Z$ approaches 1.0, the track momentum resolution becomes increasingly im-

Figure 4.8: a) Underlying event contribution to $dN/dZ$ compared to raw spectrum before subtraction. b) Underlying event correction which was evaluated for the ISAJET M.C., compared to the actual contribution from particles not associated to jets in ISAJET.
important, and the correction decreases below unity. The shape of the fragmentation function at high $Z$ and the fact that tracks cannot be produced with $Z$ greater than unity determine the amount of smearing into and out of a bin. This dependence on the produced fragmentation function causes a substantial uncertainty in the resolution-smearing correction for $Z > 0.8$.

The systematic uncertainty associated with the resolution effects is estimated to be four percent at low $Z$, twenty percent at $Z = 0.5$, and 100 percent at $Z = 0.9$. The estimated uncertainty takes into account uncertainty in detector resolutions (shown in Figures 2.11 and 3.8a), the uncertainty due to the shape of the produced fragmentation function (Figure C.4b), and the discrepancy between the evaluated corrections and the Monte-Carlo results (Figure C.6).
Table 4.1: Summary of interactive event scanning.

<table>
<thead>
<tr>
<th>$Z$ interval</th>
<th># tracks</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.7 &lt; Z &lt; 0.8$</td>
<td>13</td>
<td>all good tracks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 late interactions (?)</td>
</tr>
<tr>
<td>$0.8 &lt; Z &lt; 0.9$</td>
<td>2</td>
<td>good tracks</td>
</tr>
<tr>
<td>$0.9 &lt; Z &lt; 1.0$</td>
<td>1</td>
<td>good track, late interaction (?)</td>
</tr>
<tr>
<td>$1.0 &lt; Z &lt; 1.1$</td>
<td>1</td>
<td>missing outer 2 superlayers</td>
</tr>
<tr>
<td>$1.1 &lt; Z &lt; 1.2$</td>
<td>2</td>
<td>both overlap</td>
</tr>
<tr>
<td>$1.2 &lt; Z &lt; 1.5$</td>
<td>2</td>
<td>both overlap</td>
</tr>
<tr>
<td>$Z &gt; 1.5$</td>
<td>3</td>
<td>1 overlap</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 missing many hits</td>
</tr>
</tbody>
</table>

4.3 Backgrounds and Systematic Uncertainties to $dN/dZ$

4.3.1 Estimation of Backgrounds

There are a number of potential backgrounds to real hadrons in jets. Some are real (non-jet) backgrounds, where the others appear as non-Gaussian tails in either the numerator or denominator of $Z$. In general, these backgrounds might affect the high $Z$ portion of the $dN/dZ$ distribution given the low rate in that region. Some of the backgrounds can be reliably estimated either from the data or calculated cross sections; these estimates are given below. The events with tracks above $Z = 0.7$ have been scanned interactively to check the estimates and observe the effects of other backgrounds. The results of scanning, summarized in Table 4.1, indicate that backgrounds are less than five per cent for $Z < 0.7$ and up to twenty per cent for $0.7 < Z < 1.0$. Furthermore, the events with $Z$ greater than 1.0 are dominated by gross measurement errors. It should be noted that scanning is somewhat subjective and therefore the estimated level of backgrounds is not subtracted from the distribution.

The backgrounds which were considered are:

- Electrons from $Z$ boson decays, Drell-Yan processes, or conversions. One event consistent with a $Z$ boson decaying to electrons was found in the scan, contributing a track at $Z = 0.7$. This is about the expected level which would pass the event selection.
Figure 4.10: Response distribution in the first 5.1 absorption lengths ($\lambda$) of an 8 $\lambda$ calorimeter of 150 GeV test-beam pions. To eliminate muon background, they were required to deposit the full energy in the 8 $\lambda$. The data have been suitably smoothed.

from the observed number of $Z \rightarrow e^+e^-$ events recorded during the run. Although an isolated electron would appear as a single particle jet, because of the corrections to the cluster energy, the measured $Z$ value would be less than unity. Approximately three percent of photons from $\pi^0$ decays will convert into electron-positron pairs in the material inside the CTC. The conversion electrons are measured at substantially lower $Z$ value than the parent $\pi^0$, so the background to $D(Z)$ from these conversions may be neglected.

- Direct Photons. As for electrons these photons could be removed by requiring some hadronic energy. Such a restriction does not affect the shape of the $dN/dZ$ spectrum.

- Non-interacting pions and kaons ('punch-through'). A small fraction of charged hadrons do not shower within the central calorimeter or interact late. These particles register only minimum ionizing signals or a small fraction of the true energy, and can therefore cause a jet's energy to be grossly undermeasured. This phenomenon could in principle be taken into account in the resolution unsmearing by adding a non-Gaussian tail to the resolution function. Instead, the size of the effect was estimated from the data using the response distribution from test-beam pions (Figure 4.10). A
background $dN/dZ$ distribution was calculated using each track above $Z = 0.1$ in the data, allowing a fraction of the particle's energy to be deposited with the correct probability. The jet momentum was recalculated, and dijet missing $P_T$ significance cut was imposed (Section 3.4. The normalized $dN/dZ$ background distribution is shown in Figure 4.11, where it has been assumed that either all particles are pions or that twenty percent are kaons. The latter assumption gives a higher background estimate because of the 25% smaller inelastic cross section for $K^+$. The number of predicted events is roughly consistent with the small number of events at high $Z$ observed with activity in the muon chambers outside the calorimetry.

- Muons or neutrinos from pion and kaon decays. The background to $dN/dZ$ at high $Z$ values from pions and kaons decaying into muons was calculated using the same technique used for the punch-through estimate. The result is negligible, as shown in Figure 4.11.

- Central calorimeter phi crack response. Within one degree of a $\phi$ boundary of a 15 degree wedge the calorimeter response is low and as many as ten percent of hadrons fail to interact. The contribution to $dN/dZ$ from this effect has been estimated by
rejecting jets in which the highest $P_T$ track (to the beam) penetrates the calorimeter within one degree of a crack, which amounts to a 2/15 rejection factor independent of $Z$. Figure 4.12 illustrates the ratio of the $dN/dZ$ distribution obtained with and without this cut, and there is no evidence of any measurable effect at the three percent level. The effect of the phi cracks is therefore considered to be small.

- False tracks, or non-Gaussian tails in tracking $P_T$ resolution. The contribution of these tracks is difficult to estimate except by event scanning, because it depends (among other things) on the details of the pattern recognition software. The number of false or poorly measured tracks is minimized by the track selection cuts (section 2.3.7), particularly the impact parameter and RMS residual cuts. In the scanning two rules were used to label a track as false or poorly measured:

1. Overlap. Two tracks overlapped each other very closely in $r - \phi$ through most of the CTC. In this case it is difficult to determine which hits belong to which track by scanning, so one might assume that the pattern recognition program could make the wrong choice, and therefore measure the momenta poorly.

2. Many missing hits. Many hits which should be part of a track are either not used or not visible in the event display. The effective track length is shortened
so that the momentum resolution for the track is significantly degraded.

All the tracks above $Z = 1.0$ fail one of these two tests and are suspected to be bad tracks. One interesting feature of these tracks that their momenta all change drastically between the vertex constrained and unconstrained fits, which is not generally the case.

4.3.2 Estimation of Systematic Errors

The various contributions to systematic error in $dN/dZ$ are:

- Jet corrections systematic uncertainty. The contribution to $D(Z)$ uncertainty from the jet corrections has been evaluated using the upper and lower jet correction estimates shown in Figure 3.5. The ratios of the $dN/dZ$ distribution with these estimates to the nominal distribution is plotted in Figure 4.13. The ratio using the high estimate is less than unity, since a larger correction causes $Z$ to be smaller. The two curves show the estimated uncertainty as a function of $Z$. This uncertainty is the largest contributor to systematic error to $dN/dZ$ for most of $Z$.

- Uncertainty from resolution smearing (Figure 4.9). For $Z > 0.8$ the resolution uncertainty becomes comparable to the energy scale uncertainty. For this reason the results above $Z = 0.8$ are not reliable except to place an upper limit on the actual value.

- Uncertainty from boosting, acceptance and underlying event subtraction. These are the dominant sources of uncertainty for $Z < 0.05$.

- Uncertainty in tracking efficiency. This is estimated to be four percent, independent of $Z$.

Figure 4.14 summarizes the various contributions and gives the fractional systematic error of those contributions added in quadrature.
Figure 4.13: Systematic error to $dN/dZ$ from uncertainty in jet corrections. The ratio of values of $dN/dZ$ using the high and low estimates to the nominal distribution is plotted. The dashed lines give the estimated systematic uncertainty.

Figure 4.14: Summary of systematic uncertainty to the $dN/dZ$ spectrum.
4.3.3 Consistency Checks

Several checks have been performed. These include varying the fiducial volume, tightening the event selection criteria, vetoing the $\phi$ crack regions and eliminating the boost. These all gave nearly identical results as did the standard procedure. One particularly useful check was to examine the average jet energy as a function of $Z$ to evaluate whether or not the high $Z$ portion of the distribution is caused by grossly undermeasured jets. The result of this study is shown in Figure 4.15. The slow variation with $Z$ may be physical, since for higher energy jets, a slightly higher multiplicity may be expected.

4.4 Results

4.4.1 $dN/dZ$

The corrected charged fragmentation function for $80 < M_{JJ} < 140$ GeV/$c^2$ is listed in Table 4.2 and plotted in Figure 4.16. Two predictions of the HERWIG 3.2 Monte-Carlo program are also shown. The dashed curves is the fragmentation function using the mixture of quark and gluon initiated jets as given by the Duke-Owens set 2 structure functions[51], and the dotted curve is for gluon initiated jets only. The predicted gluon fragmentation
Table 4.2: Charged fragmentation function $D(Z)$ for $80 < M_{JJ} < 140$ GeV/$c^2$. Statistical and systematic errors are listed separately.

<table>
<thead>
<tr>
<th>$Z$</th>
<th>$D(Z) \pm$ (stat) $\pm$ (sys)</th>
<th>$Z$</th>
<th>$D(Z) \pm$ (stat) $\pm$ (sys)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02-0.03</td>
<td>163 $\pm$ 2 $\pm$ 30.</td>
<td>0.22-0.24</td>
<td>3.6 $\pm$ 0.2 $\pm$ 0.7</td>
</tr>
<tr>
<td>0.03-0.04</td>
<td>107 $\pm$ 2 $\pm$ 11.</td>
<td>0.24-0.26</td>
<td>3.0 $\pm$ 0.2 $\pm$ 0.6</td>
</tr>
<tr>
<td>0.04-0.05</td>
<td>78.2 $\pm$ 1.3 $\pm$ 6.8</td>
<td>0.26-0.28</td>
<td>2.5 $\pm$ 0.2 $\pm$ 0.5</td>
</tr>
<tr>
<td>0.05-0.06</td>
<td>59.8 $\pm$ 1.2 $\pm$ 4.9</td>
<td>0.28-0.32</td>
<td>1.57 $\pm$ 0.09 $\pm$ 0.38</td>
</tr>
<tr>
<td>0.06-0.07</td>
<td>46.5 $\pm$ 1.0 $\pm$ 3.8</td>
<td>0.32-0.36</td>
<td>0.92 $\pm$ 0.07 $\pm$ 0.25</td>
</tr>
<tr>
<td>0.07-0.08</td>
<td>36.9 $\pm$ 0.9 $\pm$ 3.2</td>
<td>0.36-0.40</td>
<td>0.76 $\pm$ 0.06 $\pm$ 0.23</td>
</tr>
<tr>
<td>0.08-0.09</td>
<td>31.6 $\pm$ 0.8 $\pm$ 2.8</td>
<td>0.40-0.44</td>
<td>0.50 $\pm$ 0.05 $\pm$ 0.17</td>
</tr>
<tr>
<td>0.09-0.10</td>
<td>25.1 $\pm$ 0.7 $\pm$ 2.4</td>
<td>0.44-0.50</td>
<td>0.37 $\pm$ 0.04 $\pm$ 0.15</td>
</tr>
<tr>
<td>0.10-0.12</td>
<td>20.3 $\pm$ 0.5 $\pm$ 2.1</td>
<td>0.50-0.60</td>
<td>0.18 $\pm$ 0.02 $\pm$ 0.09</td>
</tr>
<tr>
<td>0.12-0.14</td>
<td>14.3 $\pm$ 0.4 $\pm$ 1.7</td>
<td>0.60-0.70</td>
<td>0.06 $\pm$ 0.01 $\pm$ 0.03</td>
</tr>
<tr>
<td>0.14-0.16</td>
<td>10.1 $\pm$ 0.3 $\pm$ 1.3</td>
<td>0.70-0.80</td>
<td>0.014 $\pm$ 0.003 $\pm$ 0.0010</td>
</tr>
<tr>
<td>0.16-0.18</td>
<td>7.3 $\pm$ 0.3 $\pm$ 1.0</td>
<td>0.80-0.90</td>
<td>0.0038 $\pm$ 0.006 $\pm$ 0.0006</td>
</tr>
<tr>
<td>0.18-0.20</td>
<td>6.0 $\pm$ 0.3 $\pm$ 0.9</td>
<td>0.90-1.00</td>
<td>0.0014 $\pm$ 0.0028 $\pm$ 0.0020</td>
</tr>
<tr>
<td>0.20-0.22</td>
<td>4.4 $\pm$ 0.2 $\pm$ 0.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Function falls substantially below that of the quark/gluon mixture for $Z > 0.4$. In view of the differences between the quark and gluon $D(Z)$ in the model, the agreement of the combined prediction with the data is remarkable.

Direct comparison between the CDF result and $e^+e^-$ experimental data can be misleading, due to differences in definition between the fragmentation variables used in those experiments. Typically they use the half the center-of-mass energy as the denominator of $Z$, without an explicit jet definition. Effects of multi-jet events and internal jet masses cause this quantity to differ from the variable $Z_p$ defined using the jet momentum. This difference is illustrated in the ratio of the fragmentation function using $Z_p$ to that using $Z_E$ (Figure 4.17). Though the difference between the jet energy and momentum is typically a few per cent, the effect is magnified by the slope of the $D(Z)$ distribution. The same ratio predicted by HERWIG is also shown, and agrees qualitatively with the data.

### 4.4.2 Evolution with Dijet Invariant Mass.

The dijet invariant mass $M_{JJ}$ was used as an estimator of the hard scattering momentum transfer scale to look for deviations from scaling. Over the wide $M_{JJ}$ range accessible one
Figure 4.16: Charged fragmentation function $D(Z)$. The CDF data have statistical and systematic errors indicated. The curves are HERWIG 3.2 Monte-Carlo predictions for gluon jets only (dots) and for the quark/gluon mixture from Duke-Owens set 2 structure functions (dashes).
may expect observed deviations to be due to three potential effects:

- For a given jet type the fragmentation function is predicted in QCD to become steeper with increasing $Q^2$.

- The ratio of quark to gluon initiated jets is expected to rise with increasing $Q^2$. If this variation were the only effect, one might expect the fragmentation function to become less steep.

- Experimental effects such as efficiencies, calorimeter response and detector resolutions change over the large $Q^2$ range. The corrections for these effects were evaluated separately for each $M_{JJ}$ interval.

The behavior of the fragmentation function with $M_{JJ}$ is shown in Figure 4.18, compared to data from TASSO[52]. The plot is similar to those used to describe structure function evolution. The horizontal axis is logarithmic in $M_{JJ}^2$ for the CDF data or $s$ for TASSO. The CDF data are the circles, with statistical errors plotted for each point. For six values of $M_{JJ}$ a coarsely binned $dN/dZ$ distribution is shown as a vertical set of points. Likewise, the horizontal groups show the variation of $D(Z)$ for six $Z$ intervals. Typical systematic errors are shown at the right side of the plot.
Figure 4.18: Evolution of the fragmentation $D(Z)$ with $M_{JJ}$ (CDF) or $S$ (TASSO) for six $Z$ intervals. The CDF data (circles) have statistical errors plotted, with typical systematic errors shown at the right. The solid curves are fits described in the text, and the dotted curves are HERWIG 3.2 predictions.
For each experiment, the fragmentation is observed to steepen with increasing $M_{JJ}^2$. The prediction of the HERWIG Monte-Carlo model is plotted as dotted curves, showing qualitative agreement with the CDF data. For each $Z$ interval, the solid lines plotted through the two experimental data sets are linear fits of the form:

$$D(Z_i, Q^2) = \gamma_i + \delta_i \ln(Q^2)$$

where the $Q^2$ variable is approximated as $M_{JJ}^2$ for CDF and $s$ for TASSO. In fact there is theoretical ambiguity in adopting a common $Q^2$ definition between the different experiments, so detailed comparison between the two such as a combined fit is not warranted. However within a given experiment the curves describe variations approximately linear in $\ln(Q^2)$. The CDF slopes $\delta$ are statistically inconsistent with the assumption of perfect scaling.

In the lowest $Z$ interval the CDF data are significantly higher than the TASSO data. This feature is interesting in view of the fact that the TASSO jets are predominantly quark initiated, whereas the CDF jets are expected to be mostly gluons. However, the theoretical uncertainties and experimental differences mentioned above prevent a quantitative comparison of the two.

4.4.3 Extraction of $< f_{ch} >$

The fraction of jet momentum carried by charged particles $< f_{ch} >$ is given by the sum rule:

$$< f_{ch} > = \int_0^1 dZZD(Z)$$

If isospin was a perfect symmetry in nature and only pions were produced, this fraction would be $2/3$. However, the effects of resonance decays may cause $< f_{ch} >$ to deviate from that value. The mean charged fraction is extracted from the $D(Z)$ result by the numerical integral:

$$< f_{ch} > \simeq \sum_i Z_i D_i(Z) \Delta Z + \int_{0.0}^{0.02} D_{prod}(Z)$$

The distribution is extrapolated below the first data point using the fit parametrization. Figure 4.19 shows the charged momentum fraction numerically integrated up to $Z$ for events
in the range $80 < M_{JJ} < 140 \text{ GeV}/c^2$. The contribution from $Z$ values above 0.4 is less than two per cent. Thus the dependence on the fit parametrization used to correct $D(Z)$ is negligible, since the correction factors deviate substantially above $Z = 0.4$. Also, the extrapolation below $Z = 0.02$ contributes an additional two per cent uncertainty according to ISAJET. The error bar shows the statistical error and the combined statistical and systematic error added in quadrature.

The CDF $<f_{ch}>$ of $0.65 \pm 0.02^{\text{(stat)}} \pm 0.08^{\text{(sys)}}$ is shown compared to TASSO[52] and UA1[22] results in Figure 4.20. The choice of $Z$ variable definition is important. The CDF charged fraction using the $Z_E$ variable (not shown) is approximately ten percent lower than the equivalent result using $Z_P$. Within statistical uncertainties the value of $<f_{ch}>$ does not depend on $M_{JJ}$. The CDF and TASSO results are consistent across the large energy range, given the differing definitions for the fragmentation variable and the size of the systematic error. The CDF mean value appears to be inconsistent with the UA1 result of $0.47 \pm 0.02^{\text{(stat)}} \pm 0.05^{\text{(sys)}}$.

### 4.5 Transverse Fragmentation Properties

The rapidity and transverse momentum distributions of charged particles with respect to the jet axis have also been investigated. These quantities do not depend directly on the magnitude of the jet momentum, so they are not sensitive to energy scale errors. However, they depend sensitively on the jet axis determination. Corrections and systematic uncertainties related to jet angular measurement errors have not been evaluated for these distributions.

#### 4.5.1 Transverse Momentum Distribution

The transverse momentum distribution of charged particles to the jet axis is plotted in Figure 4.21a, for events with $M_{JJ}$ between 100 and 120 GeV/$c^2$. Only particles with $Z > 0.1$ are included. The underlying event background distribution, evaluated at 90 degrees in $\phi$ from the jets (Section 4.2.3), is also plotted. Below 3 GeV/$c$ the underlying
Figure 4.19: Charged fraction integrated numerically.

Figure 4.20: Average charged momentum fraction, compared with previous measurements.
event is negligible because of the $Z > 0.1$ requirement. For a given lower $Z$ limit and jet momentum, the track association cone imposes a limit to $P_\perp$ acceptance; this limit corresponds to approximately 5 GeV/c for $M_{JJ} > 100$ GeV/c$^2$.

At low $P_\perp$, the $dN/dP_\perp$ distribution is forced to zero, as a result of phase space that increases linearly with $P_\perp$. In Figure 4.21b, this phase space factor is removed by plotting $1/P_\perp dN/dP_\perp = 2 dN/dP_\perp^2$, rather than $dN/dP_\perp$. To examine the effect of jet axis angular resolution, the data are plotted for two definitions of the jet axis: the axis from the calorimeter clustering algorithm; and the axis determined by the momentum sum of charged tracks associated with the jet. The two axis definitions give significantly different results at low and at high $P_\perp$. For $P_\perp < 0.5$ GeV/c, the distribution approximately 50 percent lower for the calorimeter axis than for the tracking axis, and for $P_\perp > 3.0$ GeV/c the distribution is higher for the calorimeter axis. This is consistent with the expectation that the axis determined by tracking is more precise than that determined by calorimetry.

In Figure 4.21c, the transverse momentum distribution is plotted for three dijet invariant mass intervals. For $P_\perp$ values below 1 GeV/c, The multiplicity with $Z > 0.1$ is lower for the higher $M_{JJ}$ intervals. This may be due to the effective $P_\perp$ resolution, which worsens with increasing $P_\parallel$ at a constant angular resolution. Quantitative comparison of the distribution with other experiments or for different values of $Z$ or $M_{JJ}$ would require the systematic effects from the jet axis determination to be better understood.

### 4.5.2 Charged Particle Rapidity Distribution

The rapidity distribution of charged tracks to the jet axis is shown in Figure 4.22a for $100 < M_{JJ} < 120$ GeV/c$^2$. In the calculation of the rapidity ($Y$), all particles are assumed to be pions, since the CTC provides no particle identification. The background rapidity distribution of underlying event particles, which has been subtracted from the distribution, is plotted as circles. The underlying event subtraction forces the distribution towards zero at $Y = 0$. The distribution is shown for two values of the $P_\parallel$ track association cut. The
Figure 4.21: a) Transverse momentum distribution \((dN/dP_\perp)\) for jet and underlying event particles. b) Transverse momentum distribution \((1/P_\perp \, dN/dP_\perp)\) for two definitions of the jet axis (see text). c) Transverse momentum distribution for three dijet invariant mass intervals.
minimum $P_{\parallel}$ causes a loss of acceptance below the rapidity

$$Y = 0.5 \ln \left( \frac{\sqrt{P_{\parallel}^2 + m_{\pi}^2} + P_{\parallel}}{\sqrt{P_{\parallel}^2 + m_{\pi}^2} - P_{\parallel}} \right).$$

Because of the underlying event background and the $P_{\parallel}$ acceptance cut, the rapidity distribution cannot be reliably determined at low rapidity. For this reason, the 'rapidity plateau' observed in $e^+e^-$ experiments is not seen in the CDF data. In Figure 4.22b, the CDF rapidity distribution for $100 < M_{JJ} < 120$ GeV/$c^2$ is compared with the results of three other experiments: the $e^+e^-$ experiments TASSO[52] and AMY[54] at $\sqrt{s} = 34$ and 55.3 GeV, respectively; and UA1 at $\sqrt{s} = 546$ GeV, for the same $M_{JJ}$ range. The systematic uncertainty for the CDF points is estimated to be approximately 10 percent, mainly from tracking efficiency; within this uncertainty the CDF and UA1 data are consistent. The height and extent of the rapidity plateau for the two $e^+e^-$ experiments are less than height of the distribution from the CDF and UA1 experiments.

The rapidity distributions for three dijet invariant mass intervals are shown in Figure 4.23a. The height of the distribution rises by approximately 25 percent and extends outward with increasing $M_{JJ}$ from 80 to 200 GeV/$c^2$. The average charged multiplicity may be obtained by integrating the rapidity distribution. However, because of the $P_{\parallel}$ track association requirement and the underlying event subtraction, the rapidity distribution is not reliably measured for $Y < 2.0$. In the range $Y > 2.0$, which corresponds roughly to a 15 degree cone about the jet axis, the effect of the $P_{\parallel}$ and underlying event subtraction are less than five percent. The integral of the rapidity distribution above $Y = 2.0$ is the average "jet core" charged multiplicity. The mean charged multiplicity in the jet core from CDF is shown in Figure 4.23b as a function of dijet invariant mass, and compared with the results from the TASSO, AMY, TPC and UA1 experiments. The jet core multiplicity increases from 2.4 to 5.8 over the invariant mass range 50 to 200 GeV/$c^2$, following the trend of the lower energy experiments. For the CDF points, the systematic uncertainty on the vertical scale is estimated to be approximately ten percent, resulting from uncertainty in efficiency and acceptance.
Figure 4.22: a) Charged rapidity distribution for $100 < M_{JJ} < 120$ GeV/$c^2$. The distribution is plotted for two values of the $P_\parallel$ track association cut. b) Charged rapidity distribution for $100 < M_{JJ} < 120$ GeV/$c^2$, compared with results from UA1, TASSO and AMY.
Figure 4.23: a) Comparison of the rapidity distribution for three dijet invariant mass intervals. b) Jet core charged multiplicity.
Chapter 5

Summary and Conclusions

In this thesis, the fragmentation properties of hadron jets in 1.8 TeV proton-antiproton collisions were investigated using the CDF apparatus. The jets studied were expected to be predominantly gluon jets, in contrast with the predominantly quark jets observed in $e^+e^-$ collisions.

The charged fragmentation function $D(Z)$ was presented (for events with dijet invariant mass between 80 and 140 GeV/$c^2$), and was in qualitative agreement with predictions of HERWIG, a QCD/cluster-fragmentation Monte-Carlo program. The average fraction of jet momenta carried by charged particles was $0.65 \pm 0.02$(stat) $\pm 0.08$(sys), a value consistent with the jets observed in $e^+e^-$ data at lower center-of-mass energy. The fragmentation function became more and more peaked at low $Z$ values with increasing dijet invariant mass. This behavior follows the trend of $e^+e^-$ data from TASSO, and is consistent with the expectation of QCD scale breaking.

The major difficulties with the measurement (the largest contributions to systematic uncertainty to $D(Z)$) were: determination of the jet momentum scale in the calorimetry; and smearing of the distribution caused by calorimetry and tracking resolution. In addition, the track finding efficiency decreased with increasing jet energy above about 100 GeV, posing a difficult challenge for making similar measurements of higher energy jets at the Tevatron or in higher energy experiments. The efficiency issue was underscored by the jet core multiplicity (the average number of charged particles with rapidity above 2.0) which increased over a factor of two (from 2.4 to 5.8) with dijet invariant mass between 50 and 200 GeV/$c^2$. 

89
The issue of whether gluons fragment differently than quarks is not clarified by these data. Quantitative comparison between the CDF jets and jets from $e^+e^-$, for the purpose of looking for differences between quark and gluon jets, is difficult for a variety of reasons: different $Q^2$ ranges of the experiments; $Q^2$ scale definition uncertainties; systematic errors; and differences in definition of the fragmentation variable $Z$. Perhaps the most promising approach in this regard will be to compare the properties of jets in QCD dijet events with jets produced in different processes (e.g. direct photon or intermediate vector boson events) within the same experiment.
Appendix A

CTC Track Reconstruction

The reconstruction code that was used for this analysis was CDF offline package version 4.4. The following description may not be completely accurate for subsequent versions.

The first step in the track reconstruction is the subtraction of time offsets \((T_0\)'s) from the raw data. These include: wire by wire \(T_0\)'s determined from calibration runs which take into account delays in the read-out electronics and cables; and event \(T_0\)'s from the beam-beam counters to synchronize the tracking system with the collision time. At this point, wires in cells which were known not to be working had full length hits superimposed so that tracks could be propagated across them.

The next step is pattern recognition, first using axial superlayers data only and then combining the information from the stereo layers with the axial tracks to make tracks in three dimensions. Only hits with widths between 18 and 200 nanoseconds are included in tracks. The axial search proceeds as follows:

1) Starting with the outer superlayers, short segments are located within one or two cells in a superlayer. Hit times are corrected for time of flight and signal propagation delays assuming \(z = 0\). Hits with times less than 80 nanoseconds, indicating the crossing of a sense wire plane, are used as seeds. These are combined with other hits in the same and adjacent cells to make short segments, requiring at least eight hits along a one millimeter-wide road and \(\Delta \phi < 30^\circ\) with respect to radial at the crossing. In general this solves the Left/Right ambiguity.

2) Each single superlayer track candidate is fit to a circle (described below). A first
attempt constrains the track to intersect the beam with a $\chi^2/DOF$ test to determine success. If this fails an unconstrained fit is attempted.

3) Using the fit parameters, the track is extended to inner and outer axial superlayers. First a four centimeter-wide road is used to pick up as many hits as possible. The extrapolation terminates if there are three consecutive missing hits or four consecutive bad hits (too narrow or wide). Cells with wires known to be dead and flagged with full length hits are not counted. This process is iterated using narrower roads, refitting the track with the additional hits, and, if there are enough hits, dropping some hits with large residuals.

Before associating stereo data, each axial track candidate is fit to a circle, providing the parameters $c$, $\phi$, and $d_0$. In principle, these two dimensional tracks could be utilized for some analyses if the stereo search fails, since the track $P_T$ and $\phi$ are reliably determined. However, with little or no information on the dip angle or $z$ coordinate they are not useful for fragmentation study. The stereo pattern recognition takes place in three steps:

- The five cells around the track are searched to locate stereo stubs in each stereo superlayer. These can be made up of four or more hits on a two millimeter-wide road. If the slope of a test segment is consistent with being associated with the track, it is retained as a candidate in that superlayer.

- All combinations of stereo superlayer candidates are attempted to find the best stereo prediction. For each combination, a linear least squares fit in $r - z$ is performed, including the event vertex (from the VTPC) as one point, with an uncertainty of three millimeters. The combination with the lowest $\chi^2/DOF < 3$ is chosen, with the condition that all hits on the track are consistent with being inside the CTC.

- Stereo hits within a four millimeter-wide road are included on the track. If the RMS residuals of the hits to the propagated track is unreasonable, hits can be dropped to attempt to find a better combination. The final track needs to contain at least 7 stereo hits; otherwise, the stereo information is dropped.
Fitting Procedure

The parameters of the track are determined by the final fit to a helix in two or three dimensions. This is an iterated least squares fit, as there is no closed form solution due to the nonlinearity of the parametrization. The $\chi^2$ for the parameters $\alpha_\mu$ is defined as:

$$\chi^2 = \sum_{i=1}^{N} \left( \frac{d_i^{\text{meas}} - d_i^{\text{pred}}(\alpha_\mu)}{\sigma_i^2} \right)^2 = \sum_{i=1}^{N} \left( \frac{d_i^{\text{meas}} - d_i^{\text{pred}}(\alpha_\mu)}{w_i^2} \right)^2$$

where the $d_i$ are the measured and predicted distance of a hit to the wire, and the difference is weighted by one over the measurement error for each hit. The $\chi^2$ is minimized by setting the derivative $\partial \chi^2 / \partial \alpha_\mu$ to zero for each parameter, solving for $\Delta \alpha_\mu$ and iterating with the adjusted parameters. Starting from an initial assumed set of fit parameters, the fit generally converges quickly. The resulting covariance matrix is defined as

$$V_{\mu\nu} = <\delta \mu \delta \nu> = (G^{-1})_{\mu\nu}$$

where:

$$G_{\mu\nu} = \frac{1}{2} \frac{\partial^2 \chi^2}{\partial \alpha_\mu \partial \alpha_\nu}$$

To convert hit times to distances, some corrections are applied, which optimize the resolution of the chamber. These correct for physical effects which are well understood and measurable, and deviations from 'nominal' conditions. They have been evaluated empirically from minimum bias data, and are applied in three levels:

0) No corrections. The basic time-distance relation $\Delta d = V_{\text{drift}} \times t_{\text{hit}}$ is assumed during the initial axial search, when a fairly crude estimate of position suffices. This is also used in general for Monte-Carlo data, since effects causing deviations to this relation are not simulated.

1) Drift velocity and time offset corrections. In this level the time-distance relation allows for different drift velocities and a distance intercept in each superlayer:

$$\Delta d = V_{\text{drift}}(SL) \times t_{\text{hit}} + d_{\text{off}}(SL)$$
There was approximately a two percent spread in drift velocities due to different high voltages in some superlayers, which amounts to a difference of typically 800 microns. The distance offsets vary between -350 and -165 microns systematically. This level is used in the axial and stereo pattern recognition, as they are rather large systematic effects.

2) Two further corrections are applied, which were evaluated by fitting a large number of tracks in minimum-bias data. One correction is a distance offset as a function of the time of the hit and the track aspect angle. The aspect angle is the angle between the track and the nominal drift direction. This correction accounts for deviations from the ideal drift trajectory for large angle tracks and tracks very near sense wires. Figure A.1a shows this correction versus time for different aspect angles. Also, a time slewing correction is applied as a function of the pulse width of the form \( \Delta d_{\text{slew}} = \alpha \sqrt{w_{\text{hit}}} - \beta \), and plotted in Figure A.1b. These corrections amount typically to less than 100 microns, and so are only used in the track fitting.

The weight for each point in the fit is set to \((1/\Delta d)^2\) to minimize the effect of points with large uncertainty.
Appendix B

CTC Tracking Efficiency Studies

B.1 Merging Single Tracks with Jet Data

In the track merging study, single simulated tracks were added to jets to test how often the reconstruction program would find them. The procedure used was as follows:

1. Events were selected with the same criteria used in the jet fragmentation analysis (Section 3.4), and a 'reference jet' was chosen within the central fiducial region (0.1 < |\eta| < 0.7). Tracks in the hemisphere containing that jet were reconstructed for later comparison with the event after modification.

2. A single track was generated in a GENP data bank. Tracks were generated with typical parameters for tracks within jets:

   - Exponentially falling $P_\perp$ to the jet axis, with $< P_\perp > = 0.7$ GeV/c.
   - Longitudinal momentum $P_\parallel \geq 0.6$ GeV/c.
   - The spectrum was chosen appropriately for the independent variable considered, either uniform in $Z$ in the case of efficiency vs. $Z$, or falling as $1/Z$ in other cases.
   - The track was either $\pi^+$ or $\pi^-$ with equal probability.
   - The track was uniformly distributed in the azimuthal angle around the jet axis.
   - The tracks impact parameter $d_0 = 0$, and $z_0 = z_{\text{event}}$.
   - The track is required to fall within the full acceptance region of the CTC (Section 4.2.1).
3. The single track was simulated using the analysis-control version of the CDF detector simulation CDFSIM with the following parameters and modifications for this study:

- The CTC detector only was simulated, including the effects of material encountered between the interaction point and the CTC.
- Smearing or overwriting the event vertex was disabled, and vertex information from the real event was stored in an OBSV bank.
- The particle was allowed to decay before or within the CTC.
- Addition of random noise hits in the CTC was disabled.
- A global $T_0$ offset of 100 nanoseconds was added to the simulated data and corrections for drift velocity were applied in reverse.

4. Event by event local $T_0$'s were added to the simulated CTC element bank, which was then merged with the element bank from the reference event using the routine CTMERG. The merged element bank was then reconstructed exactly as real data. Normally simulated Monte-Carlo data with run numbers less than 10 are treated differently than real data by the reconstruction program.

5. The merged event was analyzed as described below.

Steps 2 through 5 were repeated several times for each event.

In the analysis of the merged event, the goal was to identify which, if any, of the reconstructed tracks was the simulated track. For each track the corresponding hits in the merged raw data bank were located using the CTCL link bank, and those hits were compared with the set of simulated hits. A matched hit on a wire occurred if two hits had leading edge times within four nanoseconds (200 microns) of each other. The fraction of matched hits on all tracks is shown in Figure B.1a. The criterion for successfully identifying the simulated track was that the ratio of matched hits to possible hits was greater than 25 percent. In cases where there were more than one such track the one with the largest fraction was chosen.
Events were divided into five classes:

A) The matching track passed selection criteria and was close to the generated track in the $z$ coordinate. This required the mean distance from the generated helix to be within five centimeters in $z$ along the length of the track.

B) The matched track passed selection criteria, but did not adequately match the generated track parameters in $z$, indicating that the stereo information was probably confused.

C) The matched track was found in two dimensions only, without stereo information.

D) The matched track failed one of the other selection criteria.

E) No track was found with more than 25 percent of simulated hits.

The fraction of tracks found in the various categories is shown in Figure B.1b. The efficiency was the probability of finding the track in categories A or B, since both entered the physics plots. The efficiency was investigated as a function of various quantities, including: $1/P_t$, $\Delta \eta$, $\Delta \phi$ and $\Delta R$ to the jet; jet multiplicity and $E_T$; average distance to the closest track in $r-\phi$; and physics variables such as $Z$, $Y$, and $P_t$ to the jet axis. Though
the efficiency really depends more on local track/hit density which is difficult to quantify, the Monte-Carlo technique effectively integrated over these variables. In evaluating the efficiency as a function of physics quantities, the goal was to be able to make a bin-by-bin correction to a measured distribution.

The track merging technique has the advantage that the real CTC data, including effects which are difficult to simulate well such as spirals, noise and detector problems, are used as camouflage for the single track. The method has several disadvantages. The first is that since each event is artificially more dense by one track than an actual event, the efficiency measured is an underestimate of the true efficiency. The interpretation of variables is not always clear; for instance, the efficiency at high $Z$ could only be determined by adding high $P_T$ track to a low multiplicity, low energy jet. In addition, since a single "measurement" of efficiency requires an entire event to be reconstructed, the procedure is quite CPU intensive.

B.2 Monte-Carlo Event Simulation

The track reconstruction efficiency was also checked using simulated PYTHIA[41] Monte-Carlo events. In this case each charged particle in an event could be used as an independent test of efficiency, thereby reducing the amount of CPU time needed to obtain reasonable statistical precision.

Five samples of jet events were generated with minimum jet $P_T$'s ranging from 20 to 100 GeV/c. The calorimetry and CTC data were simulated, and events were selected using the measured jet clusters. Each generated charged particle associated to a jet was compared with the CTC tracks found in the event, requiring (as in the track merging) at least 25 percent of simulated hits on a track to identify the track. The fraction of match hits on tracks and the number of tracks found in the various categories is compared with the track merging method in Figures B.1a and B.1b.
B.3 Estimating Efficiency from Data

A crude estimate was made for track finding efficiency using the data in order to check the above methods. In this study the efficiency was defined as the number of 'good' tracks which pass track selection criteria divided by the number of 'probably real' tracks. The latter category included any tracks which had eighteen or more hits in the axial superlayers two, four and six, and also had at least some hits in superlayer six or outer, so that the tracks considered were mostly within the full acceptance region. The efficiency determined using this method was approximately 90 percent, slightly lower than that obtained in the track merging and Monte-Carlo studies. This lower result may have been partially due to secondaries, acceptance uncertainties, and the effects of multiple tracks which shared the same set of hits.
Appendix C

Unfolding Detector Resolution Effects to the Charged Fragmentation Function

C.1 General Procedure

The measured fragmentation function is a convolution of a produced distribution with Gaussian resolution functions in the two independent variables jet momentum \((P_{\text{jet}})\) and track curvature \((C \equiv 1/P_{\text{track}})\), where \(Z \simeq \frac{1}{P_{\text{jet}}C}\). In the discussion below, the jet momentum will be referred to simply as \(P\) (not to be confused with the track momentum).

The measured number of tracks in a \(Z\) interval of width \(\delta Z\) for jets in a jet momentum interval of width \(\delta P\) is expressed as:

\[
N_{\text{meas}}(Z, P) = D_{\text{meas}}(Z) \delta Z \sum_{\text{meas}}(P) \delta P = \frac{\partial^2 n}{\partial Z \partial P} \delta P \delta Z \tag{C.1}
\]

In the above relation, the fragmentation function \(D\) is the number of tracks per unit \(Z\) per jet and the jet cross section \(\Sigma\) expresses the number of jets per GeV/c per unit luminosity. This "bin" is illustrated as a shaded rectangular region a two dimensional plot of \(P\) vs \(Z\) (Figure C.1a). In fact, the above equation is only true in the small bin-size limit, since \(D\) and \(\Sigma\) are steeply falling distributions.

The resolution smearing is best demonstrated on a two dimensional plot of \(P\) vs. \(C\), shown in Figure C.1b. Since the two measurements are independent the effect of resolutions in track curvature and jet momentum is to move events vertically and horizontally, respectively. The number of tracks measured in a bin in the \((P,C)\) plane is the density

\[
\rho_{\text{meas}}(C, P) = \frac{\partial^2 n}{\partial C \partial P} \tag{C.2}
\]
multiplied by the bin area. The density in \((C,P)\) is related to the density in \((Z,P)\) by a Jacobian:

\[
\frac{\partial^2 n}{\partial C \partial P} = |\partial Z/\partial C| \frac{\partial^2 n}{\partial Z \partial P} = \frac{1}{PC^2} D(Z)\Sigma(P) \tag{C.3}
\]

The measured number of tracks in the bin is related to the produced density of tracks by the relation:

\[
\rho_{\text{meas}}(C, P) \delta C \delta P = \int \int dP'dC'\rho_{\text{prod}}(C', P') \left[ R_C(C, C') \delta C \right] \left[ R_P(P, P') \delta P \right] \tag{C.4}
\]

The resolution functions \(R_C\) and \(R_P\) are the probability per unit measured \(C\) or \(P\) to observe the produced (primed) quantity at the measured (unprimed) value. The convolution integral expresses the conservation of probability, as long as the resolution functions are normalized to unity (\(\int R = 1.0\)) and the complete space of the variables \(P\) and \(C\) are integrated over.

The number of measured events within the interval \([Z_1 < Z < Z_2, P_1 < P < P_2]\) is obtained by integrating the density in the interval:

\[
N_{\text{meas}}(Z, P) = \int_{P_1}^{P_2} dP' \Sigma_{\text{meas}}(P') \int_{Z_1}^{Z_2} dZ' D_{\text{meas}}(Z')
\]

\[
= \int_{P_1}^{P_2} dP' \int_{\frac{Z_1}{P_1}}^{\frac{Z_2}{P_2}} dC' \rho_{\text{meas}}(C', P') \tag{C.5}
\]
For a sufficiently small momentum range, the integral over $P'$ can be replaced by the momentum interval. Substituting for $\rho_{\text{meas}}$, the measured fragmentation function in a $Z$ bin is:

$$ \frac{1}{\Delta Z} \int_{Z_1}^{Z_2} dZ' D_{\text{meas}}(Z') = \frac{1}{\Delta Z} \int_{P_1}^{P_2} dC \int \frac{dP' dC'}{P' C'^2} \frac{\Sigma_{\text{prod}}(P')}{\Sigma_{\text{meas}}(P)} D_{\text{prod}}(Z') R_C(C', C) R_P(P', P) $$  \hspace{1cm} (C.6)

### C.2 Unfolding the Jet Momentum Spectrum

The functions $\Sigma_{\text{prod}}$ and $\Sigma_{\text{meas}}$ are determined by fitting the measured jet momentum distribution. The fits were performed using MINUIT program\[55\], assuming Poisson statistics for the bin contents\[56\]. The measured distribution of jet momenta in the event sample is shown in Figure C.2a. Below about 60 GeV/c the shape of the spectrum is biased by trigger thresholds and selection criteria. A power law parametrization was used to fit the spectrum:

$$ \Sigma(P_{\text{jet}}) = \alpha' \times P_{\text{jet}}^{-\beta} = \exp(\alpha \beta) \times P_{\text{jet}}^{-\beta} $$

The parameters $\alpha$ and $\beta$ (as opposed to $\alpha'$ and $\beta$) were used in order to reduce the correlation between them. A fit in the range 60 to 120 GeV gave the parameter values: $\alpha = 5.048 \pm 0.020; \beta = 5.793 \pm 0.138$. Statistical fluctuations in the momentum range near 120 GeV/c cause a mediocre fit $\chi^2/DOF$ of 40.7/28. However, the optimum parameters were insensitive (within statistical errors) to the upper and lower limits between 56 and 180 GeV/c.

The effect of resolution on the produced distribution is expressed via the convolution\[57\]:

$$ \Sigma_{\text{meas}}(P) = \int_{P_{\text{min}}}^{P_{\text{max}}} dP' R_P(P, P') \Sigma_{\text{prod}}(P') $$  \hspace{1cm} (C.7)

where the resolution function $R_P$ is Gaussian with the width $\sigma_P$ from Figure 3.8:

$$ R_P(P, P') = \frac{1}{\sqrt{2\pi \sigma_P(P')}} \exp \left[ -\frac{(P - P')^2}{2\sigma_P(P')^2} \right] $$

The upper and lower limits of integration were set to the momentum $P_{\text{jet}} \pm 5\sigma$ of resolution evaluated at the limits. This integral is numerically evaluated at each bin, and $\Sigma_{\text{meas}}$ is fit to the data by varying the parameters in $\Sigma_{\text{prod}}$. 
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Figure C.2: a) Measured jet momentum distribution. The fit shown is a power law parametrization. b) Resolution corrections to the spectrum derived from the fit.

The optimum parameter values from the convoluted fit were $\alpha = 5.04 \pm 0.02$ and $\beta = 5.69 \pm 0.03$. The ratio $\Sigma_{\text{prod}}/\Sigma_{\text{meas}}$ is the correction factor which relates the measured to produced jet momentum distributions. The results are shown in Figure C.2b for five separate cases. The center curve is for the nominal jet resolution, and the upper and lower outer curves are for optimistic and pessimistic jet resolution estimates, respectively. The other two curves are the correction factors obtained using the $1\sigma$ uncertainties on the optimum fit parameters. This uncertainty can be neglected compared to the resolution uncertainty. The correction is always less than unity, as there are more measured jets than are actually produced at a given momentum. Due to the steepness of the spectrum, there is a net migration of jets from lower to higher momentum as a result of resolution smearing.

C.3 Unfolding the Fragmentation Function

With the above estimates for the jet cross section produced and measured, the effect of resolution on a produced fragmentation function is given by Equation C.6. For the purposes of evaluating a correction for the measured spectrum, a parametrization of the measured frag-
mentation function was used as the produced fragmentation function. This approximation may be justified if the magnitude of the correction \( D_{\text{prod}}/D_{\text{meas}} \) is not far from unity.

Three different parametrizations were used for \( D(Z) \). As the functional form used affects the derived correction, it is more important to use a smooth function better fitted to the data than one preferable based on theoretical reasoning.

The three fits to the measured distribution are shown in Figure C.3. First, an exponential form was used:

\[
D(Z) = \frac{\alpha}{Z} \times \exp(-\beta * Z)
\]

This parametrization has been used by UA1 to describe their data\(^{22}\). It gives a poor fit to the CDF data \((\chi^2/DOF = 55/25)\), due to the shape of the distribution near \( Z = 0.5 \). On theoretical grounds this parametrization is unattractive as it converges to a constant at \( Z = 1 \) without steepening; however it fits well to some hadron collision data. A more theoretically desirable parametrization was also attempted:

\[
D(Z) = \frac{\alpha}{Z} \times (1 - Z)^\beta
\]

This fit the data very poorly \((\chi^2/DOF = 322/25)\), as the function falls much faster than the data at \( Z > 0.6 \).

The third parametrization is a spline of the exponential parametrization, which describes the low \( Z \) end well, with a fourth order polynomial (on a logarithmic scale) for higher \( Z \):

\[
D(Z) = \begin{cases} 
\frac{\alpha}{Z} \times \exp(-\beta * Z) & \text{for } Z < Z_{\text{knot}} \\
\exp(a + bZ + cZ^2 + dZ^3 + eZ^4) & \text{for } Z > Z_{\text{knot}}
\end{cases}
\]

At the boundary, the function value and first and second derivatives were required to match, so that three of the parameters are eliminated by the following relations:

\[
c = 1/Z_{\text{knot}}^2 - 3dZ_{\text{knot}} - 6eZ_{\text{knot}}^2
\]

\[
b = -(1/Z_{\text{knot}} + \beta) - 2cZ_{\text{knot}} - 3dZ_{\text{knot}}^2 - 4eZ_{\text{knot}}^3
\]

\[
a = \ln \alpha - \ln Z - \beta Z - bZ_{\text{knot}} - cZ_{\text{knot}}^2 - dZ_{\text{knot}}^3 - eZ_{\text{knot}}^4
\]
Figure C.3: Fits to the measured fragmentation function (see text). The three parametrizations shown are an exponential form (dashes), a power law form (dots), and a splined fit (solid).

The convolution integral is sensitive to derivatives higher than the first, so it is important to match the second derivative. The optimum choice of $Z_{knot}$ was found to be 0.24, by varying the position and comparing the fit $\chi^2$ to the measured spectrum. This function fit the data quite well as shown in Figure C.3, so it was used to evaluate the correction for resolution smearing.

Correction factors for the 27 bins of the distribution, evaluated as $D_{true}(Z)/D_{meas}(Z)$, are shown for the spline fit in Figure C.4a. As before, the limits of integration are set at $\pm 5\sigma$ from the 'nominal' $P_{jet}$ and $C_{track}$ at the measured $Z$. Had the fit been to a two-dimensional grid in $P_{jet}$ and $C_{track}$ these nominal values would have been the measured quantities. Instead, the nominal $P_{jet}$ is taken as the average jet momentum in the dijet invariant mass interval, $<P_{jet}>$. The nominal $C$ for a measured $Z$ is then equal to $\frac{1}{Z<\frac{1}{P_{jet}>}}$. Also shown are the corrections for $P_{jet}$ and $C_{track}$ resolution separately, which were obtained by setting the resolution of the other quantity to a $\delta$ function. Note that the momentum resolution does not affect the distribution except at high $Z$, due to the fact...
that the fractional track momentum resolution worsens linearly with $P_{\text{track}}$ (or $Z$).

The effect of the energy resolution is to cause the measured distribution to be less than the produced distribution for most of the $Z$ range, by shifting events from higher to lower $Z$ values. This is the same effect as is observed in the jet spectrum, that jets tend to come from lower momenta than where they are measured. Had the jet spectrum been ignored, the result would have been that events tend to shift up in $Z$.

At $Z$ values approaching 1, the correction factor decreases below unity for two reasons: the asymmetric momentum errors can cause tracks to be measured at substantially higher $Z$ values than they are produced; and the distribution becomes steeper, which is reflected in the parametrization. In Figure C.4b the corrections are compared using the spline with those evaluated using the exponential form. There is little difference except at high $Z$, where the correction factors using the exponential form are never less than unity.

Imprecise knowledge of the detector resolutions adds an additional uncertainty to the correction factors. In Figure C.5a the correction factors are evaluated using the upper, middle and lower estimates for jet momentum resolution; Figure C.5b shows the same for
Figure C.5: Effects of resolution uncertainty on correction factors to $D(Z)$.

(a) Correction factors using low, medium and high estimates of jet momentum resolution. (b) Correction factors using low, medium and high estimates of track momentum resolution.

track momentum resolution. The systematic uncertainty from these is considerable.

The detector resolution effects on $dN/dZ$ have also been investigated using a simple Monte-Carlo generator and ISAJET[39]. The simple Monte-Carlo incorporated the basic elements of the problem:

- The jet momentum spectrum $\Sigma_{prod} \propto P_{jet}^{-5.7}$.
- Jet fragmentation into pions according to the Feynman-Field prescription[9].
- Jet and track resolution as measured from the data.

Events were selected and treated identically to the data. The ratio of produced to measured $dN/dZ$ for the simple Monte-Carlo and is plotted in Figure C.6a. The predicted correction factor, shown by the solid line, overestimates the effect of resolution for $Z < 0.6$. A similar result was observed with ISAJET data simulated with the QFL program (Figure C.6b).

The effect of jet momentum resolution smearing appears to be less than the corrections predict. This may be true for the following reasons:

- Events were selected with a requirement on two jet sum $E_T$, with no requirement on a single jet.
Figure C.6: a) Ratio of produced to measured $dN/dZ$ from the simple Monte-Carlo. b) Ratio of produced to measured $dN/dZ$ from ISAJET+QFL.

- A dijet $K_T$ significance cut was imposed.

- The fragmentation function is plotted for an interval in dijet invariant mass (not jet momentum).

The resolution-smearing correction is shown with estimated systematic bounds in Figure 4.9. The uncertainties were estimated to take into account the discrepancy between the evaluated corrections and the Monte-Carlo results at $Z < 0.6$, the uncertainty in track and jet momentum resolutions, and the uncertainty in the shape of the fragmentation function for $Z > 0.6$. 
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