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ABSTRACT: This work provides new temperature-dependent mole fractions of elusive intermediates relevant to the low-temperature oxidation of dimethyl ether (DME). It extends the previous study of Moshammer et al. [J. Phys. Chem. A 2015, 119, 7361–7374] in which a combination of a jet-stirred reactor and molecular beam mass spectrometry with single-photon ionization via tunable synchrotron-generated vacuum-ultraviolet radiation was used to identify (but not quantify) several highly oxygenated species. Here, temperature-dependent concentration profiles of 17 components were determined in the range of 450–1000 K and compared to up-to-date kinetic modeling results. Special emphasis is paid toward the validation and application of a theoretical method for predicting photoionization cross sections that are hard to obtain experimentally but essential to turn mass spectral data into mole fraction profiles. The presented approach enabled the quantification of the hydroperoxymethyl formate (HOOCH$_2$OCH$_2$O), which is a key intermediate in the low-temperature oxidation of DME. The quantification of this keto-hydroperoxide together with the temperature-dependent concentration profiles of other intermediates including H$_2$O$_2$, HCOOH, CH$_3$OCHO, and CH$_3$OOH reveals new opportunities for the development of a next-generation DME combustion chemistry mechanism.

1. INTRODUCTION

Combustion strategies are currently actively explored that offer better efficiency and reduced CO$_2$ emissions than conventional high-temperature processes while simultaneously decreasing NO$_x$ and soot formation. In this context dimethyl ether (DME, CH$_3$OCH$_3$) is an interesting alternative fuel because it has a high cetane number (≥55) and its combustion produces very low gaseous and particulate emissions. These properties make DME an ideal alternative fuel to diesel in most compression ignition engines. Low-temperature combustion (LTC) strategies also provide a path toward cleaner combustion, and therefore it is not surprising that many experimental, theoretical, and modeling studies have been carried out to characterize the low-temperature combustion of DME (for recent overviews, see refs 5 and 6).

The fundamentals of the combustion chemistry in the low-temperature regime have been known for decades. The chemistry consists of initiation via hydrogen abstraction, followed by additions of molecular oxygen and isomerization and/or fragmentations leading to many partially oxidized intermediates, including keto-hydroperoxides and other peroxo species. The rates and products of each of these steps can vary sensitively with temperature and pressure, and detailed chemical kinetic mechanisms have been developed to model this chemistry.

To develop and validate low temperature oxidation mechanisms and because it has been observed that competing
mechanisms can provide similarly accurate predictions for many species despite significantly different incorporated chemistry, it is necessary to sensitively probe the underlying chemistry. To this end, it would be particularly helpful to avail information about mole fraction profiles from key intermediates, such as the keto-hydroperoxides. This class of intermediates is known to be characteristic of low-temperature oxidation chemistry and plays a key role in controlling chain branching, and therefore the knowledge about their concentration is crucial for mechanism developments. However, keto-hydroperoxides were only recently qualitatively detected in experiments that combine jet-stirred reactors (JSR) with molecular beam sampling capabilities and mass spectrometers that employ synchrotron-generated vacuum-ultraviolet radiation for single-photon ionization. Specifically for DME, the low-temperature oxidation (400−700 K) of dimethyl ether was studied in a jet-stirred reactor using molecular-beam mass spectrometry (MBMS), and the detection and identification of the keto-hydroperoxide hydroperoxymethyl formate (HPMF, HOO−CH3OCHO) were reported in a recent study that included the present authors.6

However, the described detection and identification of elusive intermediates6,11 can only provide initial guidance for testing the predictive capabilities of chemically detailed mechanisms for low-temperature combustion and for understanding the underlying chemistry. It was mentioned above that more powerful validation targets become available to test the accuracies of the model predictions if reliable quantitative information about these elusive intermediates can be extracted from the experimental data. To extract such crucial information from the above-mentioned photoionization mass spectrometric experiments,6,11−15 the absolute photoionization cross sections (PICS) of the intermediates need to be known reliably.

For a variety of species PICS have been measured,14 but PICS are typically not available for highly reactive, short-lived species like the keto-hydroperoxides. Unknown cross sections are sometimes estimated (for example, based on cross sections for similar species or using group additivity rules),15,16 but the accuracy of these estimates is not reliably known. As a consequence, when species concentrations quantified using estimated cross sections are compared with the results of chemical modeling, it is not clear whether any discrepancies that arise are due to inaccurate estimates of the PICS, errors in the chemistry of the detailed mechanisms, or both. In this paper we describe a theoretical approach to calculate unknown PICS of intermediates that appear in low-temperature oxidation processes.

We first validate the theoretical approach via comparisons with several measured absolute cross sections.17 The results of this study allow us to quantify the accuracy of the theoretical cross sections to be approximately a factor of 2. Complications that arise in this analysis due to poor Franck−Condon overlaps, excited electronic states of the photoionized cation, and fragmentation of the cation are considered. Subsequently, this theoretical work is combined with the results of ref 6 to report reliable mole fraction profiles as a function of the temperature for the previously identified CH3OOH and HPMF. In order to give a more complete data set, a total of 15 reactants, products, and intermediates (including key intermediates like H2O2, HCOOH, and CH3OCHO) were also quantified. The new mole fraction profiles are then compared to model predictions using the most widely validated and accepted detailed chemical kinetic mechanisms for DME oxidation,5,18,19 to illustrate their capabilities and possibilities for an improved description of DME’s low-temperature chemistry.

2. EXPERIMENTAL DETAILS AND DATA EVALUATION

2.1. Experimental Details. The experimental work was performed at the Chemical Dynamics Beamline of the Advanced Light Source at the Lawrence Berkeley National Laboratory (LBNL). A jet-stirred reactor (JSR) was coupled to a high-resolution time-of-flight molecular-beam mass spectrometer that relies on single-photon ionization by tunable synchrotron-generated vacuum ultraviolet (VUV) radiation. Figure 1 shows a schematic representation of the experimental setup. The apparatus consists of a jet-stirred reactor and a two-stage differentially pumped vacuum chamber that hosts the ion source of the mass spectrometer. The reaction gases are sampled out of the jet-stirred reactor via a quartz nozzle with a ∼50 μm orifice diameter at the tip which is located in the exit of the reactor. An electrically heated oven completely encloses the reactor and allows for adjusting its temperature over the desired range. This assembly is surrounded by a water-cooled stainless steel chamber.
A pressure reduction from near-atmospheric pressure (933 mbar, 700 Torr) in the reactor to \(\sim 10^{-4}\) mbar in the first pumping stage leads to the formation of a molecular beam in which further interactions between the molecules are prevented. This “freezing” of the chemistry in the molecular beam allows for the detection of highly reactive species. The central part of the molecular beam enters through a skimmer, the ionization region where it is crossed with the synchrotron-generated VUV photon beam (10^{14} photons/s). The tunability and resolution \(E/\Delta E\text{(fwhm)} \approx 250 - 400\) of the photons’ energy in the chemically interesting region from 7.4 to 30 eV allow for isomer specificity and near threshold ionization, i.e., reduced fragmentation.\(^2\)\(^\text{1}\) The instrument’s mass resolution of \(m/\Delta m \approx 3500\) enables a detailed analysis of a complex mixture of oxygenates and hydrocarbons. Further details of the JSR system and the MBMS instrument can be found elsewhere.\(^6,\)\(^\text{2}\)\(^\text{1}\)

The reactor was operated at 23 different temperatures covering the low- and intermediate-temperature oxidation range of DME between 460 and 900 K. The temperatures were measured with a K-type thermocouple near the sampling position and, as will be discussed later, needed therefore to be corrected to account for a probe effect. The pressure in the JSR was kept constant at 933 mbar (700 Torr). Gas flows of DME, oxygen, and argon, which were controlled by calibrated mass flow controllers, were adjusted with changing temperatures to achieve a nominal residence time of \(\tau = 4000\) ms and a stoichiometry of \(\phi = 0.35\) while keeping an argon dilution of 78%. To derive the most reliable mole fraction profiles of the mixture’s molecular components, the temperature-dependent mass spectra were recorded using photon energies of 10.2, 10.5, 11, 11.5, 14.35, and 16.65 eV. Figure 2 provides a general schematic diagram of DME’s oxidation steps in the low-temperature regime. Species whose (quantified) temperature profiles are discussed below are framed and labeled with their respective names. For a more detailed description of the reactions the reader is referred to ref 6.

### Figure 2. Schematic of the dimethyl ether oxidation steps at low temperatures. Species that are discussed in the main text are framed and shown with their respective name.
complete conversion of DME is observed). Subsequently, the argon mole fraction profile was calculated as the balance between the sum of all major species and unity.

The known argon mole fraction then allows for the determination of $c$-FKT($T$) when mass discrimination factors (which were determined using standard calibration gases) and the photon flux (which was measured with a calibrated photodiode) are known. Subsequently, eq 1 is applied to calculate the mole fraction profile of the intermediate species employing an experimentally or theoretically determined PICS.

To first add confidence to our data evaluation procedure, we compared our experimentally obtained main species profiles with simulated concentration profiles using the three widely accepted DME mechanisms from ref 19 (USTC mech), ref 18 (NUI mech), and ref 5 (Nancy mech). The calculations were performed using the perfectly stirred reactor model within CHEMKIN-PRO. The experimental and predicted mole fractions of DME, $O_2$, Ar, $H_2O$, CO, and CO$_2$ as a function of temperature are depicted in Figure 3. As can be seen, the mole fraction profiles reflect well the characteristic features of the low- and intermediate-temperature regime and within the expected uncertainties ($\pm 20\%$; see below) the experimental and modeled results are in acceptable agreement. This fact demonstrates the general reliability of our experimental data and of the data evaluation procedure.

All three mechanisms overpredict the consumption of DME in the low-temperature regime, and already for the major species unexpected large discrepancies exist between the model calculations (see Figure 3). For example, the USTC mech seems to be more reactive in the low-temperature regime than the other two mechanisms, and the models all predict different levels of DME conversion in the low-temperature regime near 600 K.

In order to achieve the general level of agreement between experiment and model predictions, the experimental data were shifted toward higher temperatures to match the characteristic peaks in the DME and CO profiles. An increasing heat flux to the cone with increasing temperatures was assumed. This approach results in a linearly increasing temperature shift of $10 \text{ K}$ at the lowest and $85 \text{ K}$ at the highest measured temperature, which seems reasonable considering the location of the thermocouple on the sampling probe (see Figure 1). The fact that the sampling probe is likely to serve as a heat sink is a known problem from the complementary flame-sampling experiments. As a result of the probe heat-sink, the temperature measured by the thermocouple is expected to be lower than the actual temperature in the reactor. An actual measurement of this effect is currently not feasible, but the uncertainty of the corrected temperature was determined to be $\pm 2.5\%$. A change in the reactor temperature also changes the residence time within the reactor because the inlet gas flow rates were fixed. The targeted residence time at each temperature condition was 4 s; however, the measured temperature is lower than the actual reactor temperature, so residence times are also lower than the targeted value. This fact results in residence times ranging from 3.9 to 3.2 s which were appropriately considered in the model calculations.

A detailed discussion of the associated error bars of the mole fractions can be found in ref 25. Uncertainties of $\pm 20\%$ for major species are expected. The accuracy of the absolute mole fractions for the intermediates depends mainly on the quality of the available photoionization cross sections. The uncertainty is generally on the order of a factor of 2 for intermediates with known PICS and can be as large as a factor of 4 when unknown PICS are used. Measured absolute cross sections are available for a variety of species but are typically not available for highly reactive, short-lived species like they are present in the low-temperature oxidation regime. Unknown photoionization cross sections are sometimes estimated (for example, based on cross sections for similar species or using group additivity rules), but the accuracy of these estimates and consequently the accuracy of the mole fractions might not be good enough to constrain the mechanisms as wanted. In the following section we will therefore discuss the potential of theory in providing scientifically based, reliable photoionization cross sections when experimentally not available and/or hard to obtain.
3. THEORETICAL PHOTOIONIZATION CROSS SECTIONS

3.1. Methods. We considered two theoretical approaches for calculating absolute photoionization cross sections. In the first approach, the Franck–Condon overlap envelope, $S$, was included and $\sigma$ was approximated

$$\sigma(E) = S(E) \cdot D(E)$$  \hfill (2)

The transition moment $D$ was calculated using single channel frozen-core Hartree–Fock (FCHF) theory\textsuperscript{26,27} and the ePolyScat codes of Lucchese et al.,\textsuperscript{28} which have been used elsewhere\textsuperscript{28–30} to calculate photoionization cross sections for a variety of systems. In the FCHF calculations, the geometries of the neutral species were optimized using M06-2X/cc-pVTZ, and their orbital energies were calculated using restricted HF/ aug-cc-pVTZ. The value of $\sigma$ required to calculate $D$ is the result of averaging the length and velocity gauges. Other than the orbital occupancy after ionization, no information about the cation is required to calculate $D$ with this approach.

The Franck–Condon overlap envelope $S$ was calculated using (rectilinear) normal modes and the usual separable-mode harmonic oscillator assumptions (calculated here at 0 K using Gaussian 09 and the M06-2X/cc-pVTZ level of theory). Franck–Condon transitions were summed and normalized such that $S$ increased from 0 to 1 with increasing $E$. Because of the low rotational and vibrational temperature in the molecular beam, the use of overlaps calculated at 0 K is not likely a significant source of error.

In a second simpler approach, $S$ was not calculated. Instead, eq 2 was applied where $S$ was expected to be close to unity and therefore where

$$\sigma(E) \approx D(E)$$  \hfill (3)

If a clear “plateau” in the PICS can be identified and unambiguously associated with $S \approx 1$, then eq 3 may be expected to be just as reliable as eq 2. Equation 3 has the advantage that it can be applied for cases where $S$ is difficult to calculate, as is the case for two species of interest in the present study: HPMF and CH$_3$OOH.

Lucchese and co-workers recently discussed cases where this single channel FCHF approach is not expected to be quantitative.\textsuperscript{28} Specifically, the theoretical results were compared with measured PICS for several alkynes, and the authors characterized problems for systems with nearly degenerate occupied orbitals. We note that even for those cases where the single channel FCHF method was criticized, its error was found to be less than a factor of 2.

Similar maximum errors were reported in a recent study by Krylov and co-workers,\textsuperscript{31} who tested their Dyson-orbital-based approach against measured photoionization spectra for several species. Their predicted results were compared with experimental cross sections for 15 atomic and molecular species, including five unsaturated hydrocarbons and three oxygenated species.

A similar validation study of eqs 2 and 3 has been performed as part of the present study for a test set of known PICS for 15 molecular and radical species. For nine of the test cases, $S$ could be reliably calculated and eq 2 was applied. For the other species (which feature large amplitude torsions), the present method for calculating $S$ is not expected to be accurate. The use of curvilinear coordinates (as used in ref 31 and elsewhere; e.g., see refs 32 and 33) may improve the accuracy of $S$ for some of these species but was not considered here. Instead, eq 3 was applied and validated for all 15 species in the test set.

The results of the validation study are summarized next in section 3.2 and are presented in detail in the Supporting Information. In addition to difficulties associated with poor Franck–Condon overlaps, the application of the present theoretical approaches may be complicated by the presence of excited electronic states and fragmentation of the cation. In our validation study and applications, we attempted to minimize interference from these latter two effects by restricting attention to photon energies within ~1 eV of the photoionization threshold. Examples of complications caused by poor Franck–Condon overlaps, fragmentation, and low-lying electronically excited states of the cation are discussed below for HPMF, CH$_3$OOH, and the CH$_2$O$_3$ isomers carboxic and performic acid.

3.2. Validation of the Theoretical Cross Sections. The FCHF method was tested against known experimental absolute photoionization profiles for 15 species: CH$_3$,\textsuperscript{34–36} CH$_4$,\textsuperscript{37–39} C$_2$H$_4$,\textsuperscript{40–42} C$_2$H$_6$,\textsuperscript{40,43,44} CH$_2$O,\textsuperscript{45,46} HO$_2$,\textsuperscript{45} formic acid [H(C(O)OH)],\textsuperscript{47} propyne (CH$_3$CCH),\textsuperscript{42,47} allene (CH$_2$=C=CH$_2$),\textsuperscript{48–50} CH$_3$OH,\textsuperscript{47} CH$_3$CHO,\textsuperscript{49} DME,\textsuperscript{49} CH$_2$C(O)CH,\textsuperscript{47} CH$_3$OCHO,\textsuperscript{51} and H$_2$O$_2$.\textsuperscript{45} Detailed comparisons of eqs 2 and 3 with the experimental results for these 15 species are given in Supporting Information (Figures S2–S16), where the comparisons were used to assign a 2σ error bar of a factor of 2 to the theoretical cross sections.

A brief summary of the results of the validation study is reported here, with comparisons for three systems shown in Figure 4. In favorable cases where $S$ is reliably computed and eq 2 is applied, the shapes and magnitudes of the calculated profiles can be very accurate, as shown in Figure 4a for CH$_3$O. Scaling the result of eq 2 for this system by 1.47 results in quantitative agreement with the measured profile, and as the scaling factor is independent of energy, it may be unambiguously assigned as the error in the calculated cross section. Furthermore, $S \approx 1$ just 0.3 eV above threshold, and the plateau region that follows at higher energies is free from electronically excited states and fragmentation. The use of the approximation to eq 2 in eq 3 therefore does not introduce any additional uncertainty for this system.

For more complex systems, such as CH$_3$CHO shown in Figure 4b, $S$ cannot be reliably calculated using the simple approach described above. Nonetheless, the clear plateau region in the measured cross section at photon energies greater than 0.3 eV above threshold allows for the straightforward application of eq 3. The error in the calculated cross section can again be quantified by scaling the theoretical result to match the plateau region of the measured profile. The error for this system is just 15%. Again, there is no apparent contribution from excited electronic states or fragmentation over the first ~1.25 eV of this spectrum.

For yet even more complex systems, such as DME shown in Figure 4c, the Franck–Condon overlap envelope could not be reliably calculated and is evidently broader than a few tenths of an eV, which leads to the absence of clear plateau region within the first few eV above threshold. The present theoretical approach is less reliable for these cases, but we nonetheless assume that $S$ approaches unity after ~1 eV. This assumption leads to a quantified error of 25% in the calculated cross section for DME, which is consistent with the results compared in Figure 4a and Figure 4b and with the larger test set included in the Supporting Information. While the absence of a clear
plateau region introduces additional ambiguities in the present approach, these errors are likely smaller than the absolute error of a factor of 2 assigned to the theoretical approach.

Although not encountered for the examples given in Figure 4, the application of the present theoretical approach may be further complicated by the presence of excited electronic states and fragmentation of the cation. Excited electronic states are readily treated using the present approach. The additional threshold energies and transition dipole moments associated with excited electronic states of the cation may be calculated, and the total cross section could be calculated using eqs 2 and 3 and summing over the contributions from each electronic state. Low-lying excited electronic states of the peroxide cations are of particular relevance in the present study. As shown in the Supporting Information, the cation of H$_2$O$_2$ features an excited electronic state just 0.35 eV above its first ionization threshold. We therefore considered excited electronic states for the two peroxides (CH$_3$OOH and HPMF) quantified below.

The theoretical results obtained here correspond to the total photoionization cross section and include any fragmentation channels. Fragmentation channels would necessarily appear experimentally at different m/z, and even for moderately sized systems, fragmentation can occur close to the ionization threshold. Appearance energies may be readily calculated, and in principle, branching to the various fragmentation channels could be quantified. Such branching calculations are not attempted here, as they would be computationally demanding and would likely feature significant uncertainty. Fragmentation significantly complicates the quantification of the species concentration of HPMF, as discussed in detail below.

4. RESULTS AND DISCUSSION

In order to validate the low-temperature part of the DME combustion chemistry mechanisms$^{5,18,19}$ and to identify opportunities for improvements, the quantification of the combustion reactants, intermediates, and products is crucial. The experimental mole fraction profiles of the main species (H$_2$O, CO, O$_2$, Ar, CO$_2$, and DME) as a function of the reactor temperature were shown in Figure 3 and discussed together with the model predictions in the experimental section 2.2 as part of the data evaluation procedures. In summary, an overprediction was observed for the DME consumption in the low-temperature regime in the models’ predictions.

The mole fraction profiles of CH$_4$, C$_2$H$_2$, C$_2$H$_4$, C$_2$H$_6$, CH$_3$O, and CH$_3$OH, which were determined using eq 1 in combination with literature-known PICS,$^{37,46,47,52}$ are shown together with the corresponding model predictions in the Supporting Information (Figure S1). In the following, we discuss the mole fraction profiles of the elusive intermediates H$_2$O, CH$_3$OCHO, and CH$_3$O$_2$, which identify inconsistencies between the mechanisms with regard to the general description of the low-temperature oxidation chemistry of DME. Especially the discussion about the CH$_3$O$_2$ chemistry highlights the need to probe the HPMF chemistry accurately. Therefore, we provide the most reliable mole fraction profiles possible for CH$_3$OOH and HPMF using the theoretically calculated PICS, as described in the previous section. In the last part, we provide further validation targets for the HPMF chemistry in the form of the temperature profiles for the isomeric CH$_3$O$_3$ intermediates, which were identified as the HPMF decomposition products performic and carbonic acid [HC(O)OOH and HOC(O)OH] in ref 6. This section of the paper also includes a discussion of the limitations of our approach to determine PICS with respect to the separation and quantification of isomeric species.

4.1. Mole Fraction Profiles of Intermediates with Literature Available Photoionization Cross Sections: H$_2$O$_2$, CH$_3$O$_2$, and CH$_3$OCHO. Figure 3 has revealed that all three DME mechanisms (USTC$^{19}$, NUI$^{18}$, and Nancy$^2$) considered here differ already significantly in their predictions for the main species profiles. In the following discussion only a few comparisons between the mechanisms’ different description of the detailed chemistry are provided and instead we refer the reader to the papers, in which the mechanisms have been described, for the origins of the different predictions$^{5,18,19}$. In order to suggest targeted refinements to the mechanisms, it is crucial to further constrain them with reliable quantitative intermediate species profiles. As mentioned earlier, the low-temperature oxidation of DME involves many partially oxidized and elusive intermediate species. Their simultaneous detection and quantification are made possible here by employing molecular-beam mass spectrometry in combination with VUV single-photon ionization. Figure 5 shows the experimental concentration profiles of (a) H$_2$O$_2$ (hydrogen peroxide), (b) CH$_3$OCHO (methyl formate), and (c) CH$_3$O$_2$ (formic acid), which are well-known intermediates during the oxidation of DME. However, quantitative reference data of these species are sparse.$^{53-57}$ The mole fraction profiles were derived with eq 1 by using published photoionization cross sections.$^{45,47,52}$ These new data shown here can serve as validation targets for present
Figure 3 and the intermediate pro-trends are visible also in the main species profile outside the experimental error limits as described above. Similar to the USTC and NUI mechanisms, the Nancy mech predicts a higher reactivity shifted toward the lower temperature regime when compared to the NUI and the Nancy predicts a higher reactivity shifted toward the lower temperature regime. As pointed out by Wang et al., this peak results experimentally to be 36% lower than in the low-temperature regime. This trend in the relative concentrations is also observed in the modeling results based on the latest Nancy and NUI mechanism, predicting 51% and 15% decrease in relative peak concentration, respectively. In contrast, the USTC mech predicts a slightly higher (19%) concentration of the second peak. Overall, the peak concentrations of H$_2$O$_2$ in the intermediate temperature regime based on the three different mechanisms differ by a factor of 3 and only the Nancy model results are sufficiently close to the experimentally obtained mole fractions (considering the experimental uncertainties as illustrated by the gray shaded area).

Reasonable agreement between modeled and experimental data is also found for the mole fraction profiles of methyl formate (CH$_3$OCHO) computed with the USTC and NUI mechanisms, whereas the Nancy mech underpredicts the experimental data by a factor of 8 [see Figure 5b]. A similar level of underprediction was also observed in the fuel-lean case studied by Rodriguez et al. using the Nancy mechanism. This deviation is outside the experimental error limits. Overall the experimental profile spans a broader temperature range than predicted by all three models. Note that 1,3-dioxetane was identified as an isomer on the same mass. This intermediate species was not considered in the data evaluation due to its very low concentration, and the resulting error is considered to be within 1% on the methyl formate concentration based on the photoionization efficiency (PIE) curve reported in ref. 6.

Interestingly, the Nancy mech is capable of predicting the double-peak feature in the low-temperature regime measured in the experiment for CH$_3$OCHO. In addition, a smaller second peak in the intermediate-temperature range can be seen at 820 K, which was also observed in the study of Rodriguez et al. This peak is currently only predicted by the Nancy mechanism.

Reasonable agreement between experimental and modeled mole fractions can be found for formic acid (HCO$_2$); see Figure 5c. Note that formic acid is not included in the Nancy mechanism. For the USTC mech, a higher reactivity can be observed, while the NUI mech predicts the onset at low temperatures very well. In the latter mechanism, formic acid is a direct oxidation product of DME via the keto-hydroperoxide HPMF forming OCH$_2$CHO as an intermediate. The fact that the description of the decomposition of this radical intermediate is different in the two mechanisms might explain their different predictions. Specifically, in the USTC mech, OCH$_2$CHO decomposes directly to form CH$_2$O and HCO, while in the NUI mech, the formation of CH$_2$O is described in sequential steps via HOCH$_2$OCO and HOCH$_2$O. In the Nancy mech, OCH$_2$CHO decomposes entirely to form CH$_2$O and the OCHO radical, thus not forming any formic acid.

A second peak in the intermediate-temperature regime, as predicted from the NUI mechanism, was not observed in the experiment. As pointed out by Wang et al., this peak results from a large reaction rate of the OH addition to CH$_2$O forming HOCH$_2$O, which serves as a precursor for CH$_2$O$_2$.

The above discussion about the differences between the mechanisms and their ability to reasonably predict the experimental results highlights the importance to further constrain mechanistic developments. Especially, new knowl-
edge about concentrations of highly elusive species, like the HPMF, that have been historically hard to detect should be key to refining the mechanism describing the low-temperature chemistry.

4.2. Mole Fraction Profiles of Intermediates with Calculated Photoionization Cross Sections: CH₃OOH and HPMF. The quantification of CH₃OOH and HPMF is more challenging because their photoionization cross sections have not been measured. The theoretical approach described in section 3 to predict photoionization cross sections was first applied for the CH₃OOH system, which is expected to be much simpler to handle than the structurally more complex keto-hydroperoxide. We then used this new approach to provide reliable mole fraction data for HPMF.

Figure 6a shows the theoretically obtained photoionization cross section of CH₃OOH together with the JSR-sampled PIE curve of m/z = 48.021 u.

![Image](image_url)

Figure 6. (a) Calculated photoionization cross section (thick red line) of CH₃OOH and scaled experimental PIE curve of m/z = 48.021 u. (b) Obtained experimental and modeled temperature-dependent mole fraction profiles of CH₃OOH.

The obtained value seems fairly small but reasonable considering the favored dissociation of the HPMF cation procedure becomes more challenging because of significant fragmentation close to the threshold. As pointed out before, the theoretical results obtained here correspond to the total photoionization cross section and include fragmentation channels. As a consequence, an accurate determination of the cross section of any given species requires the knowledge of its energy-dependent fragmentation pattern and thus the complete understanding of the mass spectra.

HPMF can undergo several fragmentations: a CO loss from the formate group, an H atom loss, and the loss of the HOO group, appearing above 10.07, 10.6, and 10.92 eV respectively. All of these appearance energies are within the first 1.0–1.5 eV above the ionization energy of HPMF (~10.0 eV), and resulting fragmentation pattern therefore has to be considered in the determination of HPMF’s photoionization cross section.

The total ion signal of HPMF, which was obtained by adding together the individual contributions from the known fragment signals, is depicted in Figure 7a together with the measured PIE curve of m/z = 92.021 u. Note that the main contribution to the total ion signal stems from the fragment on m/z = 64.016 u (CH₄O₃), while the signal of m/z = 92.021 u is multiplied by a factor of 50 for better visualization. At energies 1.4–1.6 eV above the threshold no additional fragments are observed, thus the signal stays flat. This part of the curve was fitted to a value of 6.56 Mb, the theoretically calculated photoionization cross section 1.5 eV above the IE, leading to a partial photoionization cross section of 0.017 Mb at 10.2 eV for HPMF’s parent ion. The obtained value seems fairly small but reasonable considering the favored dissociation of the HPMF cation onto m/z = 64.016 u.

Using the obtained value of 0.017 Mb at 10.2 eV results in a peak concentration of 9.1 × 10⁻⁵. The entire experimental mole fraction profile is shown together with the corresponding modeled profiles in Figure 7b. Considering the source of our cross section value, i.e., not estimated but calculated based on a theoretical approach, this is the most reliable determination of the mole fraction profile currently possible. Its agreement with the peak mole fraction simulated with the USTC mech is

discrepancy in the peak concentrations, while CH₃OOH is not even included in the USTC mechanism. The most important reaction, which is responsible for the formation of CH₃OOH in both the Nancy and NUI mechanisms, is CH₃O₂ + OOH ⇄ CH₃OOH + O₂. Interestingly, the rate constants are similar but the overall rate of production differs significantly. This observation was traced back to differences in the predicted concentrations of the CH₃O₂ and OOH radicals, which are about one order of magnitude.

As discussed above, the general usefulness of the present approach to calculate required cross sections is limited by several factors, particularly for systems with extended Franck-Condon envelopes, low-lying excited electronic states of the cation, and fragmentation of the cation. For CH₃OOH the latter was not considered because its fragmentation is known not to start below 11.5 eV. The signal increase above 11.3 eV [visible in Figure 6a] falls together with the lowest-lying excited electronic state of the cation for CH₃OOH, which was calculated to be 1.6 eV above the ground electronic state of the cation. This increase could also be caused by the isomeric methanediol (calc IE = 11.10 eV), but its presence in the low-temperature oxidation regime of DME is unknown. Both facts do not influence our determination of the necessary cross section values in the chosen energy range.

As for the HPMF, the quantification procedure becomes more challenging because of significant fragmentation close to the threshold.
remarkable. However, a temperature shift to lower temperatures is observed for the model predictions. The NUI and Nancy mechanisms overpredict the concentration of the keto-hydroperoxide, and their results are outside of the provided experimental error bars.

The keto-hydroperoxide HPMF is a direct oxidation product of DME oxidation, and its concentration is therefore extremely useful for mechanism validation. According to the model calculations, the mole fraction profile of HPMF results from the formation reaction via OOCH$_2$OCH$_2$OOH ⇄ HOO-CH$_2$OCHO + OH and its dissociation via HOOCH$_2$OCHO ⇄ OCH$_2$OCHO + OH. When the modeling results are analyzed, the following things were noticed: (a) The three models predict similar levels of the OOCH$_2$OCH$_2$OOH peak concentration. (b) The same rate expressions are used for the above-mentioned formation reaction of HPMF in the USTC and Nancy mechanisms. The different rates of production of HPMF in the two model predictions are thus likely to be a consequence of the different thermodynamic data used in the mechanisms. (c) The NUI mech results in a similar rate of production for HPMF than the Nancy mechanism. However, the NUI mech includes faster rates for HPMF formation than the other two mechanisms; thus the similarity in the rate of production can again be traced back to the differences in the thermodynamic data. (d) With regard to the decomposition reaction of HPMF into OCH$_2$OCHO + OH, all mechanisms use similar rate expressions. The differences in the rate of consumption result from the different initial concentration of the HPMF and the thermodynamic data. Again, it is not the authors' intention to judge the quality of the models' description of the detailed chemistry, and it is out of the scope of the present paper to consolidate the modeling efforts. However, the discussion clearly highlights the need of reliable reference data, as provided here for the first time, and the reported mole fraction profiles for CH$_3$OOH and HPMF should be used as validation targets for future model developments.

As discussed in ref 6, the model's description of the HPMF chemistry can be more complete when including further decomposition products, like the previously identified performic and carbonic acid. Their temperature profiles are discussed next, also describing the limitations of our theoretical approach to obtain photoionization cross sections when isomeric species are present.

4.3. Limitations of the Theoretical Approach: Temperature Profiles of CH$_3$O$_2$ Intermediates. The separation of combustion relevant isomers and their quantification via photoionization molecular beam mass spectrometry has been demonstrated many times in flame-sampling experiments. This quantification procedure requires knowing the photoionization cross sections of each isomer. The applicability of the previously presented method to determine photoionization cross sections is limited if two or more isomers contribute to the PIE curve within the first 1.5 eV over the lowest threshold. Performic acid and carbonic acid, both identified as intermediates in the low-temperature oxidation regime of DME, represent such a case.

At photon energies 1.5 eV above the threshold of performic acid both species contribute to the measured PIE curve on m/z = 62.000 u (calcld IEs: performic acid 10.87 eV; carbonic acid 11.29 eV). As a consequence, the measured PIE curve does not contain a part in which overlaps can be neglected; this makes the determination of these species' cross sections hardly possible with this simple approach, and experimental mole fraction profiles cannot be obtained here.

However, the qualitative temperature profile of performic acid could be extracted from the measured signal at 11 eV (below the ionization energy of carbonic acid). It is plotted together with the calculated profile from the NUI mech in Figure 8. In this case, the model underpredicts DME's reactivity and the profile is shifted to higher temperatures compared to the experimental data. Reactions of performic acid are not included in the Nancy and USTC mechanisms.

Without a known mole fraction profile of performic acid, the extraction of a pure temperature profile of carbonic acid is not possible. Nonetheless, the combined temperature profile of performic and carbonic acid can be extracted from the mass spectra recorded at 11.5 eV. As can be seen from Figure 8, it holds some interesting features. Specifically, the peak of the combined signal is shifted about 20 K toward higher temperatures.

Figure 7. (a) Total ion signal of HPMF including the contributions of the parent ion and its fragments and the measured PIE curve of m/z = 92.021 multiplied by 50. Theoretically calculated total photoionization cross sections are shown as thick red line. (b) Experimental and simulated temperature-dependent mole fraction profile of HPMF. Exemplary error bars (gray shaded area) are added.

Figure 8. Experimental temperature profiles of performic acid extracted from the measured signal at 11 eV and the respective modeling results from the NUI mechanism (thick line). The signal at 11.5 eV includes the contribution of carbonic acid.
temperatures, indicating that the carboxylic acid reaches its peak concentration at slightly higher temperatures than performic acid. Additionally, a second peak appears at 657 K, which is not observed in the profile of performic acid. This peak indicates that two different formation channels of carboxylic acid exist. Carboxylic acid, which potentially is an indicator for the so-called Korcek decomposition mechanism of the HPMF, is absent from the three mechanisms applied here.

5. SUMMARY AND CONCLUSIONS

In this paper we have provided quantitative information about the hydroperoxymethyl formate (HPMF, HOOCH2OCHO) and other oxygenated intermediate species (CH2O, CH2OH, H2O2, CH2O2, CH2OOH, CH2OCHO) in the low-temperature regime of dimethyl ether (DME) oxidation. The key to the quantification of the elusive HPMF and CH2OOH was the combination of experimental and theoretical work. The experiment, which used a jet-stirred reactor coupled to a mass spectrometer with VUV single-photon ionization, provides temperature-dependent mass spectra recorded at different photon energies and photoionization efficiency curves including molecule-specific fragmentation patterns. The key theoretical aspect of this work was the validation and application of a theoretical approach that provides calculated photoionization cross sections close to the ionization threshold even if Franck-Condon overlaps cannot be calculated easily. The use of this theoretically determined photoionization cross section provides a scientifically based molar fraction profile which is therefore more reliable than concentrations obtained with estimated PICS.

The applied theoretical approach requires several experimentally determined molecule-specific information that includes a known experimental PIE curve and a detailed knowledge of the species' energy-dependent fragmentation patterns. Considering the complex mixture in combustion environments, low mass fragments might sometimes be hard to identify and quantify. As a consequence, a fundamental and complete understanding of the recorded mass spectra is required. The method used here is relatively simple, as we have restricted attention to only the first 1.5 eV above threshold to minimize the effects of excited electronic states and fragmentation of the cation. Quantitative information can be difficult to extract with this approach when the species of interest feature broad Franck-Condon overlaps, significant fragmentation, and two or more overlapping isomers. Despite these limitations, the method is expected to often be accurate to better than a factor of 2, as quantified by comparisons with measured cross sections for 15 species.

The experimentally determined molar fraction profiles were compared with model predictions using rigorously tested DME oxidation mechanisms that are currently available. It is apparent that the model predictions and the underlying chemistry vary significantly, thus highlighting the need to further constrain mechanisms in the future. On the basis of the newly reported molar fraction profiles alone, it is not possible to identify specific rates for improving the description of the DME low-temperature oxidation in the mechanisms. However, the quantification of the hydroperoxymethyl formate HPMF, which is known to be an important intermediate for chain-branching in the low-temperature combustion of DME, provides guidance for the development of next-generation low-temperature oxidation mechanisms of DME.
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