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Abstract

High-dimensional Principal Component Analysis

by

Arash Ali Amini


University of California, Berkeley

Associate Professor Martin Wainwright, Chair

Advances in data acquisition and emergence of new sources of data, in recent years, have led to generation of massive datasets in many fields of science and engineering. These datasets are usually characterized by having high dimensions and low number of samples. Without appropriate modifications, classical tools of statistical analysis are not quite applicable in these “high-dimensional” settings. Much of the effort of contemporary research in statistics and related fields is to extend inference procedures, methodologies and theories to these new datasets. One widely used assumption which can mitigate the effects of dimensionality is the sparsity of the underlying parameters. In the first half of this thesis we consider principal component analysis (PCA), a classical dimension reduction procedure, in the high-dimensional setting with “hard” sparsity constraints. We will analyze the statistical performance of two modified procedures for PCA, a simple diagonal cut-off method and a more elaborate semidefinite programming relaxation (SDP). Our results characterize the statistical complexity of the two methods, in terms of the number of samples required for asymptotic recovery. The results show a trade-off between statistical and computational complexity. In the second half of the thesis, we consider PCA in function spaces (fPCA), an infinite-dimensional analog of PCA, also known as Karhunen–Loève transform. We introduce a functional-theoretic framework to study effects of sampling in fPCA under smoothness constraints on functions. The framework generates high dimensional models with a different type of structural assumption, an “ellipsoid” condition, which can be thought of as a soft sparsity constraint. We provide a $M$-estimator to estimate principal component subspaces which takes the form of a regularized eigenvalue problem. We provide rates of convergence for the estimator and show minimax optimality. Along the way, some problems in approximation theory are also discussed.
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Chapter 1

Introduction

1.1 Statistics on massive datasets

The classical goal of statistical data analysis is to extract information (or more ambitiously generate knowledge) from raw datasets, a process which is usually called “statistical inference”. This rather general statement is meant to encompass the many problems considered in statistical analysis and its wide area of applications. In particular, the type of information one seeks and the type of data at hand could be quite varied. Among the early datasets considered are for example the results of experimental studies (say drug effectiveness studies) and polling results (categorical data) [40]. Among the more recent examples are:

- the medical and astronomical images (e.g., results of MRI, images of far away galaxies, images of the surface of the Earth),
- the signal received by a cellphone, a radar, etc. [92],
- the firing of a collection of neurons,
- gene expression data [87],
- paths traced by hurricanes [24],
- reading of nodes in a sensor network,
- epidemic graphs,
- documents on the Internet (and the hyperlink graph),
- paths between nodes on the Internet (routing graphs) [72, 38, 12],
- financial time series (e.g., share prices of a collection companies over time),
- voting history of members of a parliament/senate,
- databases of handwritten data, faces, shapes of body organs or other complex objects,

and so on. The trait shared by these very different datasets which makes them targets of statistical analysis is that they are “unorganized” and plagued by noise (of various sources, e.g., measurement noise, noise inherent in the generating process, etc.). More precisely, one suspects that they contain some organization (or regularity or information) obscured by noise and one hopes to uncover it by means of analysis. It is also worth noting that these datasets
are modeled through a myriad of mathematical objects: vectors, functions, matrices, graphs, probability densities, etc.

The information one seeks to obtain could be the value of an unknown parameter suspected to have influence on the observed dataset, e.g., the sequence of symbols transmitted in the case of the cellphone signal; it could be a decision to be made, e.g., whether the treatment was effective in an experimental study, whether a target is present in radar detection; it could be an effective (i.e., low complexity) representation of the data revealing patterns and facilitating interpretation and visualization; it could be a classification or clustering task, i.e., grouping similar observations into classes, e.g., classifying a face as male/female, a document according to its content, detecting objects in a scene and so on; it could be a prediction problem, e.g., given the path of a hurricane so far what is the most likely path it is going to take in the future; it could be revealing relationships or connections, e.g., what is a reasonable association graph for members of the parliament given their votes, what is the connectivity graph for nodes of a network?

The statistical aspects\(^1\) of these problems are usually modeled by a family of probability distributions \(\mathcal{P} = \{\mathbb{P}_\theta : \theta \in \Theta\}\) indexed by a parameter \(\theta\) taking values in some parameter space \(\Theta\). Each \(\mathbb{P}_\theta\) is a probability distribution over the observation space \(\mathcal{X}\), which could be a space of vectors, functions or other more fancy mathematical objects. For example, in the voting problem mentioned, \(\Theta\) can be the space of \((-1, 0, 1)\)-valued \(N_s \times N_b\) matrices and \(\Theta\) a subspace of the space of all graphs on \(N_s\) nodes—where \(N_s\) is the number of senators and \(N_b\) is the number of bills. It is usually assumed that we have access to \(n\) independent samples \(X := \{x_i\}_{i=1}^n \subset \mathcal{X}\) drawn from \(\mathbb{P}_{\theta^*}\), where \(\theta^* \in \Theta\) is the unknown true parameter or the state of nature. The goal is then to infer \(\theta^*\) from \(X\); that is, to obtain a function of \(X\), say \(\hat{\theta} = \hat{\theta}(X)\), which serves as an estimate of \(\theta^*\). We can then compare it to the true value in some appropriate error metric, say \(r(\hat{\theta}, \theta^*) := [\mathbb{E}_{\theta^*} d^2(\hat{\theta}, \theta^*)]^{1/2}\), providing an assessment of the quality of inference (cf. \S 2.6.1 and \[16, 62\]).

What makes the inference possible? Intuitively, since the “\(n\)” samples agree in the regular part \((\theta^*)\) and differ in the random part (the noise due to sampling), one can hope that due to independence, the noise can be averaged out as \(n\) grows large, revealing the underlying regularity. In mathematical terms, one hopes that the collection \(\mathcal{P}^n := \{\mathbb{P}_{\theta}^\otimes n : \theta \in \Theta\}\) of \(n\)-fold product measures generated by the family \(\mathcal{P}\) becomes well-separated (in some appropriate metric for probability distributions) as \(n \to \infty\), allowing for perfect identification of \(\theta^* \in \Theta\) that generated the data \(X\).

This is indeed the case in the classical setting where \(\Theta\) is a subset of some finite-dimensional vector space of fixed dimension \(p\), e.g., \(\Theta \subset \mathbb{R}^p\). More specifically, asymptotic theory \[94\] shows that when \(p\) is kept constant while \(n \to \infty\), the error \(r(\theta, \theta^*)\) goes to

---

\(^1\)Not all aspects are covered by the decision-theoretic model discussed here. For example, in the context of sensor networks, there is the problem of communication between nodes: most nodes have access to their own data, limited processing power and few communication links; there is a need for distribution of information and computation. This raises interesting questions about the rate of information dissemination in the network and its interaction with statistical rates.
(a) Entire dataset

(b) An enlarged subset

Figure 1.1: Gene expression data from a breast cancer study. The top plot is the $78 \times 4918$ matrix of expression levels, the rows represent patients (or tumor samples), the columns represent different genes suspected to influence treatment. The bottom plot shows the subset of data corresponding to 70 genes among those found to be a good signature for treatment success.

zero for many reasonable estimators $\widehat{\theta}$, i.e., they are consistent estimators of $\theta^*$. In fact, one shows that the optimal convergence rate is $O(n^{-1/2})$. The estimators that achieve this rate are called $\sqrt{n}$-consistent; they are asymptotically efficient\(^2\) or optimal in a statistical sense. This sort of asymptotics is well-suited for approximating problems of classical statistics, where $n \gg p$. As an example consider a polling problem, where we ask a population of roughly $n \approx 1000$, which of the $p \approx 5$ candidates they are going to vote for in an election.

The situation is quite the opposite for most modern datasets mentioned earlier. Fig. 1.1(a) shows an example of gene expression data from a breast cancer study conducted by van’t Veer et. al [95]. The observed dataset, $X$, collects the expression levels of $p = 4918$ genes in tumor samples from $n = 78$ patients, organized as a $n \times p$ matrix. Out of the 78 patients, 34 exhibited recurrence in a 5-year period after treatment; that is, the samples may be thought of as coming from two populations, say, $P_{\theta_1}$, modeling gene sequences in patients that exhibited recurrence and $P_{\theta_2}$, modeling those in patients that did not. The goal was to find a subset of genes that could reliably differentiate between the two groups and hence could be used as a predictor of treatment success. Here, we have $n \ll p$ and consequently classical asymptotic results are poor approximations for this problem. Fig. 1.1(b) shows the part of $X$ corresponding to a subset of genes of size $n_1 = 70$ which are part of the signature found

\(^2\)An estimator is statistically efficient roughly means that among all estimators it requires the least number of samples to achieve a certain level of error.
by the study to be a good predictor. Even in this reduced dataset, one has $n \approx p$, rendering classical asymptotics useless.

1.2 Structured high-dimensional datasets

For problems in which $n \ll p$, a more appropriate form of asymptotics is obtained by letting both $n$ and $p$ go to infinity simultaneously. This will be referred to as the high-dimensional setting. A rough calculation shows that the error $r(\hat{\theta}, \theta^*)$ will be of the order $O(\sqrt{p/n})$ for optimal estimators. Thus, as long as $p/n \to 0$ as $(n, p) \to \infty$, we cannot hope for consistency (cf. §2.4.3).

But $p/n \to 0$ is not a good model for our problems. We would like to let $p/n \to \gamma > 0$ or even $p/n \to \infty$ and still be able to consistently estimate the parameter. The key is to impose additional structure on the parameter, so that the parameter space, $\Theta$, has some low effective dimension. A simple such structure which is both natural and popular is sparsity.

Returning to our example in which $\Theta \subset \mathbb{R}^p$, we could further impose

$$\Theta \subset \{ \theta \in \mathbb{R}^p : |\{ j : |\theta_j| \neq 0 \}| \leq s \} \quad (1.1)$$

for some $s \ll p$. (Here and elsewhere, $[\theta]_j$ applied to a vector $\theta$ is its $j$-th entry and $|A|$ applied to a set $A$ is its cardinality.) In other words, all $\theta \in \Theta$ have at most “$s$” nonzero entries. In yet other words, all $\theta \in \Theta$ lie in the union of $\binom{p}{s}$ coordinate subspaces, each of which is $s$-dimensional. A rough estimate then suggests that if $s \log \binom{p}{s} n \approx s^2 \log p$ goes to zero, we can hope for consistency. Rigorous results of this sort will appear in Chapter 3 when we discuss high-dimensional sparse PCA.

Assumption (1.1) is sometimes referred as a hard sparsity constraint suggesting that there are also soft measures of sparsity; notable among them is an $\ell^p_q$-ball constraint,

$$\Theta \subset \{ \theta \in \mathbb{R}^p : \sum_{j=1}^{p} |[\theta]_j|^q \leq C_q \} \quad (1.2)$$

for some $q < 1$. This model allows for a more graceful drop of entries of $\theta$ to zero. Although our focus will be mostly on hard sparsity, some results related to model (1.2) will be discussed in Chapter 3 in the context of PCA.

Another structure is an ellipsoid condition which arises naturally when the parameter is a function living in some class of functions and one imposes a smoothness condition on the class. When the function class is infinite-dimensional, the natural space for the parameter $\theta$ is usually the space of infinite sequences $\theta = (\theta_1, \theta_2, \ldots)$ with some constraint, say, on their energy $\sum_{j=1}^{\infty} \theta_j^2 < \infty$; this space is referred to as $\ell_2$ sequence space. The ellipsoid condition is then,

$$\Theta \subset \{ \theta \in \ell_2 : \sum_{j=1}^{\infty} \frac{|[\theta]_j|^2}{\mu_j} \leq C \} \quad (1.3)$$
for a null positive sequence $\mu = (\mu_1, \mu_2, \ldots)$: $\mu_j > 0$ and $\mu_j \rightarrow 0$ as $j \rightarrow \infty$. Since for large $j$, $\mu_j$ is small, so is the corresponding $[\theta]_j$. Hence, the ellipsoid condition too can be thought of as a soft sparsity assumption. Results for models of the form (1.3) will appear in Chapter 5 in the context of our discussion of functional PCA.

To summarize, all these models impose conditions implying that despite the true parameter living in a high-dimensional or even infinite-dimensional space, its truly significant part is of relatively small size (low-dimensional). This is somehow the essence of sparsity and it is a plausible assumption for many real-world datasets. As mentioned earlier, a sparse vector lies in a union of low-dimensional (linear) subspaces. One possible direction of generalization is to allow it to lie on a (globally nonlinear) submanifold of low dimension or on a union of such submanifolds.

1.3 Principal component analysis (PCA) and sparsity

As the title suggests, our focus in this thesis will be on principal component analysis (PCA) in the high-dimensional setting (and in function spaces). PCA is a classical method for reducing dimension, say from a subset of $\mathbb{R}^p$ to some subset of $\mathbb{R}^d$ where $d \ll p$, and is frequently used to obtain a low-dimensional representation of a dataset. It operates by projecting the data onto the $d$ directions of maximal variance, captured by eigenvectors of the $p \times p$ population covariance matrix $\Sigma$. Of course, in practice, one does not have access to the population covariance, but instead must rely on a "noisy" version of the form

$$ \hat{\Sigma} = \Sigma + \Delta $$

where $\Delta = \Delta_n$ denotes a random noise matrix, typically arising from having only a finite number $n$ of samples. We usually take $\hat{\Sigma}$ to be the sample covariance, which for a dataset $\{x_i\}_{i=1}^n \subset \mathbb{R}^p$ with population mean zero, is given by $\hat{\Sigma} = \frac{1}{n} \sum_{i=1}^n x_i x_i^T$. Fig. 1.2 shows a toy example with $p = 3$ and $d = 1$ and $n = 200$.

As with any statistical procedure, a natural question when using the noisy version $\hat{\Sigma}$ is the issue of consistency, i.e., under what conditions the sample eigenvectors (i.e., based on $\hat{\Sigma}$) are consistent estimators of their population analogues. In the classical theory of PCA, the model dimension $p$ is viewed as fixed, and asymptotic statements are established as the number of observations $n$ tends to infinity. With this scaling, the influence of the noise matrix $\Delta$ dies off, so that sample eigenvectors and eigenvalues are consistent estimators of their population analogues [7] (cf. §2.4.1). However, such "fixed $p$, large $n$" scaling is inappropriate, as discussed in §1.2, for many contemporary applications in science and engineering (e.g., financial time series, astronomical imaging, sensor networks), in which the model dimension $p$ is comparable or even larger than the number of observations $n$. This type of high-dimensional scaling causes dramatic breakdowns in standard PCA and related eigenvector methods, as shown by classical and ongoing work in random matrix theory [43, 55, 58] (cf. 2.4.2).
As discussed in §1.2, it is possible to add a natural structural assumption, namely sparsity, to help mitigate the curse of dimensionality. Various types of sparse models have been studied in past statistical work. There is a substantial and on-going line of work on subset selection and sparse regression models [e.g., 26, 37, 69, 90, 100], focusing in particular on the behavior of various $\ell_1$-based relaxation methods. Other work has tackled the problem of estimating sparse covariance matrices in the high-dimensional setting, using thresholding methods [17, 39] as well as $\ell_1$-regularization methods [31, 108].

1.3.1 Sparse PCA in high-dimensional setting

A related problem—and the primary focus of Chapter 3—is recovering sparse eigenvectors from high-dimensional data. While related to sparse covariance estimation, the sparse eigenvector problem presents a different set of challenges; indeed, a covariance matrix may have a sparse eigenvector with neither it (nor its inverse) being a sparse matrix. Various researchers have proposed methods for extracting sparse eigenvectors, a problem often referred to as sparse principal component analysis (SPCA). Some of these methods are based on greedy or nonconvex optimization procedures (e.g., [59, 109, 71]), whereas others are based on various types of $\ell_1$-regularization [110, 32]. Zou et al. [110] develop a method based on transforming the PCA problem to a regression problem, and then applying the Lasso ($\ell_1$-regularization). Johnstone and Lu [58] proposed a two-step method, using an initial pre-
processing step to select relevant variables followed by ordinary PCA in the reduced space. Under a particular $\ell_q$-ball sparsity model, they proved $\ell_2$-consistency of their procedure as long as $p/n$ converges to a constant. In recent work, d’Asprémont et al. [32] have formulated a direct semidefinite programming (SDP) relaxation of the sparse eigenvector problem, and developed fast algorithms for solving it, but have not provided high-dimensional consistency results. The elegant work of Paul and Johnstone [73, 75] studies estimation of eigenvectors satisfying weak $\ell_q$-ball sparsity assumptions for $q \in (0, 2)$. We discuss connections to this work at more length below.

In Chapter 3, we study the model selection problem for sparse eigenvectors. More precisely, we consider a spiked covariance model [55], in which the maximal eigenvector $z^*$ of the population covariance $\Sigma_p \in \mathbb{R}^{p \times p}$ is $k$-sparse, meaning that it has nonzero entries on a subset $S(z^*)$ with cardinality $k$, and our goal is to recover this support set exactly. In order to do so, we have access to a matrix $\hat{\Sigma}$, representing a noisy version of the population covariance, as in equation (1.4). Although our theory is somewhat more generally applicable, the most natural instantiation of $\hat{\Sigma}$ is as a sample covariance matrix based on $n$ i.i.d. samples drawn from the population. We analyze this setup in the high-dimensional regime, in which all three parameters—the number of observations $n$, the ambient dimension $p$ and the sparsity index $k$—are allowed to tend to infinity simultaneously. Our primary interest is in the following question:

Using a given inference procedure, under what conditions on the scaling of triplet $(n,p,k)$ is it possible, or conversely impossible, to recover the support set of the maximal eigenvector $z^*$ with probability one?

We provide a detailed analysis of two procedures for recovering sparse eigenvectors:

(a) a simple diagonal thresholding (or cut-off) method, used as a pre-processing step by Johnstone and Lu [58], and

(b) a semidefinite programming (SDP) relaxation for sparse PCA, recently developed by d’Aspremont et al. [32].

Under the $k$-sparsity assumption on the maximal eigenvector, we prove that the success/failure probabilities of these two methods have qualitatively different scaling in terms of the triplet $(n, p, k)$. For the diagonal thresholding method, we prove that its success/failure is governed by the rescaled sample size

$$\theta_{\text{dia}}(n, p, k) := \frac{n}{k^2 \log(p - k)}, \quad (1.5)$$

meaning that it succeeds with probability one for scalings of the triplet $(n, p, k)$ such that $\theta_{\text{dia}}$ is above some critical value and, conversely, fails with probability one when this ratio falls below some critical value (cf. Proposition 2). We then establish performance guarantees for
the SDP relaxation [32]: in particular, for the same class of models, we show that it always has a unique rank-one solution that specifies the correct signed support once \( \theta_{\text{dia}}(n, p, k) \) is sufficiently large, and moreover, that for sufficiently large values of the rescaled sample size

\[
\theta_{\text{sdp}}(n, p, k) := \frac{n}{k \log(p - k)},
\]

if there exists a rank-one solution, then it specifies the correct signed support (cf. Theorem 7). The proof of this result is based on random matrix theory, concentration of measure, and Gaussian comparison inequalities (cf. \S 2.4.2 and \S 2.3 for related background). Our final contribution, regarding the spiked covariance model with hard sparsity constraint, is to use information-theoretic arguments to show that no method can succeed in recovering the signed support for the spiked identity covariance model if the order parameter \( \theta_{\text{sdp}}(n, p, k) \) lies below some critical value (cf. Theorem 8). One consequence is that the given scaling (1.6) for the SDP relaxation is sharp, meaning the SDP relaxation also fails once \( \theta_{\text{sdp}} \) drops below a critical threshold. Moreover, it shows that under the rank-one condition, the SDP is in fact statistically optimal, i.e., it requires only the necessary number of samples (up to a constant factor) to succeed.

### Computational vs. statistical efficiency

Our results, in Chapter 3, highlight some interesting trade-offs between computational and statistical costs in high-dimensional inference. On one hand, the statistical efficiency of SDP relaxation is substantially greater than the diagonal thresholding method, requiring \( \mathcal{O}(1/k) \) fewer observations to succeed. However, the computational complexity of SDP is also larger by roughly a factor \( \mathcal{O}(p^3) \): an implementation due to d’Asprémont et al. [32] has complexity \( \mathcal{O}(np + p^4 \log p) \) as opposed to the \( \mathcal{O}(np + p \log p) \) complexity of the diagonal thresholding method. Moreover, our information-theoretic analysis shows that the best possible method—namely, one based on an exhaustive search over all \( \binom{p}{k} \) subsets, with exponential complexity—does not have substantially greater statistical efficiency than the SDP relaxation. The following table summarizes these results:

<table>
<thead>
<tr>
<th>Method</th>
<th>Computational complexity</th>
<th>Statistical complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagonal cut-off</td>
<td>( \mathcal{O}(np + p \log p) )</td>
<td>( \mathcal{O}(k^2 \log(p - k)) )</td>
</tr>
<tr>
<td>SDP relaxation</td>
<td>( \mathcal{O}(np + p^4 \log p) )</td>
<td>( \mathcal{O}(k \log(p - k)) )</td>
</tr>
</tbody>
</table>

### 1.4 Functional PCA and its sampling problem

The second half of this thesis considers mainly the functional version of PCA, or fPCA for short. fPCA lies within the broader field of functional data analysis (FDA), that is, statistical analysis of data which can be modeled as functions. FDA is an established field in
statistics with a great number of practical applications [80, 81]. When the data is available as finely sampled curves, say in time, it is common to treat it as a collection of continuous-time curves or functions, each being observed in totality. These datasets are then termed “functional” and various statistical procedures applicable in finite-dimension are extended to be applicable to them, among which is the principal component analysis (PCA). By the infinite-dimensional (or nonparametric) nature of function spaces, however, new phenomena might also be expected. In particular, statistical analysis in infinite-dimension may provide some insights into aspects of the “high-dimensional” (parametric) setting which has been the focus of much recent work in theoretical statistics, as discussed in §1.2 and §1.3.

If one thinks of continuity as a mathematical abstraction of reality, then treating functional data as continuous curves is arguably a valid modeling device. However, in practice, one is faced with finite computational resources and is forced to implement a (finite-dimensional) approximation of true functional procedures by some sort of truncation of functions, say in frequency-domain. It is then important to understand the effects of this truncation on the statistical performance of the procedure. In other situations, for example in longitudinal data analysis [36], a continuous curve model is justified as a hidden underlying generating process to which one has access only through sparsely sampled, corrupted by noise perhaps, measurements in time. Studying how the time-sampling affects the estimation of the underlying functions in the presence of noise has some elements in common with that of the frequency-domain problem mentioned above.

The generalized sampling

The aim of the second half of this thesis, which constitutes Chapter 5, is to study effects of “sampling” on fPCA in smooth function spaces. We take a functional-theoretic approach to sampling by treating the sampling procedure as a (continuous) linear operator. This provides us with a notion of sampling general enough to treat both the frequency-truncation and time-sampling in the context of a unified framework. We take as our smooth function space a Hilbert subspace \( \mathcal{H} \) of \( L^2[0,1] \) and denote the sampling operator by \( \Phi : \mathcal{H} \to \mathbb{R}^m \). We assume that there are functions \( x_i(t), t \in [0,1] \) in \( \mathcal{H} \) for \( i = 1, \ldots, n \), generated i.i.d. from a probabilistic model (to be discussed). We then observe the collection \( \{\Phi x_i\}_{i=1}^n \subset \mathbb{R}^m \) in noise. We refer to the index \( n \) as the number of statistical samples, and to the index \( m \) as the number of functional samples.

We analyze a natural \( M \)-estimator which takes the form of a regularized PCA in \( \mathbb{R}^m \) and provide rates of convergence in terms of \( n \) and \( m \). The eigen-decay of two operators govern the rates, the product of \( \Phi \) and its adjoint \( \Phi^* \) and the product of the map embedding \( \mathcal{H} \) in \( L^2 \) and its adjoint. These eigenvalues will determine ellipsoid models of the form (1.3) discussed 1.2. Our focus will be on the setting where \( \mathcal{H} \) is a reproducing kernel Hilbert space (RKHS), in which case the two eigen-decays are intimately related through the kernel function \( (s,t) \mapsto K(s,t) \). In such cases, the two components of the rate interact and give rise to optimal values for the number of functional samples (\( m \)) in terms of the number
of statistical samples \((n)\) or vice versa. This has practical appeal in cases where obtaining either type of samples is costly.

A particular rate of eigenvalue decay which concerns is the polynomial-\(\alpha\) decay,

\[
\mu_j \asymp \frac{1}{j^{2\alpha}}, \quad \text{for } j = 1, 2, \ldots
\]  

(1.7)

where \(\{\mu_j\}\) are the relevant eigenvalues and \(\alpha > 1/2\). For this type of decay, the rates of convergence for the two examples of time sampling and frequency truncation will be worked out in detail by specializing our general results to these two operators. Under suitable conditions we obtain the following rates,

<table>
<thead>
<tr>
<th>time sampling</th>
<th>frequency truncation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\left(\frac{1}{mn}\right)^{2\alpha+1} + \left(\frac{1}{m}\right)^{2\alpha})</td>
<td>(\left(\frac{1}{n}\right)^{2\alpha+1} + \left(\frac{1}{m}\right)^{2\alpha})</td>
</tr>
</tbody>
</table>

which are then shown to be minimax optimal. The interplay between the two types of sample (statistical versus functional) is clear from the table.

In deriving the rates of convergence in function space, more precisely in the \(L^2\) norm, we encounter some problems which are approximation-theoretic in nature. In particular, we will need to understand how well the (semi)norm defined by 

\[
\|f\|_\Phi := \|\Phi f\|_2 = (\sum_{j=1}^{m} [\Phi f]^2_j)^{1/2}
\]

approximates the \(L^2\) norm 

\[
\|f\|_{L^2} := (\int_0^1 f^2(t) dt)^{1/2}
\]

This type of approximation problem will be discussed as an interlude in Chapter 4, which also serves as an introduction to the Hilbert space setup for fPCA in Chapter 5.

1.5 Organization of the thesis

We start with some general background material in Chapter 2. This chapter reviews some aspects of vector-matrix analysis and its infinite-dimensional extensions (i.e., functional analysis) and sets the notation for the subsequent chapters. There are also material on concentration inequalities and Fano’s inequality which are commonly used to establish upper and lower bounds on performance of estimators. Section 2.4 of this chapter contains a detailed introduction to PCA and some discussion of classical random matrix theory and high-dimensional effects.

In Chapter 3, we study sparse PCA in high-dimensional setting by analyzing diagonal cut-off and SDP relaxation methods and providing minimax lower bounds. This material appears in in [3]. Section 3.6 contains some unpublished analysis of SDP under the \(\ell_q\) sparsity assumption. Chapter 4 is devoted to the study of the approximation problem related to \(\|\cdot\|_\Phi\) and \(\|\cdot\|_{L^2}\); the material appears in [4]. Chapter 5 contains the analysis of the sampling problem for functional PCA whose material appear in [5].
Chapter 2

Background

This chapter serves a two-fold purpose: to review some of the concepts and tools frequently used throughout the thesis and to establish our notation. We try to present some of the topics in their simpler forms. More refined versions will appear in the subsequent chapters and in appendices as needed.

We start with our conventions regarding matrix norms and special classes of matrices. We assume that the reader is familiar with linear algebra, basic matrix operations and finite-dimensional operator theory (e.g. [15, 54]).

2.1 Vectors, Matrices and their norms

2.1.1 Vector $\ell_p$ norms

The standard $n$-dimensional Euclidean space is denoted as $\mathbb{R}^n$. For a vector $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$, and $p \in (0, \infty]$, we use

$$
\|x\|_p := \begin{cases} 
\left( \sum_{i=1}^n |x_i|^p \right)^{1/p} & p < \infty, \\
\max_{1 \leq i \leq n} |x_i| & p = \infty 
\end{cases}
$$

(2.1)

to denote its $\ell_p$ (quasi)norm. To emphasize the (quasi)norm, we will denote $\mathbb{R}^n$ equipped with $\| \cdot \|_p$ as $\ell^n_p$. Strictly speaking, $\| \cdot \|_p$ is a norm for $p \in [1, \infty)$ and only a quasinorm for $p \in (0,1)$, as it does not satisfy the triangle inequality in the later case [61]. For simplicity, we will omit the “quasi” prefix and call $\| \cdot \|_p$ a norm for all $p \in (0, \infty]$. Fig. 2.1 illustrates the unit ball of $\ell^n_p$, defined as

$$B^n_p := \{ x \in \mathbb{R}^n : \|x\|_p \leq 1 \},$$

(2.2)

for some values of $p$ (and $n = 2$). Note that the unit ball is not convex for $p \in (0,1)$. The $\ell_p$ norms in these cases are often used as soft measures of sparsity, as opposed to the hard
sparsity which is measured by the cardinality of \( x \in \mathbb{R}^n \), defined as

\[
\text{card}(x) := |\{i : x_i \neq 0\}|;
\]

(2.3)

this is sometimes also called the \( \ell_0 \) norm of \( x \).

We will say that a vector \( x \in \mathbb{R}^n \) is sparse, if \( \text{card}(x) \ll n \). Similarly, we will say that \( x \in \mathbb{R}^n \) is sparse in the “\( \ell_p \) sense”, for some \( p \in (0, 1) \), if \( \|x\|_p \) is relatively small. Here, relative means relative to the dimension \( n \), assuming some fixed normalization, say \( \|x\|_\infty = 1 \).

For any \( p \in [1, \infty] \), let \( p' \) denote its Hölder conjugate, defined via the relation \( \frac{1}{p} + \frac{1}{p'} = 1 \).

Then, we have the Hölder inequality [42, Chap. 5]: for \( x, y \in \mathbb{R}^n \),

\[
\sum_{i=1}^{n} |x_i y_i| \leq \|x\|_p \|y\|_{p'}.
\]

(2.4)

In the special case \( p = p' = 2 \), (2.4) reduces to the Cauchy-Schwarz inequality. Another special case of interest for us is when \( p = 1 \) and \( p' = \infty \). Applying (2.4) with \( y_i = 1 \), we obtain the upper bound in the useful relation

\[
\|x\|_p \leq \|x\|_1 \leq n^{1/p'} \|x\|_p,
\]

(2.5)

which holds for \( p \in [1, \infty] \) and \( x \in \mathbb{R}^n \). The lower bound is obtained by noting that for \( p \in (1, \infty) \), the map \( \alpha \mapsto \alpha^{p-1} \) is increasing on \((0, \infty)\). (Without loss of generality, assume \( \sum_i |x_i| = 1 \). Then, \( |x_i|^{p-1} \leq 1 \) for all \( i \) and \( \sum_i |x_i|^p = \sum_i |x_i| |x_i|^{p-1} \leq \sum_i |x_i| = 1 \). The case \( p = \infty \) is trivial.)

### 2.1.2 Classes of matrices and spectral theorems

We denote the class of real-valued \( m \times n \) matrices as \( \mathbb{R}^{m \times n} \), the class of \( n \times n \) (real-valued) symmetric matrices as \( \mathbb{S}^n \) and the class of \( n \times n \) positive semidefinite (PSD) matrices as \( \mathbb{S}_+^n \). Recall that a square matrix \( A \in \mathbb{R}^{n \times n} \) is symmetric if \( A = A^T \) where \( A^T \) is the transpose of \( A \), and is PSD if in addition \( x^T A x \geq 0 \) for all \( x \in \mathbb{R}^n \). Thus, we have the inclusions \( \mathbb{S}_+^n \subset \mathbb{S}^n \subset \mathbb{R}^{n \times n} \).

The class \( \mathbb{R}^{n \times n} \) is a vector space (with the usual matrix addition and scalar multiplication) and can be identified with \( \mathbb{R}^{n^2} \) and hence has dimension \( n^2 \). The class \( \mathbb{S}^n \) is subspace of \( \mathbb{R}^{n \times n} \).
of dimension \( n(n+1)/2 \) and \( S^+_n \) is a convex cone [53] in this subspace. The cone structure of \( S^+_n \) induces a natural partial order (sometimes called Löwner oder) which we denote by \( \geq \) and \( \preceq \). More precisely, \( A \geq B \) and \( B \preceq A \) if \( A - B \in S^+_n \).

We denote a generic eigenvalue of \( A \in \mathbb{R}^{n \times n} \) as \( \lambda(A) \). The minimum and maximum eigenvalues are denoted as \( \lambda_{\min}(A) \) and \( \lambda_{\max}(A) \). The eigenvalues in decreasing order are referred to as \( \lambda_1(A) \geq \lambda_2(A) \geq \cdots \geq \lambda_n(A) \). Any member of the set of eigenvectors of \( A \) associated with an eigenvalue is denoted as \( \vartheta(A) \). Similarly, \( \vartheta_{\max}(A) \) represents any eigenvector associated with the maximal eigenvalue (occasionally referred to as a “maximal eigenvector”) and \( \vartheta_j \) any eigenvector associated with \( \lambda_j(A) \). We always assume that eigenvectors are normalized to unit \( \ell^2 \)-norm, and have a nonnegative first component. The sign convention guarantees uniqueness of the eigenvector associated with an eigenvalue with geometric multiplicity one.

By the spectral theorem [15, Chap. 1], any (real) symmetric matrix \( A \in \mathbb{S}^n \) has a decomposition of the form

\[ A = U \Lambda U^T \]  

(2.6)

where \( \Lambda \) is diagonal with eigenvalues of \( A \) on its diagonal and \( U \in \mathbb{R}^{n \times n} \) is an orthogonal matrix collecting the corresponding eigenvectors. Our notation for a diagonal matrix \( \Lambda \in \mathbb{R}^{n \times n} \) with diagonal entries \( \{\lambda_i\}_{i=1}^n \) is \( \text{diag}(\lambda_1, \ldots, \lambda_n) \). By definition, an orthogonal matrix \( U \in \mathbb{R}^{n \times n} \) is such that \( U^T U = U U^T = I_n \) where \( I_n \) denotes the \( n \)-by-\( n \) identity matrix. The class of \( n \)-by-\( n \) orthogonal matrices will be denoted as \( O_n \). We refer to (2.6) as the eigenvalue decomposition (EVD), eigen-decomposition or spectral decomposition of \( A \). Note the by

As a consequence of the spectral decomposition, for any matrix \( A \in \mathbb{R}^{m \times n} \) one obtains a decomposition

\[ A = U \Sigma V^T \]  

(2.7)

where \( \Sigma \in \mathbb{R}^{m \times n} \) is diagonal, \( U \in \mathbb{O}^m \) and \( V \in \mathbb{O}^n \). The nonzero diagonal entries of \( \Sigma \) are called the singular values of \( A \) and denoted as \( \{\sigma_i(A)\} \). They are positive by definition and their number is equal to the rank of \( A \), denoted as \( \text{rank}(A) \). For example, if \( m \leq n \) and \( A \) is full rank, we have \( \Sigma = [\Sigma_1 \ 0] \) where \( \Sigma_1 = \text{diag}(\sigma_1(A), \ldots, \sigma_m(A)) \). We refer to (2.7) as the singular value decomposition (SVD) of \( A \).

Recalling the definition of a PSD matrix, we note that for \( A \succeq 0 \) and any \( U \) of compatible dimension, we have \( U^T A U \succeq 0 \). In particular, it follows from (2.6) that \( \Lambda \succeq 0 \), that is, all the eigenvalues of a PSD matrix are nonnegative.

### 2.1.3 Matrix operator norms

Now consider the class of real-valued \( m \)-by-\( n \) matrices, denoted as \( \mathbb{R}^{m \times n} \). For a matrix \( A \in \mathbb{R}^{m \times n} \), we use \( \|A\|_{p,q} \) to denote its operator norm, when viewed as an operator \( A : \ell^q_n \rightarrow \ell^p_m \);
more precisely, we have
\[ \|A\|_{p,q} := \max_{\|x\|_q = 1} \|Ax\|_p. \] (2.8)
When \( p = q \), we also use \( \|A\|_p = \|A\|_{p,p} \). A few cases of particular interest in this thesis are
- the spectral norm: \( \|A\|_2 = \|A\|_{2,2} = \max \{\sigma_i(A)\} \),
- the \( \ell_\infty \) operator norm: \( \|A\|_\infty = \|A\|_{\infty,\infty} = \max_{i=1,\ldots,m} \sum_{j=1}^n |A_{ij}| \),
- the \( \ell_1 \) operator norm: \( \|A\|_1 = \|A\|_{1,1} = \max_{j=1,\ldots,n} \sum_{i=1}^m |A_{ij}| \),

where \( \{\sigma_i(A)\} \) are the singular values of \( A \) (see §2.1.2). The above expression for the spectral norm follows from the definition (2.8), the SVD (2.7) and the invariance of the \( \ell_2 \) norm under orthogonal transformations.

For a symmetric matrix \( A \in S^n \), one has another useful expression for the spectral norm,
\[ \|A\|_2 = \sup \{|\lambda| : \lambda \text{ is an eigenvalue of } A\}, \] (2.9)
which is a consequence of the EVD (2.6). The right-hand side of the above equation is called the spectral radius and is denoted as \( \text{spr}(A) \). In general, for a non-symmetric matrix \( A \), one only has \( \text{spr}(A) \leq \|A\|_2 \). Finally, for a PSD matrix \( A \in S_+^n \), we get from (2.9) that \( \|A\|_2 = \lambda_{\text{max}}(A) \).

As a consequence of the definition (2.8), for any vector \( x \in \mathbb{R}^n \), we have
\[ \|Ax\|_p \leq \|A\|_{p,q} \|x\|_q, \] (2.10)
a property referred to as \( \|\cdot\|_{p,q} \) being consistent with vector norms \( \|\cdot\|_p \) and \( \|\cdot\|_q \). By using (2.10) twice, it follows that operator norms are consistent with themselves,
\[ \|AB\|_{p,q} \leq \|A\|_{p,r} \|B\|_{r,q}. \] (2.11)
When all the norms in (2.11) are the same, this is called its submultiplicative property.

Recall that the trace of a square matrix \( A \in \mathbb{R}^{n \times n} \) is given by \( \text{tr}(A) = \sum_i A_{ii} \). Given two square matrices \( X,Y \in \mathbb{R}^{n \times n} \), we define the matrix inner product
\[ \langle X,Y \rangle := \text{tr}(XY^T) = \sum_{i,j} X_{ij}Y_{ij}. \] (2.12)
This inner product induces the Hilbert-Schmidt norm \( \|X\|_{\text{HS}} := \sqrt{\langle X,X \rangle} \) (also called the Forbenius norm). It is not hard to see, using the SVD of \( X \), that \( \|X\|_{\text{HS}} = (\sum_{i=1}^n \sigma_i^2(X))^{1/2} \).

Note that both the spectral and the Hilbert-Schmidt norms depend only on the singular values of the matrix. Any such matrix norm is unitarily invariant in the sense that for any two orthogonal matrices \( U \) and \( V \) (of proper dimensions), one has
\[ \|UXV\| = \|X\|. \] (2.13)
Another useful example of a unitarily invariant norm is the nuclear norm \( \|X\|_* := \sum_i \sigma_i(X) \) which is dual to the spectral norm with respect to the inner product (2.12).
Vector norms on matrices

We occasionally find it useful to apply vector $\ell_p$ norms to matrices, treating them as vectors, say, by stacking their columns on top of each other. [As the $\ell_p$ norms are symmetric, there is no ambiguity in arrangement of elements in passing from a matrix to a vector.] Our notation of using double bars $\| \cdot \|$ for vector norms and triple bars $||| \cdot |||$ for matrix norms should leave no confusion as to which type of norm is being applying to the matrix.

For example, for $B \in \mathbb{R}^{n \times k}$, we have

$$
\|B\|_{\infty} := \max_{1 \leq i \leq n, 1 \leq j \leq k} |B_{ij}|
$$

The following “mixed-norm” inequality will be useful to us in §3.F,

$$
\|AB\|_{\infty} \leq |||A|||_{\infty,\infty} \|B\|_{\infty}, (2.14)
$$

where $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{n \times k}$. For the proof, let $b_1, \ldots, b_k$ denote the columns of $B$. Then,

$$
\|AB\|_{\infty} = \| [Ab_1, \ldots, Ab_k] \|_{\infty} = \max_{1 \leq i \leq k} \|Ab_i\|_{\infty}
\leq \|A\|_{\infty,\infty} \max_{1 \leq i \leq k} \|b_i\|_{\infty} = \|A\|_{\infty,\infty} \|B\|_{\infty}
$$

where we have used (2.10). For more details, see any of the standard books [54, 89].

2.2 Matrix perturbation theory

Occasionally, one has a matrix with known eigen-decomposition which is perturbed by a relatively unknown (noise) matrix and one wants to find out how close the eigenvalues and eigenvectors of the perturbed matrix are to the original one. In this section, we collect some inequalities bounding such deviations. There are many interesting approaches to deriving perturbation inequalities. We restrict ourselves to an illustrative sample. For more details, see [15, 89].

The first result is Weyl theorem on perturbation of eigenvalues [15, Cor. III.2.6]. Recall that $\{\lambda_j(A)\}$ denotes the eigenvalues of matrix $A$ in nonincreasing order.

**Theorem 1.** (Weyl) Let $A, B \in \mathbb{S}^n$. Then,

$$
\max_{1 \leq j \leq n} |\lambda_j^A(A) - \lambda_j^B(B)| \leq \|A - B\|_2. (2.15)
$$

Next, we consider perturbation of spectral (or invariant) subspaces. As an example, one has Davis-Kahan “sin $\Theta$ theorem”. We will use Bhatia’s notation [15, p. 211] regarding projection operators for the remainder of this section: for $S \subset \mathbb{R}$ and a symmetric matrix $A$, we write $P_A(S)$ to denote the orthogonal projection onto the eigenspace of $A$ corresponding to its eigenvalues that lie in $S$. 
Let $A$ and $B$ be symmetric matrices, $S_1$ an interval $[a, b] \subset \mathbb{R}$ and $S_2 = (-\infty, a - \delta] \cup [b + \delta, \infty)$, for some $\delta > 0$. Let $E := P_A(S_1)$ and $F := P_B(S_2)$. Then, one has the following \cite[Theorem VII.3.1, p. 211]{Davis-Kahan}.

**Theorem 2.** (Davis-Kahan)

$$\|EF\|_2 \leq \frac{1}{\delta} \|A - B\|_2. \quad (2.16)$$

Let $F^\perp := I - F$ be the projection onto the orthogonal complement of $\text{ran } F$. As a consequence of the CS-decomposition \cite[Theorem VII.1.8]{Davis-Kahan}, the nonzero singular values of $E - F^\perp$ are the nonzero singular values of $EF$ repeated twice. In particular, $\|E - F\|_2 = \|EF\|_2$. The nonzero singular values of $EF$ are themselves the sines of the canonical angles between the subspaces $\text{ran } E$ and $\text{ran } F^\perp$, hence the name “sin $\Theta$ theorem”.

Using Theorems 1 and 2 and the discussion above, one can derive perturbation inequalities for invariant subspaces. Let us first agree on a distance between subspaces. Let $E$ and $F$ be two subspaces and $P_E$ and $P_F$ be orthogonal projections onto them. One defines the projection-2 distance between them as

$$d_2(E, F) := \|P_E - P_F\|_2. \quad (2.17)$$

Consider $A, \Delta \in \mathbb{S}^n$. We think of $A + \Delta$ as a perturbation of $A$. Let $\lambda_j := \lambda_j^k(A)$ and note that $\{\lambda_1, \ldots, \lambda_j\} \subset [\lambda_j, \lambda_1]$. Let $P_j := P_A([\lambda_j, \lambda_1])$, i.e., projection onto the eigenspace of $A$ corresponding to the $j$-th largest eigenvalues. Similarly, let $\widetilde{\lambda}_j := \lambda_j^k(A + \Delta)$ and $\widetilde{P}_j := P_{A+\Delta}([\widetilde{\lambda}_j, \widetilde{\lambda}_1])$. Now, let $\delta_j := \lambda_j - \lambda_{j+1} > 0$ be the gap to right of the $j$-th eigenvalue of $A$. If $\|\Delta\|_2 < \frac{1}{2} \delta_j$, Weyl inequality implies that $[\widetilde{\lambda}_j, \widetilde{\lambda}_1] \subset (\lambda_j - \frac{1}{2} \delta_j, \lambda_1 + \frac{1}{2} \delta_j)$ and $[\widetilde{\lambda}_n, \widetilde{\lambda}_{j+1}] \subset (-\infty, \lambda_{j+1} + \frac{1}{2} \delta_j) = (-\infty, \lambda_j - \frac{1}{2} \delta_j)$. Letting $S_j^c := (\lambda_j - \frac{1}{2} \delta_j, \lambda_1 + \frac{1}{2} \delta_j)$, it follows that

$$P_{A+\Delta}([\widetilde{\lambda}_j, \widetilde{\lambda}_1]) = P_{A+\Delta}(S_j^c) = P_{A+\Delta}^\perp(S_2). \quad (2.18)$$

Applying Theorem 2 with $S_1 = [\lambda_j, \lambda_1]$ and $B = A + \Delta$, we obtain the following for the perturbation of the $j$-th leading invariant subspace.

**Corollary 1.** With the above notation,

$$\|P_j - \widetilde{P}_j\|_2 \leq \min \left\{ \frac{2}{\delta_j} \|\Delta\|_2, 1 \right\}. \quad (2.19)$$

Taking $j = 1$ in Corollary 1 gives a perturbation inequality for the largest eigenvector, assuming that the largest eigenvalue is simple; that is, assuming $\lambda_1$ is separated from the rest of the spectrum. Similar bounds maybe obtained for other eigenvectors corresponding
to simple eigenvalues. As an example, consider the previous setup, fix some \( j \in \{1, \ldots, n\} \) and assume \( \lambda_j \) is simple. Let

\[
d_j := \min \{ |\lambda_j - \lambda_{j+1}|, |\lambda_j - \lambda_{j-1}| \} > 0,
\]

the two-sided gap in spectrum at \( \lambda_j \). We assume \( \lambda_{n+1} := \lambda_n \) and \( \lambda_0 := \lambda_1 \) for the above to make sense in the corner cases. Let \( z_j := \vartheta_j(A) \), i.e., the \( j \)-th eigenvector of \( A \), with possible sign ambiguity. Note that \( z_j^Tz_j = P_A(\lambda_j) = P_A(\{\lambda_j\}) \). Let \( \tilde{z}_j := \vartheta_j(A + \Delta) \).

Assuming \( \|\Delta\|_2 < \frac{1}{2}d_j \), we have by Weyl inequality \( \{\tilde{\lambda}_j\} \subset (\lambda_j - \frac{1}{2}d_j, \lambda_j + \frac{1}{2}d_j) \) and

\[
(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_n) \setminus \{\tilde{\lambda}_j\} \subset (-\infty, \lambda_{j+1} + \frac{1}{2}d_j] \cup [\lambda_{j-1} - \frac{1}{2}d_j, \infty) \subset (\lambda_j - \frac{1}{2}d_j, \lambda_j + \frac{1}{2}d_j)^c.
\]

Letting \( S_2 := (\lambda_j - \frac{1}{2}d_j, \lambda_j + \frac{1}{2}d_j) \), we observe that

\[
\tilde{z}_j^T\tilde{z}_j = P_{A+\Delta}(\tilde{\lambda}_j) = P_{A+\Delta}(S_2) = P_{A+\Delta}(S_2).
\]

Finally, assume \( z_j \) and \( \tilde{z}_j \) are aligned or sign-matched, that is \( z_j^T\tilde{z}_j \geq 0 \). Letting \( c_j := z_j^T\tilde{z}_j \in [0, 1] \) and recalling that \( z_j, \tilde{z}_j \in S^{n-1} \), we have

\[
\|z_j - \tilde{z}_j\|_2^2 = 2(1 - c_j) \leq 2(1 - c_j^2) = 2\|z_j - \tilde{z}_j\tilde{z}_j^T\|_2^2
\]

where the last equality is a consequence of CS decomposition (cf. Lemma 34 of Chapter 5). Applying Theorem 2 with \( S_1 = \{\lambda_j\} \) and \( S_2 \) as above, we get the following for perturbation of aligned eigenvectors.

**Corollary 2.** With the above notation,

\[
\|z_j - \tilde{z}_j\|_2 \leq \sqrt{2\|z_j - \tilde{z}_j\tilde{z}_j^T\|_2} \leq \min \{ \frac{2\sqrt{2}}{d_j} \|\Delta\|_2, 1 \}.
\]

There is a more direct way of deriving the above corollary due to Bosq which will work for any norm derived from an inner product. We refer the reader to [22, Lemma 4.3].

The takeaway from this section is that given a perturbation matrix \( \Delta \), having a good control on \( \|\Delta\|_2 \) leads to a good control on the eigen-structure of the perturbed matrix \( A + \Delta \). This, for example, is all one needs to establish the classical consistency theory for PCA. However, in some cases in our high-dimensional models, more refined bounds are required, as we will see in later chapters.

### 2.3 Concentration inequalities

Concentration inequalities are ubiquitous in recent approaches to analysis of consistency of M-estimators. Also called tail bounds or large deviation bounds, they provide powerful
tools in deriving finite sample probability bounds. (That is, non-asymptotic bounds which hold for sufficiently large number of samples.) They are also connected with the notion of concentration of measure which we will briefly touch upon towards the end of this section.

Consider a random variable $X$ with mean $\mathbb{E}X$. Then, $|X - \mathbb{E}X|$ measures the (two-sided) deviation of $X$ from its mean. A concentration inequality is an upper bound on the probability of the deviation being larger than say $t$, with the upper bound going to zero exponentially fast as $t \to 0$. More precisely, an inequality of the form

$$\mathbb{P}(|X - \mathbb{E}X > t) \leq c_1 \exp(-c_2t^2), \quad \forall t \in [0, \varepsilon), \quad (2.22)$$

for some constants $c_1, c_2, \varepsilon > 0$. In words, such inequalities capture sharp “concentration” of $X$ around its mean, in a probabilistic sense. A one-sided version of the above, i.e., a bound on $\mathbb{P}(X - \mathbb{E}X > t)$ for example, is sometimes called a deviation bound; we however will not make that distinction. The exponent of $t$ in (2.22) can be other than 2, although, and exponent of 2 is what we encounter in most cases of interest to us.

### Sub-Gaussian variables

Perhaps the most well-known approach to deriving these inequalities is the Chernoff bounding technique (using an upper bound on the moment generating function); the easiest case perhaps that of sub-Gaussian random variables. Recall that a sub-Gaussian (zero-mean) random variable $X$ is one whose moment generating function (m.g.f. for short) is bounded uniformly by that of a Gaussian random variable, that is,

$$\mathbb{E} \exp(\lambda X) \leq \exp\left(\frac{\sigma^2 \lambda^2}{2}\right), \quad \forall \lambda \in \mathbb{R}, \quad (2.23)$$

for some constant $\sigma \in [0, \infty)$ which we call “a” sub-Gaussian standard of $X$. (One usually calls the smallest $\sigma$ satisfying (2.23) “the” sub-Gaussian standard of $X$; it is a norm on the space of sub-Gaussian random variables which turns it into a Banach space. We do not however insist on working with the smallest $\sigma$.) We denote a sub-Gaussian random variable $X$ with standard $\sigma$ as

$$X \sim \text{SubGauss}(\sigma). \quad (2.24)$$

If the random variable is not zero-mean the above means that $X - \mathbb{E}X$ satisfies (2.22).

Clearly a zero-mean Gaussian random variable is sub-Gaussian. A more interesting example is a zero-mean random variable which is bounded almost surely, that is, $|X| \leq C$, a.s., for some constant $C > 0$. It is not hard to see that the sum of independent sub-Gaussian random variables with standards $\sigma_i$ is sub-Gaussian with standard $\left(\sum_i \sigma_i^2\right)^{1/2}$.

It follows from (2.23) and Markov inequality [46] that for $\lambda, t \in [0, \infty)$,

$$\mathbb{P}(X \geq t) = \mathbb{P}(e^{\lambda X} \geq e^{\lambda t}) \leq e^{-\lambda t} \mathbb{E}e^{\lambda X} \leq \exp\left(\frac{\sigma^2 \lambda^2}{2} - \lambda t\right). \quad (2.25)$$
The right-hand side is minimized by taking \( \lambda = \frac{t}{\sigma^2} \), leading to
\[
P(X \geq t) \leq \exp \left( -\frac{t^2}{2\sigma^2} \right), \quad t \geq 0.
\] (2.26)

Since the same inequality holds for \( X \) replaced by \(-X\), we get an inequality of the form (2.22) with \( c_1 = 2 \), \( c_2 = (2\sigma^2)^{-1} \) and \( \varepsilon = \infty \). We also get the following, the special case of which for bounded random variables is called the Hoeffding inequality.

**Lemma 1.** Let \( X_i \sim \text{SubGauss}(\sigma_i) \), \( i = 1, \ldots, n \) be independent. Then,
\[
P\left( \left| \sum_i (X_i - \mathbb{E}X_i) \right| > t \right) \leq 2 \exp \left( -\frac{t^2}{2\sum_i \sigma_i^2} \right), \quad t \in [0, \infty).
\] (2.27)

**Sub-Exponential variables**

If a zero-mean random variable \( X \) satisfies (2.23) only on a neighborhood of zero, say for \( \lambda \in (-\Lambda, \Lambda) \), we call it sub-exponential with parameters \( \sigma \) and \( \Lambda \), denoted as
\[
X \sim \text{SubExp}(\sigma, \Lambda).
\] (2.28)

If \( X \) is not zero-mean, the above means that \( X - \mathbb{E}X \) satisfies the necessary condition. There are alternative characterizations of sub-exponentiality. For example, the above definition is equivalent, under \( \mathbb{E}X = 0 \), to either of the following two:

1. \( \mathbb{E}e^{\lambda X} < \infty \), \( \lambda \in (-\Gamma, \Gamma) \), for some \( \Gamma > 0 \),
2. \( \mathbb{E}e^{\lambda_0 |X|} < \infty \), for some \( \lambda_0 > 0 \).

This first one is called Cramér condition. As an example, let \( X \sim N(0, 1) \); then \( \mathbb{E}e^{\lambda X^2} = (1 - 2\lambda)^{-1/2} \) for \( \lambda \in (-\infty, \frac{1}{2}) \), and \( \infty \) otherwise. Thus, \( X^2 - 1 \) satisfies the Cramér condition on \((-\frac{1}{2}, \frac{1}{2})\), hence it is sub-exponential; or according to our convention one just says that \( X^2 \) is sub-exponential. It is easy to show that sums of independent sub-exponential random variables are sub-exponential. Recall that a chi-square random variable with \( n \) degrees of freedom, denoted as \( \chi^2_n \), is the sum of squares of \( n \) independent standard Gaussian random variables. It follows that \( \chi^2_n \) is sub-exponential.

For a (zero-mean) sub-exponential random variable, we still have (2.25) but only for \( \lambda \in (-\Lambda, \Lambda) \). If \( t/\sigma^2 < \Lambda \), the right-hand side (RHS) is again minimized at \( \lambda = t/\sigma^2 \) and we get the sub-Gaussian type bound (2.26). If \( t/\sigma^2 \geq \Lambda \), the infimum of RHS is achieved as \( \lambda \uparrow \Lambda \), leading to the sub-exponential type bound
\[
P(X \geq t) \leq \exp \left( \frac{\sigma^2 \Lambda^2}{2} - \Lambda t \right) \leq \exp \left( -\frac{\Lambda t}{2} \right).
\] (2.29)
The two bounds can be summarized as
\[ \mathbb{P}(X \geq t) \leq \exp\left(-\min \left\{ \frac{t^2}{2\sigma^2}, \frac{At}{2} \right\}\right), \quad t \in [0, \infty). \] (2.30)

Note that in a neighborhood of zero we still have a bound of the form (2.22). We also have.

**Lemma 2.** Let \( X_i \sim \text{SubExp}(\sigma_i, \Lambda), \ i = 1, \ldots, n \). Then,
\[ \mathbb{P}\left( \left| \sum_i (X_i - \mathbb{E}X_i) \right| > t \right) \leq 2 \exp\left(-\min \left\{ \frac{t^2}{2\sum_i \sigma_i^2}, \frac{At}{2} \right\}\right), \quad t \in [0, \infty). \] (2.31)

The special case of the above for a \( \chi^2_n \) random variable is frequently used in this thesis. In particular, there is a constant \( t_0 > 0 \) such that
\[ \mathbb{P}\left( \left| \frac{\chi^2_n}{n} - 1 \right| > t \right) \leq 2 \exp\left(-\frac{nt^2}{2}\right), \quad t \leq t_0. \]

More refined versions of \( \chi^2 \) concentration are discussed in §3.A. There are other variations on Lemma 1 and Lemma 2. For example, using variance information, one can obtain Bernstein type inequalities. These inequalities are also closely tied with another characterization of sub-Gaussian and sub-exponential random variables, namely, one in terms of the order of growth of their moments. For example, a random variable \( X \) is sub-Gaussian, if and only if \( \mathbb{E}|X|^p \leq K \sqrt{p} \) for some constant \( K > 0 \) and all \( p \geq 1 \). For a more details, we refer to [25, 98].

**Vector-valued variables**

It is possible to extend results of the form (2.22) to random vectors, random matrices and with some success even to random elements of a general Banach space. In such cases, one is usually interested in bounding the deviation \( \|X - \mathbb{E}X\| \) for some appropriate norm \( \|\cdot\| \). For example, consider a random vector \( X \in \mathbb{R}^p \) with sub-Gaussian entries, \( X_i \sim \text{SubGauss}(\sigma_i) \). Let \( \sigma_\infty := \|(\sigma_i)\|_\infty \). Then, a simple application of union bound combined with the above exponential bounds yields
\[ \mathbb{P}\left( \|X - \mathbb{E}X\|_\infty > t \right) \leq 2p \exp\left(-\frac{t^2}{2\sigma_\infty}\right), \quad t \in [0, \infty). \] (2.32)

By the equivalence of norms on finite-dimensional spaces, this inequality can be translated to deviations in other norms.

A more interesting deviation bound along these lines is the Ahlswede-Winter matrix bound [1, 98, 91] for the deviations of the form \( \|S_n - \mathbb{E}S_n\|_2 \) where \( S_n = \sum_{i=1}^n X_i \) with \( X_i \) are independent random matrices with controlled entries. It is interesting in that the proof
uses the matrix analogue of Chernoff bounding. For a version of the bound see Lemma 26 in §4.A.2.

Bounds similar to (2.32) and also the Ahlswede-Winter explicitly depend on the dimension \( p \) of the vectors (or matrices) involved. Using martingale techniques, one can obtain bounds on the deviations of the form \( \| S_n \| - E \| S_n \| \), where \( S_n \) is the sum of independent random elements, that do not explicitly depend on the dimension of the random elements. In particular, these bounds hold for (controlled) random elements in a Banach space. We refer to [66] for details.

**Gaussian concentration**

Another rather powerful approach in obtaining concentration inequalities which goes beyond sums of independent random elements is using the concentration of underlying measures. We briefly mention the idea here, focusing on the Gaussian measure; the interested reader is referred to [65] for thorough discussions. Consider a metric space \((\Omega, d)\) equipped with a Borel probability measure \( \mu \). For any Borel set \( A \), let \( A^\varepsilon = \{ \omega \in \Omega : d(\omega, A) < \varepsilon \} \) be the \( \varepsilon \)-neighborhood of \( A \). Also, let \( A^{\varepsilon c} \) denote the complement of \( A^\varepsilon \). The measure \( \mu \) has Gaussian (or normal) concentration if there are constants \( C, c > 0 \) such that for all \( A \) with \( \mu(A) \geq \frac{1}{2} \),

\[
\mu(A^{\varepsilon c}) \leq C \exp(-c \varepsilon^2), \quad \varepsilon > 0.
\]

(2.33)

In particular, let \( \gamma^p \) denote canonical Gaussian measure on \( \mathbb{R}^p \) with density \((2\pi)^{-p/2} e^{-\|x\|^2/2}\) with respect to Lebesgue measure. One can show that \( \gamma^p \) viewed as a (Borel) probability measure on \((\mathbb{R}^p, \| \cdot \|_2)\) satisfies (2.33) with \( C = 1 \) and \( c = \frac{1}{2} \). (This is sometimes called *dimension free* concentration as the constants do not depend on \( p \).)

If a measure \( \mu \) satisfies (2.33), the Lipschitz functions on \((\Omega, d)\) satisfy a concentration inequality of the form (2.22). For functions \( f : \Omega \to \mathbb{R} \), the Lipschitz seminorm is defined as

\[
\| f \|_L := \sup_{\omega \neq \omega'} \frac{|f(\omega) - f(\omega')|}{d(\omega, \omega')}.
\]

A function \( f \) is Lipschitz if \( \| f \|_L < \infty \). By looking at \( f / \| f \|_L \) we can (and will) restrict our attention to 1-Lipschitz functions, i.e., those with \( \| f \|_L = 1 \).

A median of \( f \) with respect to \( \mu \) is a number \( m_f \) such that both \( \mu(\{ f \geq m_f \}) \) and \( \mu(\{ f \leq m_f \}) \) are greater that or equal to \( \frac{1}{2} \). Take \( A = \{ f \leq m_f \} \), so that \( \mu(A) \geq \frac{1}{2} \). Then, it is easily verified that \( A^\varepsilon \subset \{ f < m_f + \varepsilon \} \). (To see this, pick \( x \in A^\varepsilon \). Then, by definition, there exists \( y \in A \) such that \( d(x, y) < \varepsilon \). It follows that \( f(x) < f(y) + \varepsilon \leq m_f + \varepsilon \).) Hence, (2.33) implies

\[
\mu(\{ f \geq m_f + \varepsilon \}) \leq C \exp(-c \varepsilon^2), \quad \varepsilon > 0.
\]
By applying the same argument to $-f$ and combining the results, we get the two sided bound
\[
\mu(\{|f - m_f| \geq \varepsilon\}) \leq 2C \exp(-c\varepsilon^2), \quad \varepsilon > 0 \tag{2.34}
\]
which shows sharp concentration of $f$ around its median. One can show that, in fact, having concentration inequalities for Lipschitz functions is equivalent to having \eqref{eq:2.33} for the underlying measure. Letting $\mu_f := \int f d\mu$ denote the mean of $f$ and integrating \eqref{eq:2.34} over $\varepsilon \in (0, \infty)$ one obtains that $f$ is integrable and $|\mu_f - m_f| \leq C\sqrt{\pi}$. Hence by modifying the constants appropriately, one also has concentration of $f$ around its mean,
\[
\mu(\{|f - \mu_f| \geq \varepsilon\}) \leq C' \exp(-c'\varepsilon^2), \quad \varepsilon > 0.
\]
This, in particular holds for 1-Lipschitz functions on a Gaussian space. In this case, using different techniques, it is in fact possible to obtain concentration around the mean without the need to modify the constants. We summarize this useful result in the following lemma (cf. \cite{66, 65}).

**Lemma 3.** Let $X_i, i = 1, \ldots, p$ be i.i.d. $N(0, 1)$. Let $f : \mathbb{R}^p \to \mathbb{R}$ be 1-Lipschitz with respect to $\|\cdot\|_2$ on $\mathbb{R}^p$ and let $f = f(X_1, \ldots, X_p)$. Then, $E|f| < \infty$ and
\[
P(\{|f - E f| > t\}) \leq 2 \exp \left(-\frac{t^2}{2}\right), \quad t > 0. \tag{2.35}
\]

### 2.4 PCA and its SDP formulation

As mentioned before, principal component analysis (PCA) is the central theme of this thesis. In this section, we briefly introduce it and discuss a lesser known semidefinite programming (SDP) formulation of it. We then review its consistency in the classical setting and some recent inconsistency results in the high-dimensional setting. Our focus will be on the first principal component.

**PCA as subspace of maximal variance**

Consider a collection of data points $x_i, i = 1, \ldots, n$ in $\mathbb{R}^p$, drawn i.i.d. from a distribution $\mathbb{P}$. We denote the expectation with respect to this distribution by $E$. For simplicity, a generic point from the distribution is denoted as $x$. Assume that the distribution is centered, i.e., $E x = 0$, and that $E \|x\|^2 < \infty$. We usually collect $\{x_i\}$ in a matrix $X \in \mathbb{R}^{n \times p}$. Thus, $x_i$ represents the $i$-th row of $X$. Let $\Sigma$ and $\hat{\Sigma} = \hat{\Sigma}_n$ denote the population covariance and the sample covariance, respectively; more specifically,
\[
\Sigma := E xx^T, \quad \hat{\Sigma} := \frac{1}{n} X^T X = \frac{1}{n} \sum_{i=1}^n x_i x_i^T. \tag{2.36}
\]
The first principal component (PC) of the distribution $P$ is a vector $z^* \in \mathbb{R}^p$ satisfying
\[ z^* \in \arg \max_{\|z\|_2 = 1} \mathbb{E}(z^T x)^2, \quad (2.37) \]
that is, $z^*$ is a direction such that the projection of the distribution along which has maximal variance. We should warn the reader that some authors call the projection $((z^*)^T x) z^*$ or even $(z^*)^T x$ the first principal component of $x$. To avoid confusion, we call these the first principal projection and the first principal coordinate of $x$, respectively. Noting that $\mathbb{E}(z^T x)^2 = \mathbb{E}(z^T x)(x^T z) = z^T(\mathbb{E}xx^T)z$, we obtain
\[ z^* \in \arg \max_{\|z\|_2 = 1} z^T \Sigma z. \quad (2.38) \]
By a well-known result in linear analysis, called Rayleigh-Ritz or Courant-Fischer theorem [15, 54, 42], (2.38) is the variational characterization of maximal eigenvectors of $\Sigma$. In the notation introduced in §2.1.2, $z^* = \vartheta_{\text{max}}(\Sigma)$. If there are multiple maximal eigenvectors, any one of them satisfies (2.38) and can be taken as the first principal component.

The second PC is obtained by removing the contribution from the first PC and applying the same procedure; that is, obtaining the first PC of $x - ((z^*)^T x) z^*$. The subsequent PCs are obtained recursively until all the variance in $x$ is explained, i.e., the remainder is zero. In case of ambiguity, one chooses a direction orthogonal to all the previous components. Thus, PCs form an orthonormal basis for the eigen-space of $\Sigma$ corresponding to nonzero eigenvalues.

**PCA as best linear approximation**

A slightly different viewpoint on PCA is through a linear approximation framework. Let $\mathcal{P}_1$ be the collection of all rank-one projection operators on $\mathbb{R}^p$. That is,
\[ \mathcal{P} = \{ zz^T : z \in S^{p-1} \}. \]
Pick some $P \in \mathcal{P}_1$. For any vector $x \in \mathbb{R}^p$, we think of $Px$ as an approximation of $x$. When $x \sim \mathbb{P}$ is random, $\mathbb{E}\|x - Px\|_2^2$ measures the approximation error, in an average sense. We can now find the “best” $P$ in the restricted class $\mathcal{P}_1$, as
\[ P^* = \arg \min_{P \in \mathcal{P}_1} \mathbb{E}\|x - Px\|_2^2. \quad (2.39) \]
It is not hard to see that this formulation is equivalent to (2.37); indeed, it is equivalent to maximizing $\mathbb{E}\langle x, Px \rangle_2$. In particular, $P^* = z^*(z^*)^T$ where $z^*$ is the principal component of the distribution of $x$. The above easily generalizes, by replacing $\mathcal{P}_1$ with $\mathcal{P}_d$, the class of rank $d$ projection operators.
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SDP formulation

Let us now derive a SDP equivalent to (2.38). By a property of the trace, \( \text{tr}(z^T \Sigma z) = \text{tr}(\Sigma zz^T) \). For a matrix \( Z \in \mathbb{R}^{p \times p} \), \( Z \succeq 0 \) and \( \text{rank}(Z) = 1 \) is equivalent to \( Z = zz^T \) for some \( z \in \mathbb{R}^p \). Imposing the additional condition \( \text{tr}(Z) = 1 \) is equivalent to the additional constraint \( \|z\|_2 = 1 \). Dropping the \( \text{rank}(Z) = 1 \), we obtain a relaxation of (2.38) as follows

\[
Z^* \in \arg \max_{Z \succeq 0, \text{tr}(Z)=1} \text{tr}(\Sigma Z). \tag{2.40}
\]

It turns out that this relaxation is in fact exact. That is,

**Lemma 4.** There is always a rank one solution \( Z^* = z^*(z^*)^T \) of (2.40) where \( z^* = \vartheta_{\text{max}}(\Sigma) \).

**Proof.** It is enough to show that for all \( Z \) feasible for (2.40), one has \( \text{tr}(\Sigma Z) \leq \lambda_{\text{max}}(\Sigma) \). Using the EVD of \( Z = \sum_i \lambda_i u_i u_i^T \), as in (2.6), this is equivalent to \( \sum_i \lambda_i u_i^T \Sigma u_i \leq \lambda_{\text{max}}(\Sigma) \). But this is true, by (2.38) and \( \sum_i \lambda_i = 1 \). \(\square\)

As the optimization problem in (2.40) is over the cone of semidefinite matrices \( (Z \succeq 0) \) with an objective and extra constraints which are linear in \( Z \), the problem (2.40) is a textbook example of a SDP. The SDPs belong to the class of conic programs for which fast methods of solution are currently available. For more information about semidefinite programming, see [23, 96].

Noisy samples

In practice, of course, one does not have access to the population covariance, but instead must rely on a “noisy” version of the form

\[
\hat{\Sigma} = \Sigma + \Delta, \tag{2.41}
\]

where \( \Delta = \Delta_n \) denotes a random noise matrix, typically arising from having only a finite number of samples. Unless otherwise stated, we assume the estimate \( \hat{\Sigma} \) to be the usual sample covariance, as in (2.36). One then applies the procedure described above to \( \hat{\Sigma} \), instead of \( \Sigma \), and obtains the sample principal components. This is what is usually referred to as principal component analysis. A natural question in assessing the performance of PCA is under what conditions the sample PCs (i.e., based on \( \hat{\Sigma} \)) are consistent estimators of their population analogues.

2.4.1 Classical consistency theory (fixed \( p \), large \( n \))

In the classical theory of PCA, the model dimension \( p \) is viewed as fixed, and asymptotic statements are established as the number of the observations \( n \) tends to infinity. With this scaling the influence of the noise matrix \( \Delta \) dies off, so that the sample eigenvectors and eigenvalues are \( \sqrt{n} \)-consistent estimators of their population analogues.
To be more specific, by the results of §2.2, the errors in the sample eigenvalues and eigenvectors (or projection operators) relative to the population versions are \( O(\|\Delta_n\|_2) = O(\|\hat{\Sigma}_n - \Sigma\|_2) \). By the strong law of large number [e.g., 94, 60], \( \Delta_n \to 0 \) as \( n \to \infty \), almost surely, element-wise. Since \( p \) is fixed, \( \|\Delta_n\|_\infty = \max_{i,j} |[\Delta_n]_{ij}| \to 0 \), almost surely. Recall that all norms on a finite-dimensional vector space are equivalent with constants depending on the dimension [21, Chap. 4]. That is, all norms on \( \mathbb{S}^p \) are equivalent up to constants depending on \( p \) which itself is constant. In particular,

\[
\|\Delta_n\|_2 \leq p^2 \|\Delta_n\|_\infty \xrightarrow{a.s.} 0, \tag{2.42}
\]

proving strong consistency. Furthermore, since by the multivariate central limit theorem [e.g., 94, 60], we have \( \|\Delta_n\|_\infty = \mathcal{O}_p(n^{-1/2}) \), it follows that \( \|\Delta_n\|_2 = \mathcal{O}_p(n^{-1/2}) \). This provides the rate of convergence for the sample eigenvalues and eigenvectors and proves \( \sqrt{n} \)-consistency\(^1\).

### 2.4.2 Random Matrix Theory

Before considering the high-dimensional performance of PCA, we review some relevant parts of random matrix theory [9, 6, 57]. Classical random matrix theory goes back to the observation of Wigner that the empirical distribution of the eigenvalues of an \( n \)-by-\( n \) (symmetric) Gaussian matrix (or more precisely Gaussian ensemble) converges almost surely, as \( n \to \infty \), to a semicircle law [103]. This result was later refined and extended to include a large class of random symmetric matrices, with i.i.d. entries on and above diagonal, satisfying some mild moment conditions; see [9, 6] and the reference therein.

#### Marchenko-Pastur law

A similar behavior is observed for the sample covariance which is of interest to us. To state the result, consider a data matrix\(^2\) \( X = (x_{ij}) \in \mathbb{R}^{n \times p} \) and the corresponding sample covariance matrix \( \hat{\Sigma}_n = \frac{1}{n} X^T X \in \mathbb{S}_+^p \), as in §2.4. One can look at the empirical distribution of the eigenvalues of \( \hat{\Sigma}_n \), which we denote in this section as \( \mu_{\hat{\Sigma}_n} \); this is a (discrete) probability measure, putting equal mass at each eigenvalue, that is

\[
\mu_{\hat{\Sigma}_n} := \frac{1}{p} \sum_{j=1}^{p} \delta_{\lambda_j(\hat{\Sigma}_n)}
\]

where \( \delta_x \) denotes a unit point mass at \( x \) (or Dirac delta measure at \( x \)). Note that \( \mu_{\hat{\Sigma}_n} \) is a random measure.

---

\(^1\)Here and elsewhere \( \mathcal{O}_p(\cdot) \) denotes a stochastic “O” notation as is common in treatments of asymptotics in classical statistics. In short, \( X_n = \mathcal{O}_p(a_n) \) means that \( \{a_n^{-1} X_n\} \) is a tight sequence, that is, it is a bounded sequence in a probabilistic sense. See [94] for more details.

\(^2\)To be precise, we consider a doubly infinite array of elements \( \{x_{ij}\} \) and for each \( n \) and \( p = p(n) \), take \( X = X_n \) to be the \( n \)-by-\( p \) section of it, located at the upper-left corner, for example. We then have a well-defined model which we can study as \( n \to \infty \).
**Theorem 3.** Assume \( \{x_{ij}\} \) to be i.i.d. mean zero, with variance \( \sigma^2 \). Let \((n, p) \to \infty \) such that \( p/n \to \alpha \in (0, \infty) \). Then, with probability one, \( \mu_{\hat{\Sigma}_n} \) converges weakly to

\[
\mu_{MP} = \begin{cases} 
\nu, & \text{if } \alpha \in (0, 1] \\
(1 - \alpha^{-1})\delta_0 + \nu, & \text{if } \alpha \in (1, \infty)
\end{cases}
\]

where \( \nu \) is absolutely continuous w.r.t. Lebesgue measure \((dx)\) with density

\[
\frac{d\nu}{dx}(x) = \frac{1}{2\pi\sigma^2} \frac{\sqrt{(b_+ - x)(x - b_-)}}{\alpha x} 1\{x \in [b_-, b_+]\}
\]

where \( b_\pm = \sigma^2(1 \pm \sqrt{\alpha})^2 \).

The theorem was originally proved, under stronger conditions, by Marchenko and Pastur [67], in whose honor the limiting distribution is now called. The form stated above follows from a result due to Yin [106], see also [9]. Note that in the case where \( \alpha > 1 \), Marchenko-Pastur distribution has a point mass at 0, represented by \( \delta_0 \) in (2.43).

Fig. 2.2 shows the plots of the Marchenko-Pastur density for \( n = 2000 \) and two values of \( \alpha = p/n \), namely 0.1 and 0.6. The important observation here is that while the expected value of \( \hat{\Sigma}_n \), which is equal to \( \sigma^2I_p \) under assumptions, has all its eigenvalues concentrated at 1, the sample covariance itself, asymptotically, shows a spread of the eigenvalues around 1, with the smallest and largest eigenvalues tending towards the extreme points of the support of the density. Fig. 2.2 also shows the normalized histogram of the eigenvalues of a single Gaussian random matrix with \( \sigma^2 = 1 \). One observes that the simulation gets very close to the theoretical prediction even at samples of size \( n = 2000 \).

The statement above about the limiting behavior of the extreme eigenvalues does not immediately follow from Theorem 3, though separate results have established this intuitive observation. The first result in this direction was due to Gemen [43] which established convergence of largest eigenvalue of \( \hat{\Sigma}_n \) to \( b_+ \), under some growth conditions on moments of...
\{x_{ij}\}. Subsequent results relaxed the conditions to the finiteness of only the fourth moment (see [9, Chap. 5] for the intermediate results). The following is from [10] (cf. [9, Thm. 5.11]).

**Theorem 4** (Bai-Yin). Assume \{x_{ij}\} to be i.i.d. with mean zero, variance \sigma^2 and finite fourth moment. Let \(p/n \to \alpha\) as \(n \to \infty\). Then, almost surely

\[
\lim_{n \to \infty} \lambda_{\max}(\hat{\Sigma}_n) = \sigma^2(1 + \sqrt{\alpha})^2, \quad \alpha \in (0, \infty),
\]

(2.44)

\[
\lim_{n \to \infty} \lambda_{\min}(\hat{\Sigma}_n) = \sigma^2(1 - \sqrt{\alpha})^2, \quad \alpha \in (0, 1).
\]

(2.45)

These theorems suggest a dramatic failure of the \(\hat{\Sigma}_n\) as an estimate of the population covariance, in the so called “high-dimensional setting” where \(p\) (data dimension) and \(n\) (sample size) go to infinity simultaneously. It also hints at the breakdown of multivariate methods, such as PCA, which base their inference on the sample covariance \(\hat{\Sigma}_n\). To be more specific, recall that \(\Sigma = E\hat{\Sigma}_n = \sigma^2 I_p\) and note that

\[
\|\hat{\Sigma}_n - \Sigma\|_2 = \max_j |\lambda_j(\hat{\Sigma}_n - \sigma^2 I_p)|
\]

\[
= \max_j |\lambda_j(\hat{\Sigma}_n) - \sigma^2| = \max\{|\lambda_{\min}(\hat{\Sigma}_n) - \sigma^2|, |\lambda_{\max}(\hat{\Sigma}_n) - \sigma^2|\}.
\]

Hence, by Theorem 4, for \(\alpha \in (0, 1)\),

\[
\lim_{n \to \infty} \|\hat{\Sigma}_n - \Sigma\|_2 = \sigma^2(2\sqrt{\alpha} + \alpha) > 0
\]

(2.46)

which clearly is nonzero. That is, \(\hat{\Sigma}_n\) is not an operator-norm consistent estimate of \(\Sigma\). In particular, the argument in §2.4.1 for consistency of PCA does not go through and in fact, we will see shortly that PCA is not consistent unless \(p/n \to 0\) (cf. §2.4.3).

The inconsistency of \(\hat{\Sigma}\) has lead to investigation of covariance structures which lead to consistent estimators in high dimensions. Notable among these are sparse covariance estimation methods, for example, by thresholdings [18, 39] or by \(\ell_1\)-regularization [31, 108].

**Non-asymptotic results**

Let us briefly look at some non-asymptotic results which closely match the asymptotic behavior discussed above. These types of results and their extensions, combined with concentration inequalities discussed in §2.3, are useful in establishing finite sample bounds on the performance of \(M\)-estimators which base their estimates on large random matrices.

We will focus on the classical case of a Gaussian matrix \(W\) with independent entries.

**Theorem 5** (Gordon). Consider \(W \in \mathbb{R}^{n \times p}\) with i.i.d. standard Gaussian entries. Then,

\[
\sqrt{n} - \sqrt{p} \leq \mathbb{E} \sigma_{\min}(W) \leq \mathbb{E} \sigma_{\max}(W) \leq \sqrt{n} + \sqrt{p}.
\]

(2.47)
Recall that $\sigma_{\text{max}}(W)$, for example, denotes the maximum singular value of $W$. The proof is based on Slepian’s inequality and its generalization by Gordon to minimax of Gaussian processes [66, Section 3.3]. We refer the reader to [34] for details of the proof. However, we provide a sketch below as the technique will be useful to us in subsequent chapters.

We will only consider the proof of upper bound which is based on the Slepian’s inequality, a form of “comparison inequality” for suprema of Gaussian process. We state it below for future reference. (See, [66, Section 3.3] for the proof.)

**Lemma 5** (Slepian). Consider two Gaussian processes $(X_t)_{t \in T}$ and $(Y_t)_{t \in T}$ whose increments satisfy $E|X_s - X_t|^2 \leq E|Y_s - Y_t|^2$ for all $s, t \in T$. Then,

$$E\sup_{t \in T} X_t \leq E\sup_{t \in T} Y_t$$

Theorem 5 is proved by considering a Gaussian process $X_{u,v} = \langle W_u, v \rangle$ indexed by $(u, v) \in S^{p-1} \times S^{n-1}$ and comparing it with the process $Y_{u,v} = \langle g, u \rangle + \langle h, v \rangle$, where $g \in \mathbb{R}^p$ and $h \in \mathbb{R}^n$ are Gaussian vectors with i.i.d. standard entries. One then verifies that the increment inequality of Lemma 5 holds, hence the expected supremum of the $Y$-process dominates that of $X$-process. It is easy to verify using SVD of $W$, that supremum of $X$-process over its index set is $\sigma_{\text{max}}(W)$. Using Jensen’s inequality one can bound the supremum of $Y$-process as $\sqrt{n} + \sqrt{p}$. Modifications and extensions to this result will be presented in Chapters 3 and 5, where the argument is carried out in more details.

Combining the result of Theorem 5 with Lemma 3 on concentration of Lipschitz functions of Gaussian vectors, we can obtain full probabilistic bounds on singular values of $W$. In particular, treat $W$ as a vector in the Euclidean space $\mathbb{R}^{np}$, the corresponding norm being $\|W\|_{\text{HS}} = (\sum_{i,j} W_{ij}^2)^{1/2}$. As a consequence of Weyl’s Theorem (cf. (2.15)), singular values are 1-Lipschitz functions on this space, i.e., $|\sigma_i(W) - \sigma_i(W')| \leq \|W - W'\|_{\text{HS}}$. Hence, Lemma 3 applies and we obtain the following.

**Corollary 3.** For $W$ of Theorem 5, we have, with probability at least $1 - 2 \exp(-t^2/2)$,

$$\sqrt{n} - \sqrt{p} - t \leq \sigma_{\min}(W) \leq \sigma_{\max}(W) \leq \sqrt{n} + \sqrt{p} + t. \quad (2.48)$$

We note that the above result is of the right order as that predicted by asymptotics of Theorem 4. To see this, assume that $p/n = \alpha < 1$. Let $W = U[S]V^T$ be the (full) SVD of $W$, where $S = \text{diag}(\sigma_1(W), \ldots, \sigma_p(W)) \in \mathbb{R}^{p \times p}$. We have,

$$\frac{1}{n}W^TW - I_p \|_2 \leq \frac{1}{n}S^TS - I_p \|_2 = \max_i \left| \frac{\sigma_i^2(W)}{n} - 1 \right|.$$ 

Taking $t = \varepsilon\sqrt{p}$ for some fixed $\varepsilon > 0$, in Corollary 3, we have, with probability at least $1 - 2 \exp(-\varepsilon^2 p/2)$ that

$$\left| \frac{\sigma_i(W)}{\sqrt{n}} - 1 \right| \leq (1 + \varepsilon)\sqrt{\alpha}$$
For any $a \geq 0$, we have that $|a-1| \leq \delta$ implies $|a^2-1| \leq 3 \max\{\delta, \delta^2\}$. Letting $\hat{\Sigma}_n = \frac{1}{n} W^T W$ be the sample covariance based on $W$, we obtain

$$\|\hat{\Sigma}_n - I_p\| \leq 3(1 + \varepsilon)^2 \max\{\sqrt{\alpha}, \alpha\}$$

with probability at least $1 - 2 \exp(-\varepsilon p/2)$ which is a non-asymptotic version of (2.46).

Part of the ongoing research in non-asymptotic random matrix theory is to extend these type of results to more general ensembles, for example, matrices with just independent rows of sub-Gaussian vectors; see [98] and the references therein.

### 2.4.3 PCA inconsistency in high-dimensional setting

In this section, we briefly look at some inconsistency results for PCA, in the high-dimensional setting where $(n,p) \to \infty$. We will focus on the spiked covariance model proposed by [58], as this will be our model for the discussion of sparse PCA in Chapter 3. We further focus on a single-spiked model here.

Recall from §2.4 that in the context of PCA, we observe data points $\{x_1, \ldots, x_n\}$ i.i.d. from a distribution with population covariance matrix $\Sigma = \mathbb{E} x_1 x_1^T$. The (single) spiked covariance model assumes the following structure on $\Sigma$,

$$\Sigma = \beta z^*(z^*)^T + I_p$$

where $\beta > 0$ is some positive constant, interpreted as a measure of signal-to-noise ratio (SNR). It is easily verified that the eigenvalues of $\Sigma$ are all equal to 1 except for the largest one which is $1 + \beta$. It follows that $z^*$ is the leading PC for $\Sigma$. One then forms the sample covariance $\hat{\Sigma}$ as in §2.4 and obtains its maximal eigenvector, $\hat{z}$, hoping that $\hat{z}$ is a consistent estimate of $z^*$.

This unfortunately does not happen unless $p/n \to 0$ as shown by Paul and Johnston [75] among others (see also [57]). More specifically, under technical conditions, as $(p,n) \to \infty$ while $p/n \to \alpha > 0$, asymptotically, the following phase transition occurs:

$$\langle \hat{z}, z^* \rangle_2 \to \begin{cases} 
0, & \beta \leq \sqrt{\alpha} \\
\frac{1 - \alpha/\beta^2}{1 + \alpha/\beta^2}, & \beta > \sqrt{\alpha}.
\end{cases}$$

(2.50)

Note that $\langle \hat{z}, z^* \rangle_2$ measures cosine of the angle between $\hat{z}$ and $z^*$ and is related to the projection 2-distance between the corresponding 1-dimensional subspaces. (See §2.2 for definition of projection 2-distance.)

---

3. To see this, note that $|a-1| \leq \delta$ implies $a + 1 \leq 1 + \delta + 1 \leq 3 \max\{\delta, 1\}$, hence $|a^2-1| = (a+1)|a-1| \leq 3 \max\{\delta, 1\} \delta$.

4. There is sign ambiguity in $\hat{z}$; or rather we have a freedom in choosing the sign of $z^*$. We will assume that $\hat{z}$ matches $z^*$ in sign, it the sense that $\langle \hat{z}, z^* \rangle \geq 0$. 

In particular, neither case in (2.50) shows consistency, i.e., $\langle \hat{z}, z^* \rangle_2 \to 1$. Interestingly, if the SNR $\beta$ is below some threshold, $\hat{z}$ is asymptotically orthogonal to $z^*$, a complete opposite of consistency.

This has led to research on additional structure/constraints that one may impose on $z^*$ to allow for consistent estimation. As already mentioned, one such constraint is sparsity which will be the focus of our Chapter 3. Let us mention that there are other approaches to high-dimensional analysis of PCA, notable among them is the High-Dimension Low Sample Size (HDLSS) setting where one fixes the sample size $n$ and lets the dimension $p$ go to infinity. The HDLSS framework was introduced by Hall et. al. [50]; further analysis is provided by Ahn et. al. [2].

### 2.5 Hilbert spaces and reproducing kernels

We will need some facts on Hilbert spaces and functional analysis in general which we will review here. This material is mainly used from Chapter 4 onward. Details can be found in any standard text on functional analysis [21, 29, 64, 97].

We recall that a Hilbert space is a complete inner product space; it is usually used as an infinite-dimensional analogue of the Euclidean space. We occasionally represent the inner product of a Hilbert space $\mathcal{H}$ as $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ and the norm it induces as $\| \cdot \|_{\mathcal{H}}$; we might omit the subscript if $\mathcal{H}$ is understood from the context. Particular example of interest to us is when $\mathcal{H}$ is a space of functions $f : \mathcal{X} \to \mathbb{R}$ on some domain $\mathcal{X}$ (usually a subset of $\mathbb{R}^d$). As a more specific example, consider $\mathcal{X} \subset \mathbb{R}^d$ and let $\mathbb{P}$ be a (Borel) probability measure on $\mathcal{X}$. Then, we have the space $L^2 := L^2(\mathcal{X}, \mathbb{P})$ of (equivalence classes$^5$) of square-integrable functions, defined as

$$L^2(\mathcal{X}, \mathbb{P}) := \left\{ f : \mathcal{X} \to \mathbb{R} \mid \int f^2 d\mathbb{P} < \infty \right\}.$$  

This space becomes a Hilbert space with the inner product $\langle f, g \rangle_{L^2} := \int f g d\mathbb{P}$, for $f, g \in L^2$.

We now summarize some key elements of the theory; $\mathcal{H}$ and $\mathcal{K}$ will be real Hilbert spaces; all Hilbert spaces are assumed over reals, unless otherwise stated.

- Linear operators and functionals: The basic objects of study are linear maps between Hilbert spaces, called (linear) operators, and linear maps from a Hilbert space to real numbers, called (linear) functionals. The collection of linear functionals on a Hilbert space is called its algebraic dual.

- Operator norm: For an operator $L : \mathcal{H} \to \mathcal{K}$, its operator norm is defined as

$$\| L \| := \| L \|_{\mathcal{H}, \mathcal{K}} := \sup_{\| x \|_{\mathcal{H}} \leq 1} \| Lx \|_{\mathcal{K}} = \sup_{\| x \|_{\mathcal{H}} = 1} \| Lx \|_{\mathcal{K}} = \sup_{x \neq 0} \frac{\| Lx \|_{\mathcal{K}}}{\| x \|_{\mathcal{H}}}.$$  

\hspace*{1cm} (2.51)

When dealing with $L^p$ spaces, one usually identifies functions that are equal almost surely. This is so that we have $\| f \|_{L^2} = 0$ implies $f = 0$, making $\| \cdot \|_{L^2}$ a legitimate norm.
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• Boundedness and continuity: When $\|L\| < \infty$, $L$ is called a bounded operator. One then shows that for an operator, boundedness, continuity everywhere and continuity at the origin are all equivalent. We will denote the collection of bounded operators from $\mathcal{H}$ to $\mathcal{K}$ as $\mathcal{B}(\mathcal{H}, \mathcal{K})$. Taking $\mathcal{K} = \mathbb{R}$, one obtains parallel definitions and results for linear functionals on $\mathcal{H}$. The collection of all bounded linear functionals on $\mathcal{H}$ is called the (topological) dual of $\mathcal{H}$ and denoted as $\mathcal{H}^*$. Deviating slightly from our convention, we let $\|\phi\|_{\mathcal{H}^*}$ denote the norm of a functional $\phi \in \mathcal{H}^*$.

• Riesz-Fréchet representation theorem: states that $\mathcal{H}^*$ is isometrically isomorphic to $\mathcal{H}$. More specifically, for any $\phi \in \mathcal{H}^*$, there is a unique $h_\phi \in \mathcal{H}$ such that $\phi(f) = \langle f, h_\phi \rangle_{\mathcal{H}}$ for all $f \in \mathcal{H}$, and we have $\|\phi\|_{\mathcal{H}^*} = \|h_\phi\|_{\mathcal{H}}$. The map $\phi \mapsto h_\phi$ is usually used to identify the dual space, $\mathcal{H}^*$, with the Hilbert space itself, $\mathcal{H}$.

• Orthonormal basis: A collection $\{\psi_k\} \subset \mathcal{H}$ such that $\|\psi_k\|_{\mathcal{H}} = 1$ and $\langle \psi_k, \psi_j \rangle_{\mathcal{H}} = \delta_{kj}$ for all $k, j$ is called an orthonormal system. If furthermore, any $f \in \mathcal{H}$ can be (uniquely) represented as $f = \sum_k \langle f, \psi_k \rangle \psi_k$ (where the sum converges in $\mathcal{H}$-norm), the collection is called an orthonormal basis. Any Hilbert space has an orthonormal basis which can be taken to be countable if the Hilbert space is separable; a condition which we always assume.

• Projections onto convex sets: For any closed convex set $\mathcal{C} \subset \mathcal{H}$ and any point $h \in \mathcal{H}$, there exists a unique $\hat{h} \in \mathcal{C}$ which is closest to $h$ among all the points of $\mathcal{C}$, i.e., $\|h - \hat{h}\|_2 = \inf_{c \in \mathcal{C}} \|h - c\|_2$. The map $h \mapsto \hat{h}$ is called projection onto convex set $\mathcal{C}$, which we denote as $P_{\mathcal{C}}$.

• Projections onto linear subspaces: An important special case of the above is when $\mathcal{L} \subset \mathcal{H}$ is a closed linear subspace of $\mathcal{H}$. In this case, there is an alternative characterization of the projection map, in terms of the orthogonal complement of $\mathcal{L}$ which is defined as

$$\mathcal{L}^\perp := \{ f \in \mathcal{H} : \langle f, y \rangle_{\mathcal{H}} \text{ for all } y \in \mathcal{L} \}.$$

One can verify that $\mathcal{L}^\perp$ is a closed linear subspace of $\mathcal{H}$.

For any $h \in \mathcal{H}$, its projection onto $\mathcal{L}$ is the unique element $\hat{h} \in \mathcal{L}$ such that $h - \hat{h} \in \mathcal{L}^\perp$. This is sometimes called the “orthogonality principle”: the error $h - \hat{h}$ is orthogonal to the subspace $\mathcal{L}$. From this it follows that $\mathcal{H}$ decomposes into direct sum of $\mathcal{L}$ and $\mathcal{L}^\perp$, represented as,

$$\mathcal{H} = \mathcal{L} \bigoplus \mathcal{L}^\perp,$$

(2.52)

6This type of basis is usually called Schauder basis, in contrast to the linear-algebraic notion of the basis, called the Hamel basis, of which any vector space has one. This later notion refers to a collection of elements of $\mathcal{H}$ such that any $f \in \mathcal{H}$ has a (unique) expansion in terms of a “finite” subcollection.

7This is true even if $\mathcal{L}$ itself is not closed or linear.
meaning that any \( h \in \mathcal{H} \) has a unique decomposition as \( h = y + z \) where \( y \in \mathcal{L} \) and \( z \in \mathcal{L}^\perp \). Another consequence is that \( P_\mathcal{L} \) is a (bounded) linear operator of norm 1 (assuming \( \mathcal{L} \) is not the trivial subspace \( \{0\} \)). For the above reasons, one calls \( P_\mathcal{L} \) the “orthogonal” projection onto \( \mathcal{L} \). We often omit the “orthogonal” label if it is implicitly understood.

- Kernel and image: Recall that for a linear operator \( L : \mathcal{H} \to \mathcal{K} \), its kernel, \( \text{Ker} L \), and its image or range, \( \text{Ra} L \), are defined as
  \[
  \text{Ker} L := \{ x \in \mathcal{H} : Lx = 0 \}, \\
  \text{Ra} L := \{ y \in \mathcal{K} : Lx = y \text{ for some } x \in \mathcal{H} \}.
  \]
  Both are linear subspaces of their respective spaces. For a bounded linear operator, the kernel is always closed, while the image is not necessarily so. For example, for the projection operator, \( P_\mathcal{L} : \mathcal{H} \to \mathcal{H} \), onto a closed linear subspace \( \mathcal{L} \subset \mathcal{H} \), we have \( \text{Ker} P_\mathcal{L} = \mathcal{L}^\perp \) and \( \text{Ra} P_\mathcal{L} = \mathcal{L} \).

- Adjoint: For a linear operator \( T : \mathcal{H} \to \mathcal{K} \), its adjoint \( T^\ast : \mathcal{K} \to \mathcal{H} \) is the unique linear operator satisfying
  \[
  \langle Tx, y \rangle_{\mathcal{K}} = \langle x, T^\ast y \rangle_{\mathcal{H}}, \text{ for all } x \in \mathcal{H}, y \in \mathcal{K}.
  \]
  If \( T \) is bounded so is \( T^\ast \) and we have \( \text{Ker} T^\ast = (\text{Ra} T)^\perp \). In particular, since \( (\text{Ra} T)^\perp = (\text{Ra} T^\ast)^\perp \) we have, the direct sum decomposition\(^8\)
  \[
  \mathcal{K} = \text{Ra} T \bigoplus \text{Ker} T^\ast. \tag{2.53}
  \]
  An operator \( T \in \mathcal{B}(\mathcal{H}, \mathcal{H}) \) is self-adjoint if \( T^\ast = T \). Self-adjoint operators are extensions of symmetric matrices. Projection operators \( P_\mathcal{L} \) introduced above are examples of self-adjoint operators\(^9\).

- Compact operators: A linear operator \( T \) is compact if it maps bounded sets to pre-compact sets (i.e., those whose closures are compact.) As a pre-compact set in a metric space is bounded, compact operators are a subclass of bounded operators. They are in fact a proper subclass as the identity map \( I : \mathcal{H} \to \mathcal{H} \) on an infinite-dimensional Hilbert space is bounded but not compact\(^10\). Moreover, the class of compact operators is a closed linear subspace of bounded operators. Finite-rank operators (i.e., operators \( T \) with finite-dimensional image, i.e., \( \dim \text{Ra} T < \infty \)) are examples of compact operators,\(^11\)

\(^8\) \( \text{Ra} T \) is the closure of \( \text{Ra} T \) and we are relying on that \((2.52)\) is valid for a closed subspace \( \mathcal{L} \).
\(^9\) This is seen by noting that orthogonality principle implies \( \langle P_\mathcal{L} x, y \rangle = \langle P_\mathcal{L} x, P_\mathcal{L} y \rangle = \langle x, P_\mathcal{L} y \rangle \).
\(^10\) This is a consequence of the well-known theorem that the unit ball of an infinite-dimensional normed space is never compact.
\(^11\) Closure is in the topology induced by the operator norm defined in \((2.51)\).
as are their limits. In fact, informally, compact operators behave in many ways like finite-rank operators (in much the same way as compact sets behave mostly like finite sets.) We will use $B_0(H, K)$ to denote compact operators from $H$ to $K$.

- **Spectrum**: of $T \in B(H, H)$ is the collection of “complex” numbers $\lambda$ such that $\lambda I - T$ does not have a bounded inverse, usually denoted as $\sigma(T)$. (Here, $I$ is the identity map on $H$.) One can show\(^\text{12}\) that $\lambda \in \sigma(T)$ if and only if $\lambda I - T$ is not bijective. The points of the spectrum are further classified depending on how $\lambda I - T$ fails to be bijective.

As we will be focusing on compact operators, we are mostly interested in the “point spectrum” of $T$, denoted as $\sigma_p(T)$, which consists of all the (complex) points $\lambda$ such that $\text{Ker}(\lambda I - T) \neq \{0\}$, that is, $\lambda I - T$ is not injective. In analogy with finite dimensional case, an element $\lambda \in \sigma_p(T)$ is called an eigenvalue of $T$, while $\text{Ker}(\lambda I - T)$ is the corresponding eigenspace (i.e., each element is an eigenvector). In general, the point spectrum is a proper subset of the spectrum.

- **Spectrum of a compact operator**: One shows that for $T \in B_0(H, H)$,

$$\sigma(T) = \sigma_p(T) \cup \{0\}.$$ 

Furthermore, $\sigma_p(T)$ is countable and can be ordered as a sequence $\{\lambda_1, \lambda_2, \ldots\}$ so that $\lambda_k \to 0$ as $k \to 0$. Moreover, the eigenspace corresponding to each $\lambda_k$ is finite-dimensional, i.e., $\dim \text{Ker}(\lambda_k I - T) < \infty$. (One might call the aforementioned dimension the multiplicity of $\lambda_k$.)

An important consequence of the above result is that a compact operator on $H$, always has at least one eigenvector.

- **Spectral theorem for compact self-adjoint operator**: is an extension of EVD for symmetric matrices (cf. (2.6)). A simple statement is as follows:

**Theorem 6.** Let $H$ be a (separable) Hilbert space and let $T \in B_0(H, H)$ be self-adjoint. Then, there is an orthonormal basis of $H$ consisting of eigenvectors of $T$.

This theorem is stated in different formats in the literature. For example, let $\{\phi_k\}$ be the orthonormal basis of eigenvectors of $T$ guaranteed above, corresponding to the sequence $\{\lambda_k\}$ of eigenvalues (i.e, $T\phi_k = \lambda_k\phi_k$). Then, any $f \in H$ can be represented as $f = \sum_k \langle x, \phi_k \rangle \phi_k$ which then implies, by continuity and linearity of $T$,

$$Tf = \sum_k \lambda_k \langle f, \phi_k \rangle \phi_k, \quad f \in H. \quad (2.54)$$

\(12\)This is a consequence of inverse mapping theorem, for example.
Another way of expressing the above is in terms of elementary tensors $\phi_k \otimes \phi_k$. We recall that for $h \in \mathcal{H}$, $h \otimes h \in \mathcal{B}(\mathcal{H}, \mathcal{H})$ can be thought of as the rank-one projection onto the span of $\{h\}$. Hence\textsuperscript{13},

$$T = \sum_k \lambda_k \phi_k \otimes \phi_k.$$

The spectral theorem above can be extended to compact operators between two spaces $\mathcal{H}$ and $\mathcal{K}$ which serves as an extension of SVD for general matrices (cf. (2.7)).

Reproducing Kernel Hilbert Spaces (RKHS)

We now turn to a brief review of RKHS theory. The classical reference on the subject is [8]. Here, we follow closely the treatment of [76]. See also [88, Chap. 4]. Again, our Hilbert spaces are mostly over real numbers although the results usually hold for the complex case with minor modifications.

Consider a set $\mathcal{X}$ and let $\mathcal{F}(\mathcal{X}, \mathbb{R})$ be the collection of real-valued functions on $\mathcal{X}$. In other words, $\mathcal{F}(\mathcal{X}, \mathbb{R}) := \mathbb{R}^X$. This is clearly a vector space with the usual operations of addition and scalar multiplication.

- We say that $\mathcal{H}$ is a “reproducing kernel Hilbert space (RKHS)” on $\mathcal{X}$ over $\mathbb{R}$, if
  - $\mathcal{H}$ is a vector subspace of $\mathcal{F}(\mathcal{X}, \mathbb{R})$.
  - $\mathcal{H}$ is a Hilbert space with respect to some inner product.
  - for every $y \in \mathcal{X}$, the “evaluation functional” $\delta_y : \mathcal{H} \to \mathbb{R}$, defined as $\delta_y f := f(y)$ is bounded (equivalently continuous).

- By Riesz-Fréchet theorem, for any $y \in \mathcal{X}$, the bounded linear function $\delta_y$ can be represented by a function $k_y \in \mathcal{H}$. That is, $\delta_y(f) = \langle f, k_y \rangle$ for all $f \in \mathcal{H}$. We can then define the 2-variable “reproducing kernel” for $\mathcal{H}$ as

$$K(x, y) := k_y(x) = \langle k_y, k_x \rangle. \tag{2.55}$$

It is customary to write $K(\cdot, y)$ for $k_y$, so that the “reproducing property” of the kernel can be expressed as

$$\langle f, K(\cdot, y) \rangle = f(y), \quad f \in \mathcal{H}, \ y \in \mathcal{X} \tag{2.56}$$

\textsuperscript{13}We are interpreting the series convergence in the sense of (2.54). It can also be shown that the series converges in the operator norm.
• As an example, consider the space Sobolev space
\[ \mathcal{H} = \{ f : [0, 1] \to \mathbb{R} \mid f \text{ is absolutely continuous, } f(0) = 0 \text{ and } f' \in L^2[0, 1]. \} \]
with the inner product \( \langle f, g \rangle = \int_0^1 f'(t)g'(t)dt \). One verifies that this is an RKHS with kernel \( K(x, y) = \min(x, y) \).

• For an RKHS \( \mathcal{H} \) on \( \mathcal{X} \) with reproducing kernel \( K(\cdot, \cdot) \), we have the following:
  - The linear span of \( \{ k_y : y \in \mathcal{X} \} \) is dense in \( \mathcal{H} \) (in the norm topology).
  - Norm convergence in \( \mathcal{H} \), implies point-wise convergence. That is, \( \| f_n - f \|_\mathcal{H} \to 0 \)
    implies \( f_n(x) \to f(x) \) for all \( x \in \mathcal{X} \). This is a consequence of (2.56) and Cauchy–Schwarz inequality.
  - If \( \{ \psi_k \} \) is an orthonormal basis for \( \mathcal{H} \), then
    \[ K(x, y) := \sum_k \psi(x)\psi(y) \]
    where the series converges pointwise.

• We have the following characterization of reproducing kernels:
  - Two RKHS with equal kernel functions are equal, that is, they contain the same functions and their norms are the same. (By equality of kernels we mean pointwise equality as bivariate functions.)
  - One easily verifies that the reproducing kernel \( K(\cdot, \cdot) \) of a RKHS is positive semidefinite. That is, for any finite collection \( \{ x_1, \ldots, x_n \} \subset \mathcal{X} \), the matrix \( (K(x_i, x_j)) \) is positive semidefinite.

The converse, which is rather deep, is also true: For any positive semidefinite function \( K(\cdot, \cdot) \) on \( \mathcal{X} \), there exists a RKHS on \( \mathcal{X} \) whose reproducing kernel is \( K(\cdot, \cdot) \). This result combined with the previous point shows that there is a one-to-one correspondence between positive semidefinite functions and RKHSs.

### 2.6 Minimax lower bounds via Fano inequality

One of the approaches in deriving minimax lower bounds is through the use of Fano inequality. Here, we give a brief introduction. For more details we refer to [107, 104, 48].
2.6.1 Decision theory and minimax criterion

Consider a collection of probability distributions \( \{ P_\theta, \theta \in \Theta \} \), parametrized with \( \theta \), defined on a common (measurable) space \( X \). The classical decision-theoretic approach to the problem of statistical inference is as follows: we observe a random variable \( X \) distributed according to \( P_\theta \) for some unknown, underlying, true \( \theta \); the goal of us, as statisticians, is to construct an estimator of the (true) parameter, \( \theta \), based on the observation, \( X \), under the assumption that there is a cost, depending on the mismatch between the estimator and (true) \( \theta \), which has to be minimized. We denote the estimator as \( \hat{\theta} = \hat{\theta}(X) \).

Usually, \( P_\theta \) stands for the distribution of \( n \) i.i.d. samples from a simpler distribution. That is, \( P_\theta = Q^\otimes n_\theta \), for some \( Q^\theta \), where the notation \( \otimes_n \) stands for \( n \)-fold product of a measure with itself. In other words, \( X \) consists of \( n \) i.i.d. copies from \( Q^\theta \). We ignore this minor detail in the following.

To formalize the notion of cost, one puts a distance (or metric) \( d \) on \( \Theta \) to measure the discrepancy between \( \theta \) and \( \hat{\theta} \) as \( \ell(d(\theta, \hat{\theta})) \). At a rather abstract level, there is usually another piece to the story, a loss function: an increasing function \( \ell : \mathbb{R}_+ \to \mathbb{R}_+ \) such that \( \ell(0) = 0 \). The cost of a discrepancy \( d(\theta, \hat{\theta}) \) to the statistician is \( \ell(d(\theta, \hat{\theta})) \). It is also customary to call \( \ell(d(\theta, \hat{\theta})) \) the loss function. Common loss functions are \( \ell(x) = x^p \), for \( p > 0 \) and \( \ell(x) = \{ x > \delta \} \). The default for us is \( \ell(x) = x^2 \). Common distances are:

- The \textit{discrete distance} \( 1\{ \theta \neq \hat{\theta} \} \), often used when \( \theta \) takes on discrete values, say \( \Theta \subset \{0, 1\}^d \). We call the corresponding loss \( \ell(d(\theta, \hat{\theta})) = 1\{ \theta \neq \hat{\theta} \} \), the zero-one loss.

- The \( \ell_2 \) distance \( \| \theta - \hat{\theta} \|_2 \) when \( \theta \) takes on real values, say \( \Theta \subset \mathbb{R}^d \). We might call the corresponding loss \( \ell(d(\theta, \hat{\theta})) = \| \theta - \hat{\theta} \|_2^2 \), the squared error loss.

The expected cost, also known as \textit{risk}, that is, \( R(\theta) := \mathbb{E}_\theta \ell(d(\theta, \hat{\theta}(X))) \) is what we are interested in minimizing. Here \( \mathbb{E}_\theta \) denotes the expectation under \( P_\theta \), that is, assuming \( X \sim P_\theta \). As for any particular estimator \( \hat{\theta} \), the risk depends in general on \( \theta \), one approach is to try minimizing the maximum risk,

\[
R^*(\Theta) := \inf_{\hat{\theta}} \sup_{\theta \in \Theta} \mathbb{E}_\theta \ell(d(\theta, \hat{\theta}(X))).
\]

An estimator the achieves the “inf” above is called \textit{minimax optimal}, the corresponding risk, \( R^*(\Theta) \), is called \textit{minimax risk}. (For simplicity, we assume that the “inf” is taken over estimators \( \hat{\theta} \) taking values in \( \Theta \), so that there is no ambiguity in the definition of \( R^*(\Theta) \). Also, a more detailed notation for the minimax risk is \( R^*(\Theta; d, \ell) \); we have omitted the dependence on the distance and loss assuming that those can be inferred from the context.)

2.6.2 Reduction by discretization and Bayesian averaging

In order to obtain lower bounds on the minimax risk, the usual approach is to reduce the problem to the case where \( \Theta \) is a finite discrete set, and the loss is the zero-one loss, in which
case the inference problem is essentially a multiple hypothesis testing. More specifically, for some \( \delta > 0 \), let \( F := F_\delta \subset \Theta \) be a finite subset of \( \Theta \) with the property that
\[
d(\theta, \theta') \geq 2\delta, \quad \forall \theta, \theta' \in F_\delta.
\]
Then it is easy to verify that
\[
R^* \geq \ell(\delta) R^*(F_\delta)
\]
where
\[
R^*(F_\delta) := \inf_{\hat{T}} \max_{\theta \in F_\delta} P_\theta \{ \hat{T} \neq \theta \}
\]
where “inf” is now over all estimators \( \hat{T} = \hat{T}(X) \) taking values in \( F_\delta \). One usually tries to choose \( \delta \) appropriately such that \( R^*(F_\delta) \) is bounded below by a numerical constant, in which case, by (2.57), \( \ell(\delta) \) determines a lower bound on minimax risk up to constants. Of course reduction (2.57) is unnecessary, if we start with a finite discrete \( \Theta \), as for example in the problem of model (or subset) selection where \( \Theta \subset \{0, 1\}^d \).

The next common step is noting that the minimax risk \( R^*(F_\delta) \) is bounded below by optimal Bayes risk for any prior on \( F_\delta \). In particular, let \( w \) be a probability measure on \( F_\delta \) and put \( w_\theta := w(\{\theta\}) \), for \( \theta \in F_\delta \). Then since \( \sum_{\theta \in F_\delta} w_\theta = 1 \) and \( w_\theta \geq 0 \), for \( \theta \in F_\delta \), it is clear that
\[
R^*(F_\delta) \geq r^*(w)
\]
where
\[
r^*(w) := \inf_{\hat{T}} \sum_{\theta \in F_\delta} w_\theta P_\theta \{ \hat{T} \neq \theta \}
\]
is the optimal Bayes risk for (prior) \( w \). To see the Bayesian interpretation, let \( T \) be a random variable with distribution \( w \) and given \( T = \theta \), let \( X \) be distributed as \( P_\theta \). Then, (2.59) can be restated as
\[
r^*(w) = \inf_{\hat{T}} \mathbb{P}_w(\hat{T} \neq T)
\]
where the subscript \( w \) on \( \mathbb{P}_w \) signifies the underlying prior on \( w(\cdot) \) the parameter \( \theta \).

### 2.6.3 Fano inequality

We can now apply Fano inequality to (2.60). Assume that the prior \( w \) on \( \theta \) is uniform, i.e. \( w_\theta = \frac{1}{|F_\delta|} \) for all \( \theta \in F_\delta \). Then, one form of the inequality states
\[
\inf_{\hat{T}} \mathbb{P}(\hat{T}(X) \neq T) \geq 1 - \frac{I(X; T) + \log 2}{\log |F_\delta|}
\]
(2.61)
where $I(X; T)$ is the **mutual information** between $X$ and $T$ [30]. Hence, the problem of finding a minimax lower bound is reduced to finding an upper-bound on the mutual information $I(X; T)$. Before mentioning some such bounds, let us discuss some equivalent definitions of mutual information.

The usual definition is via **entropies**. Assume that each $P_\theta, \theta \in \Theta$ is absolutely continuous with respect to a (common) underlying measure $\mu$, with density $x \mapsto p_\theta(x)$. Let $c$ be the counting measure on $F_\delta$. Then, $(X, T)$ has a distribution with density $(x, \theta) \mapsto w_\theta p_\theta(x)$ with respect to $\mu \otimes c$. Let us denote this (joint) density as $p_{X,T}$. Let $p_X(x) := \sum_{\theta \in F_\delta} w_\theta p_\theta(x)$ be the marginal density of $X$ with respect to $\mu$. Also let $p_{X|T}(x|\theta) := p_\theta(x)$ denote the conditional density of $X$ given $T = \theta$.

The (differential) entropy of $X$ and the conditional entropy of $X$ given $T$ are

$$H(X) := - \int p_X \log p_X d\mu, = - \mathbb{E} \log p_X(X)$$

$$H(X|T) := - \int p_{X,T} \log p_{X|T} d\mu \otimes c = - \mathbb{E} \log p_{X|T}(X|T)$$

respectively. The mutual information is defined as

$$I(X; T) := H(X) - H(X|T)$$

This form is suitable for upper bounding the mutual information using the maximum entropy principal. See §3.5 for an example.

Another useful expression for the mutual information is in terms of the Kullback-Leibler (KL) divergence between two distributions. For two distributions $P$ and $Q$ with densities $p$ and $q$ with respect to $\mu$, it is given by

$$D(P \| Q) := D(p \| q) := \int p \log \frac{p}{q} d\mu.$$ 

Expanding (2.64), we have

$$I(X; T) = \sum_\theta w_\theta \int p_\theta \log \frac{p_\theta}{p_X} d\mu = \sum_\theta w_\theta D(p_\theta \| p_X),$$

hence the mutual information has an interpretation as an averaged KL divergence.

Recall that we are assuming $w_\theta$ to be uniform on $F_\delta$. For simplicity, let $N := |F_\delta|$. In this case, it is natural to denote the distribution corresponding to $p_X = \frac{1}{N} \sum_\theta p_\theta$ as $\overline{P}$; it is the center of the collection $\{P_\theta\}$. Then, we obtain an alternative form of Fano inequality,

$$\inf_T \mathbb{P}(\overline{T} \neq T) \geq 1 - \frac{1}{N} \sum_{\theta \in F_\delta} D(P_\theta \| \overline{P}) + \log 2 \overline{\log N}$$

(2.67)
2.6.4 Bounds on mutual information

A rather simple series of bounds based on representation (2.66) is

\[ I(X; T) = \frac{1}{N} \sum_{\theta \in F_\delta} D(P_\theta \| \overline{P}) \overset{(a)}{\leq} \frac{1}{N^2} \sum_{\theta, \theta' \in F_\delta} D(P_\theta \| P_{\theta'}) \overset{(b)}{\leq} \max_{\theta, \theta' \in F_\delta} D(P_\theta \| P_{\theta'}) \]  

(2.68)

where (a) follows from convexity of the KL divergence and (b) is trivial. Note that (b) can be interpreted as follows: the mutual information is bounded by the “diameter” of the set \( F_\delta \) in KL divergence. This rather crude bound—which is still useful in some cases—can be refined to give a more sophisticated bound due to Yang and Barron [104].

To derive the Yang-Barron inequality, we first note that

\[ I(X; T) = \inf_Q \frac{1}{N} \sum_{\theta \in F_\delta} D(P_\theta \| Q) \]

where the infimum is taken over all distributions \( Q \) of \( X \). Using this variational characterization, any choice of \( Q \) provides an upper bound. In particular, let \( E \subset \Theta \) some finite subset of \( \Theta \), possibly other than \( F_\delta \). Let \( Q \) be the distribution of \( X \) obtained by setting a uniform prior on \( E \), i.e., \( Q \) has the density \( q = \frac{1}{|E|} \sum_{t \in E} p_t \). For each \( \theta \in F_\delta \), let \( t_\theta \in E \) be such that \( D(P_\theta \| P_{t_\theta}) = \min_{t \in E} D(P_\theta \| P_t) \)—that is, we are projecting \( P_\theta \) onto \( \{P_t, t \in E\} \). Then,

\[ I(X; T) \leq \frac{1}{N} \sum_{\theta \in F_\delta} D(P_\theta \| Q) = \frac{1}{N} \sum_{\theta \in F_\delta} \int p_\theta \log \frac{p_\theta}{|E|^{-1} \sum_{t \in E} p_t} d\mu \]

\[ \leq \frac{1}{N} \sum_{\theta \in F_\delta} \int p_\theta \log \frac{p_\theta}{|E|^{-1} p_{t_\theta}} d\mu \]

\[ = \log |E| + \frac{1}{N} \sum_{\theta \in F_\delta} D(P_\theta \| P_{t_\theta}) \]

\[ \leq \log |E| + \max_{\theta \in F_\delta} D(P_\theta \| P_{t_\theta}) \]

(2.69)

where (a) follows since dropping nonnegative terms of a sum does not make it bigger. (We are dropping every term except \( p_{t_\theta} \).) Using the definition of \( t_\theta \), we can restate this as the Yang-Barron inequality

\[ I(X; T) \leq \log |E| + \max_{\theta \in F_\delta} \min_{t \in E} D(P_\theta \| P_t). \]

(2.70)

To see the usefulness of (2.70), let \( N_{KL}(\varepsilon) \) be the cardinality of the smallest set \( E \subset \Theta \) such that any \( \theta \in \Theta \) is within a ball of radius \( \varepsilon \) around some element of \( E \), in square root KL (pseudo-)metric, that is, for any \( \theta \in \Theta \), there is \( t \in E \) such that \( \sqrt{D(P_\theta \| P_t)} \leq \varepsilon \). In other words, \( N_{KL}(\varepsilon) \) is the covering number of set \( \Theta \) in square root KL (pseudo-)metric. It follows that the RHS of (2.70) is upper-bounded by \( \log N_{KL}(\varepsilon) + \varepsilon^2 \). As this holds for any \( \varepsilon > 0 \), we obtain

\[ I(X; T) \leq \inf_{\varepsilon > 0} \{ \varepsilon^2 + \log N_{KL}(\varepsilon) \}. \]

(2.71)
2.6.5 Symmetry and risk flatness

The lower bound on the minimax risk using Fano inequality is based on the uniform prior on the parameter space. The question one might ask is whether there are other priors which lead to tighter bounds. It is known that under some general regularity conditions [16], there are the so-called least favorable priors for which the optimal Bayes risk is equal to the minimax risk, i.e., for which inequality (2.58) is tight. In this subsection, we consider settings in which symmetry considerations lead to the rather opposite conclusion, namely that all priors are effectively the same. To introduce the setup, we need some notations.

Consider the case where $\Theta \subset \mathbb{R}^d$. Let $\pi$ be a permutation of $[d] := \{1, \ldots, d\}$. The set of all such permutations is the symmetric group of $[d]$ denoted as $\mathcal{S}_d$. For any vector $x \in \mathbb{R}^d$, let $x \circ \pi$ be the vector in $\mathbb{R}^d$, with entries $(x \circ \pi)_i = x_{\pi(i)}$. That is,

$$x \circ \pi = (x_{\pi(1)}, \ldots, x_{\pi(d)}).$$

We are interested in collections $\{P_{\theta} : \theta \in F_\delta\}$ that have the following property: for any $\theta \in F_\delta$ and $\pi \in \mathcal{S}_d$,

$$X \sim P_{\theta} \implies X \circ \pi \sim P_{\theta \circ \pi}.$$  \hspace{1cm} (2.72)

Let us call such collections of distributions symmetric. Then, one can argue that in determining the minimax risk, we only need to focus on estimators $\tilde{T}(X)$ that have the corresponding symmetry property, i.e., for $\pi \in \mathcal{S}_d$

$$\tilde{T}(X \circ \pi) \sim \tilde{T}(X) \circ \pi.$$  \hspace{1cm} (2.73)

Let us call an estimator $\tilde{T}$ satisfying the above strongly symmetric. In particular, we have the following which we state without proof.

**Proposition 1.** Consider a symmetric collection $\{P_{\theta} : \theta \in F_\delta\}$ of distributions, in the sense of (2.72). Then, for any estimator $\hat{T}(X)$, there is a strongly symmetric estimator $\tilde{T}(X)$, in the sense of (2.73), such that

$$\max_{\theta \in F_\delta} P_{\theta}(\tilde{T} \neq \theta) \leq \max_{\theta \in F_\delta} P_{\theta}(\hat{T} \neq \theta).$$
Chapter 3

High-dimensional sparse PCA

3.1 Sparse spiked covariance model

The primary focus of this chapter is the (sparse) spiked covariance model, in which some base covariance matrix is perturbed by the addition of a sparse eigenvector $z^* \in \mathbb{R}^p$. In particular, in the notations of §2.4, we study sequences of covariance matrices of the form

$$\Sigma_p = \beta z^*(z^*)^T + \begin{bmatrix} I_k & 0 \\ 0 & \Gamma_{p-k} \end{bmatrix} = \beta z^*(z^*)^T + \Gamma$$

(3.1)

where $\Gamma_{p-k} \in \mathbb{S}_+^{p-k}$ is a symmetric PSD matrix with $\lambda_{\max}(\Gamma_{p-k}) \leq 1$. The vector $z^*$ is assumed $k$-sparse, that is, having exactly $k$ nonzero entries,

$$\text{card}(z^*) = k.$$ 

Without loss of generality, by re-ordering the indices as necessary, we assume that the non-zero entries of $z^*$ are indexed by $\{1, \ldots, k\}$, so that equation (3.1) is the form of the covariance after any re-ordering. We also assume that the non-zero part of $z^*$ has entries $z^*_i \in \frac{1}{\sqrt{k}} \{-1, +1\}$, so that $\|z^*\|_2 = 1$.

The spiked covariance model (3.1) was first proposed by Johnson [55], who focused on the spiked identity covariance matrix (i.e., model (3.1) with $\Gamma_{p-k} = I_{p-k}$). As mentioned earlier (cf. ?), Johnstone and Lu [58] established that, for the spiked identity model and a Gaussian ensemble, the sample maximal eigenvector, based on a sample of size $n$, is inconsistent as an estimator of $z^*$ whenever $p/n \to c > 0$. These asymptotic results were refined by later work [74, 11].

In this chapter, we study a slightly more general family of spiked covariance models, in which the matrix $\Gamma_{p-k}$ is required to satisfy the following conditions:

A1. $\left\| \sqrt{\Gamma_{p-k}} \right\|_{\infty, \infty} = O(1)$, and

A2. $\lambda_{\max}(\Gamma_{p-k}) \leq \min \left\{1, \lambda_{\min}(\Gamma_{p-k}) + \frac{\beta}{8} \right\}$.  

(3.2a)  

(3.2b)
Here $\sqrt{\Gamma_{p-k}}$ denotes the symmetric square root. These conditions are trivially satisfied by the identity matrix $I_{p-k}$, but also can hold for more general non-diagonal matrices. Thus, under the model (3.1), the population covariance matrix $\Sigma$ itself need not be sparse, since (at least generically) it has $k^2 + (p-k)^2 = \Theta(p^2)$ non-zero entries. Assumption (A2) on the eigenspectrum of the matrix $\Gamma_{p-k}$ ensures that as long as $\beta > 0$, then the vector $z^*$ is the unique maximal eigenvector of $\Sigma$, with associated eigenvalue $(1 + \beta)$. Since the remaining eigenvalues are bounded above by 1, the parameter $\beta > 0$ represents a signal-to-noise ratio, characterizing the separation between the maximal eigenvalue and the remainder of the eigenspectrum. Assumption (A1) is related to the fact that recovering the correct signed support means that the estimate $\hat{z}$ must satisfy $\|\hat{z} - z^*\|_{\infty} \leq 1/\sqrt{k}$. As will be clarified by our analysis (see §3.4.4), controlling this $\ell_{\infty}$ norm requires bounds on terms of the form $\|\sqrt{\Gamma_{p-k}} u\|_{\infty}$, which requires control of the $\ell_{\infty}$-operator norm $\|\sqrt{\Gamma_{p-k}}\|_{\infty,\infty}$.

### 3.1.1 Model selection problem

In this chapter, we study the model selection problem for eigenvectors: i.e., we assume that the maximal eigenvector $z^*$ is $k$-sparse, meaning that it has exactly $k$ non-zero entries, and our goal is to recover this support, along with the sign of $z^*$ on its support. We let

$$ S := \text{supp}(z^*) := \{i \mid z^*_i \neq 0\} $$

denote the support set of the maximal eigenvector; recall that $\text{supp}(z^*) = \{1, \ldots, k\}$ by our assumed ordering of the indices. We also define the function $\text{supp}_\pm : \mathbb{R}^p \to \{-1, 0, +1\}^p$ by

$$ [\text{supp}_\pm(u)]_i := \begin{cases} \text{sign}(u_i) & \text{if } u_i \neq 0 \\ 0 & \text{otherwise,} \end{cases} $$

so that

$$ S^*_\pm := \text{supp}_\pm(z^*) $$

codes the signed support of the maximal eigenvector.

Given some estimate $\hat{S}_\pm$ of the true signed support $S^*_\pm$, we assess it based on the 0–1 loss $1\{\hat{S}_\pm \neq S^*_\pm\}$, so that the associated risk is simply the probability of incorrect decision $\mathbb{P}(\hat{S}_\pm \neq S^*_\pm)$. Our goal is to specify conditions on the scaling of the triplet $(n, p, k)$ such that this error probability vanishes, or conversely fails to vanish asymptotically. We consider methods that operate based on a set of $n$ samples $x_1, \ldots, x_n$, drawn i.i.d. with Gaussian distribution $N(0, \Sigma_p)$. Under the spiked covariance model (3.1), each sample can be written as

$$ x_i = \sqrt{\beta} v_i z^* + \sqrt{\Gamma} g_i, $$

where $v_i \sim N(0, 1)$ is standard Gaussian, and $g_i \sim N(0, I_p)$ is a standard Gaussian $p$-vector, independent of $v_i$, so that $\sqrt{\Gamma} g_i \sim N(0, \Gamma)$. 
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3.2 Two methods of support recovery and results

The data \( \{x_i\}_{i=1}^n \) defines the sample covariance matrix
\[
\hat{\Sigma} := \frac{1}{n} \sum_{i=1}^n x_i x_i^T,
\] (3.5)
which follows a \( p \)-variate Wishart distribution [7]. In the following, we analyze the high-dimensional scaling of two methods for recovering the (signed) support of the maximal eigenvector which operate on \( \hat{\Sigma} \). It will be assumed throughout that the size \( k \) of the support of \( z^* \) is available to the methods a priori, i.e., we do not make any attempt at estimating \( k \).

3.2.1 Diagonal cut-off

Under the spiked covariance model (3.1), note that the diagonal elements of the population covariance satisfy \( [\Sigma]_{\ell\ell} = 1 + \beta/k \) for all \( \ell \in S \), and \( [\Sigma]_{\ell\ell} \leq 1 \) for all \( \ell \notin S \). This latter bound follows since for all \( \ell \notin S \), we have \( [\Sigma]_{\ell\ell} \leq ||\Gamma_{p-k}||_2,2 \leq 1 \). This observation motivates a natural approach to recovering information about the support set \( S \), previously used as a pre-processing step by Johnstone and Lu [58].

Let \( D_\ell, \ell = 1, \ldots, p \) be the diagonal elements of the sample covariance matrix—viz.
\[
D_\ell = \frac{1}{n} \sum_{i=1}^n (x_{i\ell})^2 = [\hat{\Sigma}]_{\ell\ell}.
\]
Form the associated order statistics
\[
D_{(1)} \leq D_{(2)} \leq \cdots \leq D_{(p-1)} \leq D_{(p)};
\]
and output the random subset \( \hat{S}_d \) of cardinality \( k \) specified by the indices of the largest \( k \) elements \( \{D_{(p-k+1)}, \ldots, D_{(p)}\} \). That is, if \( \pi_d \) is the permutation of \( [p] \) such that \( D_{(j)} = D_{\pi_d(j)} \), then
\[
\hat{S}_d := \{ \pi_d(p - k + 1), \ldots, \pi_d(p) \}.
\]
The chief appeal of this method is its low computational complexity: apart from the order \( O(np) \) of computing the diagonal elements of \( \hat{\Sigma} \), it requires only performing a sorting operation, with complexity \( O(p \log p) \).

Note that this method provides only an estimate of the support \( S \), as opposed to the signed support \( S^*_\pm \). One could imagine extending the method to extract sign information as well, but our main interest in studying this method is to provide a simple benchmark by which to calibrate our later results on the performance of the more complex SDP relaxation. In particular, the following result provides a precise characterization of the statistical behavior of the diagonal cut-off method:
Proposition 2 (Performance of diagonal cut-off). For \( k = \mathcal{O}(p^{1-\delta}) \) for any \( \delta \in (0,1) \), the probability of successful recovery using diagonal cut-off undergoes a phase transition as a function of the rescaled sample size

\[
\theta_{\text{dia}}(n,p,k) = \frac{n}{k^2 \log(p-k)}.
\] (3.6)

More precisely, there exists a constant \( \theta_u \) such that if \( n > \theta_u k^2 \log(p-k) \), then

\[
P(\hat{S}_d = S) \geq 1 - \exp(-\Theta(k^2 \log(p-k))) \to 1,
\] (3.7)

so that the method succeeds w.a.p. one, and a constant \( \theta_\ell > 0 \) such that if \( n \leq \theta_\ell k^2 \log(p-k) \), then

\[
P(\hat{S}_d = S) \leq \exp(-\Theta(\log(p-k))) \to 0,
\] (3.8)

so that the method fails w.a.p. one.

Remarks. The proof of Proposition 2, provided in §3.3, is based on large deviations bounds on \( \chi^2 \)-variates. The achievability assertion (3.7) uses known upper bounds on the tails of \( \chi^2 \)-variates [e.g., 19, 58]. The converse result (3.8) requires an exponentially tight lower bound on the tails of \( \chi^2 \)-variates, which we derive in Appendix 3.B.

To illustrate the prediction of Proposition 2, we provide some results on the diagonal cut-off method. For all experiments reported here, we generated \( n \) samples \( \{x_1,\ldots,x_n\} \) in an i.i.d. manner from the spiked covariance ensemble (3.1), with \( \Gamma = I \) and \( \beta = 3 \). Figure 3.1 illustrates the behavior predicted by Proposition 2. Each panel plots the success probability \( P(\hat{S}_d = S) \) versus the rescaled sample size \( \theta_{\text{dia}}(n,p,n) = n/[k^2 \log(p-k)] \). Each panel shows five model dimensions \( (p \in \{100,200,300,600,1200\}) \), with panel (a) showing the logarithmic sparsity index \( k = \mathcal{O}(\log p) \), and panel (b) showing the case \( k = \mathcal{O}(\sqrt{p}) \). Each point on each curve corresponds to the average of 100 independent trials. As predicted by Proposition 2, the curves all coincide, even though they correspond to very different regimes of \( (p,k) \).

3.2.2 Semidefinite-programming relaxation

We now describe the approach to sparse PCA developed by d’Aspremont et al. [32]. Recall from §3.1 that \( \mathbb{S}_+^p \) represents the cone of positive semidefinite \( p \times p \) matrices. Given \( n \) i.i.d. observations from the model \( N(0,\Sigma_p) \), let \( \hat{\Sigma} \) be the sample covariance matrix (3.5), and let \( \lambda_n > 0 \) be a user-defined regularization parameter. d’Aspremont et al. [32] propose estimating \( z^* \) by solving the optimization problem

\[
\hat{Z} := \arg \max_{Z \in \mathbb{S}_+^p, \text{tr}(Z)=1} \left[ \text{tr}(\hat{\Sigma} Z) - \lambda_n \sum_{i,j} |Z_{ij}| \right]
\] (3.9)
and computing the maximal eigenvector \( \hat{\mathbf{z}} = \vartheta_{\text{max}}(\hat{\Sigma}) \). The optimization problem (3.9) is a semidefinite program (SDP), a class of convex conic programs that can be solved exactly in polynomial time. Indeed, d’Asprémont et al. [32] describe an \( \mathcal{O}(p^4 \log p) \) algorithm, with an implementation posted online, that we use for all simulations reported in this paper.

To gain some intuition for (3.9), recall the exact SDP formulation of the ordinary PCA, that is (2.40) of \\( \S 2.4 \). In particular, replacing \( \Sigma \) with \( \hat{\Sigma} \) in (2.40), we get the sample version

\[
\max_{\mathbf{Z} \in \mathcal{S}_p^+ \text{ s.t. } \text{tr}(\mathbf{Z}) = 1} \text{tr}(\hat{\Sigma} \mathbf{Z}).
\]  

(3.10)

As mentioned before, this problem always has (at least) a rank-one solution. In particular, if \( \mathbf{z} = \vartheta_{\text{max}}(\hat{\Sigma}) \) is any maximal eigenvector of \( \hat{\Sigma} \), then \( \mathbf{Z} = \mathbf{z} \mathbf{z}^T \) is a solution of (3.10). (If the maximal eigenvalue is not simple, there are also higher rank solutions.) If we were given a priori information that the maximal eigenvector were sparse, then it might be natural to solve the same semidefinite program with the addition of an \( \ell_0 \)-constraint. Given the intractability of such an \( \ell_0 \)-optimization problem, the SDP program (3.9) is a natural relaxation.

In particular, the following result provides sufficient conditions for the SDP relaxation (3.9) to succeed in recovering the correct signed support of the maximal eigenvector:

**Theorem 7** (SDP performance guarantees). Impose conditions (3.2a) and (3.2b) on the sequence of population covariance matrices \( \{\Sigma_p\} \), and suppose moreover that \( \lambda_n = \beta/(2k) \) and \( k = \mathcal{O}(\log p) \). Then,

(a) Rank guarantee: there exists a constant \( \theta_{\text{ur}} = \theta_{\text{ur}}(\Gamma, \beta) \) such that for all sequences \( (n, p, k) \) satisfying \( \theta_{\text{dia}}(n, p, k) > \theta_{\text{ur}} \), the semidefinite program (3.9) has a rank one solution with high probability, and
(b) Critical scaling: there exists a constant $\theta_{\text{crit}} = \theta_{\text{crit}}(\Gamma, \beta)$ such that if the sequence

$$(n, p, k)$$

satisfies

$$\theta_{\text{sdp}}(n, p, k) := \frac{n}{k \log(p - k)} > \theta_{\text{crit}},$$

and if there exists a rank one solution, then it specifies the correct signed support with probability converging to one.

Remarks. Part (a) of the theorem shows that rank one solutions of the SDP (3.9) are not uncommon; in particular, they are guaranteed to exist with high probability at least under the weaker scaling of the diagonal cut-off method. The main contribution of Theorem 7 is its part (b), which provides sufficient conditions for signed support recovery using the SDP, when a rank one solution exists. The bulk of our technical effort is devoted to part (b); indeed, the proof of part (a) is straightforward once all the pieces of the proof of part (b) have been introduced, and so will be deferred to the last appendix. For technical reasons, our current proof(s) require the condition $k = O(\log p)$; however, it should be possible to remove this restriction, and indeed, the empirical results do not appear to require it.

### 3.2.3 Minimax lower bound

Proposition 2 and Theorem 7 apply to the performance of specific (polynomial-time) methods. It is natural then to ask whether there exists any algorithm, possibly with super-polynomial complexity, that has greater statistical efficiency. The following result is information-theoretic in nature, and characterizes the fundamental limitations of any algorithm regardless of its computational complexity:

**Theorem 8** (Information-theoretic limitations). Consider the problem of recovering the eigenvector support in the spiked covariance model (3.1) with $\Gamma = I_p$. For any sequence $(n, p, k) \to +\infty$ such that

$$\theta_{\text{sdp}}(n, p, k) := \frac{n}{k \log(p - k)} < \frac{1 + \beta}{\beta^2},$$

the probability of error of any method is at least 1/2.

Remarks. Together with Theorem 7, this result establishes the sharpness of the threshold (3.11) in characterizing the behavior of SDP relaxation, and moreover, it guarantees optimality of the SDP scaling (3.11), up to constant factors, for the spiked identity ensemble.

To illustrate the predictions of Theorem 7 and 8, we applied the SDP relaxation to the spiked identity covariance ensemble, again generating $n$ i.i.d. samples. We solved the SDP relaxation using publically available code provided by d’Asprémont et al. [32]. Figure 3.2 shows...
the corresponding plots for the SDP relaxation. Here we plot the probability $\mathbb{P}(\text{supp}_\pm(\hat{z}) = S^*_\pm)$ that the SDP relaxation correctly recovers the signed support of the unknown eigenvector $z^*$, where the signs are chosen uniformly in $\{-1, +1\}$ at random. Following Theorem 7, the horizontal axis plots the rescaled sample size $\theta_{\text{sdp}}(n, p, k) = n/[k \log(p - k)]$. Each panel shows plots for three different problem sizes, $p \in \{100, 200, 300\}$, with panel (a) corresponding to logarithmic sparsity ($k = \mathcal{O}(\log p)$), and panel (b) to linear sparsity ($k = 0.1p$).

Consistent with the prediction of Theorem 7, the success probability rapidly approaches one once the rescaled sample size exceeds some critical threshold. (Strictly speaking, Theorem 7 only covers the case of logarithmic sparsity shown in panel (a), but the linear sparsity curves in panel (b) show the same qualitative behavior.) Note that this empirical behavior is consistent with our conclusion that the order parameter $\theta_{\text{sdp}}(n, p, k) = n/[k \log(p - k)]$ is a sharp description of the SDP threshold.

### 3.3 Proof of Proposition 2 – diagonal cut-off

This section contains the proof of Proposition 2. We begin by proving the achievability result (3.7). We provide a detailed proof for the case $\Gamma_{p-k} = I_{p-k}$, and discuss necessary modifications for the general case at the end. For $\ell = 1, \ldots, p$, we have

$$D_\ell = \frac{1}{n} \sum_{i=1}^n (x_{i\ell})^2 = \frac{1}{n} \sum_{i=1}^n (\sqrt{\beta}v_iz^*_\ell + g_{i\ell})^2.$$  

(3.13)
Since \((\sqrt{\beta} z^*_i v_i + g_{i\ell}) \sim N(0, \beta(z^*_i)^2 + 1)\) for each \(i\), the rescaled variate \(\frac{n}{\beta(z^*_i)^2 + 1} D_{\ell}\) is central \(\chi^2_n\) with \(n\) degrees of freedom. Consequently, we have

\[
\mathbb{E}[D_{\ell}] = \begin{cases} 
1 & \text{for all } \ell \in S^c \\
1 + \frac{\beta}{k} & \text{for all } \ell \in S,
\end{cases}
\]

where we have used the fact that \((z^*_i)^2 = 1/k\) by assumption.

A sufficient condition for success of the diagonal cut-off decoder is a threshold \(\tau_k\) such that \(D_{\ell} \geq (1 + \tau_k)\) for all \(\ell \in S\), and \(D_{\ell} < (1 + \tau_k)\) for all \(\ell \in S^c\). Using the union bound and the tail bound (3.64) on central \(\chi^2\), we have

\[
P\left\{ \max_{\ell \in S^c} D_{\ell} \geq (1 + \tau_k) \right\} \leq (p - k) P\left\{ \frac{\chi_n^2}{n} \geq 1 + \tau_k \right\} \leq (p - k) \exp \left( -\frac{3n}{16} \tau_k^2 \right),
\]

so that the probability of false inclusion vanishes as long as \(n > \frac{16}{3} (\tau_k)^{-2} \log(p - k)\).

On the other hand, using the union bound and the tail bound (3.63b), we have

\[
P\left\{ \min_{\ell \in S} D_{\ell} < (1 + \tau_k) \right\} \leq k \cdot P\left\{ \frac{\chi_n^2}{n} - 1 < \frac{1 + \tau_k}{1 + \frac{\beta}{k}} - 1 \right\}
\]

\[
= k \cdot P\left\{ \frac{\chi_n^2}{n} - 1 < \frac{\tau_k - \frac{\beta}{k}}{1 + \frac{\beta}{k}} \right\}
\]

\[
\leq k \cdot P\left\{ \frac{\chi_n^2}{n} - 1 < \tau_k - \frac{\beta}{k} \right\}
\]

As long as \(\tau_k < \beta/k\), we may choose \(x = \frac{n}{4} (\frac{\beta}{k} - \tau_k)^2\) in equation (3.63b), thereby obtaining the upper bound

\[
P\left\{ \min_{\ell \in S} D_{\ell} < n(1 + \tau_k) \right\} \leq k \exp \left( -\frac{n}{4} (\frac{\beta}{k} - \tau_k)^2 \right),
\]

so that the probability of false exclusion vanishes as long as \(n > 4\left(\frac{\beta}{k} - \tau_k\right)^{-2} \log k\). Choosing \(\tau_k = \frac{\beta}{2k}\) ensures that the probability of both types of error vanish asymptotically as long as

\[
n > \max \left\{ \frac{64}{3\beta^2} k^2 \log(p - k), \frac{16}{\beta^2} k^2 \log k \right\}.
\]

Since \(k = o(p)\), the \(\log(p - k)\) term is the dominant requirement. The modifications required for the case of general \(\Gamma_{p-k}\) are straightforward. Since \(\text{var}(\sqrt{T} g_{i\ell}) = [\Gamma_{p-k}]_{i\ell} \leq 1\) for all \(\ell \in S^c\) and samples \(i = 1, \ldots, n\), we need to adjust the scaling of the \(\chi^2_n\) variates. For general \(\Gamma_{p-k}\), the variates \(\{D_{\ell}, \ell \in S^c\}\) need no longer be independent, but our proof used only union bound, and so is valid regardless of the dependence structure.
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We now prove the converse claim (3.8) for the spiked identity ensemble. At a high-level, this portion of the proof consists of the following steps. For a positive real \( t \), define the events

\[
A_1(t) := \left\{ \max_{\ell \in S^c} D_\ell > 1 + t \right\}, \quad \text{and} \quad A_2(t) := \left\{ \min_{\ell \in S} D_\ell < 1 + t \right\}.
\]

Noting that the event \( A_1(t) \cap A_2(t) \) implies failure of the diagonal cutoff decoder, it suffices to show the existence of some \( t > 0 \) such that \( \mathbb{P}[A_1(t)] \to 1 \) and \( \mathbb{P}[A_2(t)] \to 1 \).

**Analysis of event** \( A_1 \). Central to the analysis of event \( A_1 \) is the following large-deviations lower bound on \( \chi^2 \)-variates:

**Lemma 6.** For a central \( \chi^2 \) variable, there exists a constant \( C > 0 \) such that

\[
\mathbb{P}\left\{ \frac{X_n^2}{n} > 1 + t \right\} \geq \frac{C}{\sqrt{n}} \exp\left( -\frac{nt^2}{2} \right), \quad t \in (0, 1).
\]

See Appendix 3.B for the proof.

We exploit this lemma as follows. First define the integer-valued random variable

\[
Z(t) := \sum_{\ell \in S^c} 1\{D_\ell > 1 + t\}
\]

corresponding to the number of indices \( \ell \in S^c \) for which the diagonal entry \( D_\ell \) exceeds \( 1 + t \), and note that \( \mathbb{P}[A_1(t)] = \mathbb{P}[Z(t) > 0] \). By a one-sided Chebyshev inequality \([46] \), we have

\[
\mathbb{P}[A_1(t)] = \mathbb{P}\left\{ Z(t) > 0 \right\} \geq \frac{(\mathbb{E}[Z(t)])^2}{(\mathbb{E}[Z(t)])^2 + \text{var}(Z(t))}.
\]

Note that \( Z(t) \) is a sum of \( (p - k) \) independent Bernoulli indicators, each with the same parameter \( q(t) := \mathbb{P}[D_\ell > 1 + t] \). Computing the mean \( \mathbb{E}[Z(t)] = (p - k)q(t) \) and variance \( \text{var}(Z(t)) = (p - k)q(t)(1 - q(t)) \), and then substituting into the Chebyshev bound (3.14), we obtain

\[
\mathbb{P}\left\{ A_1(t) \right\} \geq \frac{(p - k)q(t)}{(p - k)^2q^2(t) + (p - k)q(t)(1 - q(t))} \geq \frac{(p - k)q(t)}{(p - k)q(t) + 1} \geq 1 - \frac{1}{(p - k)q(t)}.
\]

Consequently, the condition \( (p - k)q(t) \to \infty \) implies that \( \mathbb{P}[A_1(t)] \to 1 \).

Let us set \( t = \sqrt{\frac{\delta \log(p - k)}{n}} \) where \( \delta \in (0, 1) \) is the parameter from the assumption \( k = \mathcal{O}(p^{1-\delta}) \). From Lemma 6, we have \( q(t) \geq \frac{C}{\sqrt{n}} \exp(-nt^2/2) \), so that

\[
(p - k)q\left( \sqrt{\frac{\delta \log(p - k)}{n}} \right) \geq \frac{C(p - k)}{\sqrt{n}} \exp\left( -\frac{\delta}{2} \log(p - k) \right) = \frac{C(p - k)^{1-\delta/2}}{\sqrt{n}}.
\]
Since \( n \leq Lk^2 \log(p - k) \) for some \( L < +\infty \) by assumption, we have
\[
(p - k)q \left( \frac{\delta \log(p - k)}{n} \right) \geq C \left( \frac{p - k)^{1-\delta}}{k} \right) \frac{(p - k)^{\delta/2}}{\sqrt{\log(p - k)}},
\]
which diverges to infinity, since \( k = \mathcal{O}(p^{1-\delta}) \).

**Analysis of event** \( A_2 \). In order to analyze this event, we first need to condition on the random vector \( v := (v_1, \ldots, v_n) \), so as to decouple the random variables \( \{D_\ell, \ell \in S\} \). After conditioning on \( v \), each variate \( nD_\ell, \ell \in S \) is a non-central \( \chi^2_{n,\nu^*} \), with \( n \) degrees of freedom and non-centrality parameter \( \nu^* = \frac{\beta}{k} \|v\|^2_2 \), so that each \( D_\ell \) has mean \( (\nu^* + n) \).

Since \( v \) is a standard Gaussian \( n \)-vector, we have \( \|v\|^2_2 \sim \chi^2_n \). Therefore, if we define the event \( B(v) := \{ \|v\|^2_n > \frac{3}{2} \} \), the large deviations bound (3.63a) implies that \( \mathbb{P}[B] \leq \exp(-n/16) \). Therefore, by conditioning on \( B \) and its complement, we obtain
\[
\mathbb{P}[A^c_2] \leq \mathbb{P} \left\{ \min_{\ell \in S} D_\ell > 1 + t \left| \mathbb{B}^c \right. \right\} + \mathbb{P}[B] \\
\leq \left( \mathbb{P} \left\{ \chi^2_{n,\nu^*} > n(1 + t) \left| \mathbb{B}^c \right. \right\} \right)^k + \exp(-n/16),
\]
(3.15)
where we have used the conditional independence of \( \{D_\ell, \ell \in S\} \). Finally, since \( \frac{\|v\|^2_n}{n} \leq \frac{3}{2} \) on the event \( \mathbb{B}^c \), we have \( \nu^* \leq \frac{3\beta}{2k} n \), and thus
\[
\mathbb{P} \left\{ \chi^2_{n,\nu^*} > n(1 + t) \left| \mathbb{B}^c \right. \right\} \leq \mathbb{P} \left\{ \chi^2_{n,\nu^*} > \{n + \nu^*\} + n\{t - \frac{3\beta}{2k}\} \left| \mathbb{B}^c \right. \right\}.
\]

Since \( t = \sqrt{\delta \log(p - k)/n} \) and \( n < Lk^2 \log(p - k) \), we have \( t \geq \sqrt{\frac{\delta}{Lk}} \), so that the quantity \( \epsilon := \min\left\{ \frac{1}{2}, t - \frac{3\beta}{2k} \right\} \) is positive for the pre-factor \( L > 0 \) chosen sufficiently small. Thus, we have
\[
\mathbb{P} \left\{ \chi^2_{n,\nu^*} > n(1 + t) \left| \mathbb{B}^c \right. \right\} \leq \mathbb{P} \left\{ \chi^2_{n,\nu^*} > \{n + \nu^*\} + ne \right\} \\
\leq \exp \left( -\frac{n \epsilon^2}{16(1 + 3/2)} \right) = \exp \left( -\frac{n \epsilon^2}{64} \right)
\]
using the \( \chi^2 \) tail bound (3.66). Substituting this upper bound into equation (3.15), we obtain
\[
\mathbb{P}[A^c_2] \leq \exp \left( -\frac{kn \epsilon^2}{64} \right) + \exp(-n/16),
\]
which certainly vanishes if \( \epsilon = \frac{1}{2} \). Otherwise, we have \( \epsilon = t - \frac{3\beta}{2k} \) with \( t = \sqrt{\delta \log(p - k)/n} \), and we need the quantity
\[
\sqrt{kn} \left( t - \frac{3\beta}{2k} \right) = \sqrt{\delta k \log(p - k)} - \frac{3\beta}{2} \sqrt{\frac{n}{k}}.
\]
to diverge to $+\infty$. This divergence is guaranteed by choosing $n < Lk^2 \log(p-k)$, for $L$ sufficiently small.

3.4 Proof of Theorem 7(b) – SDP relaxation

Theorem 7(b) is the main result of this chapter. Its proof is constructive in nature, based on the notion of a primal-dual certificate: that is, a primal feasible solution and a dual feasible solution that together satisfy the optimality conditions associated with the SDP (3.9).

3.4.1 High-level proof outline

We first provide a high-level outline of the main steps in our proof. Under the stated assumptions of Theorem 7, it suffices to construct a rank-one optimal solution $\hat{Z} = \hat{z}\hat{z}^T$, constructed from a vector with $\|\hat{z}\|_2 = 1$, as well as the following properties:

Correct sign: $\text{sign}(\hat{z}_i) = \text{sign}(z_i^*)$ for all $i \in S$, and (3.16a)

Correct exclusion: $\hat{z}_j = 0$ for all $j \in S^c$. (3.16b)

Note that our objective function $f(Z) = \text{tr}(\hat{\Sigma}Z) - \lambda_n \sum_{i,j} |Z_{ij}|$ is concave but not differentiable. However, it still possesses a subdifferential (see the books [84, 53] for more details), so that it may be shown that the following conditions are sufficient to verify the optimality of $\hat{Z} = \hat{z}\hat{z}^T$. Let

$$S^{p-1} := \{x \in \mathbb{R}^p : \|x\|_2 = 1\}$$

Lemma 7. Suppose that for each $x \in S^{p-1}$, there exists a sign matrix $\hat{U} = \hat{U}(x)$ such that

(a) the matrix $\hat{U}$ satisfies

$$\hat{U}_{ij} = \begin{cases} 
\text{sign}(\hat{z}_i) \text{sign}(\hat{z}_j) & \text{if } \hat{z}_i \hat{z}_j \neq 0 \\
\in [-1, +1] & \text{otherwise.}
\end{cases}$$

(b) The vector $\hat{z}$ satisfies of $x^T(\hat{\Sigma} - \lambda_n \hat{U}(x))x \leq \hat{z}^T(\hat{\Sigma} - \lambda_n \hat{U}(x))\hat{z}$.

Then $\hat{Z} = \hat{z}\hat{z}^T$ is an optimal rank-one solution.

Proof. The subdifferential $\partial f(\hat{Z})$ of our objective function at $Z = \hat{Z}$ consists of matrices of the form $\hat{\Sigma} - \lambda_n U$, where $U$ satisfies the condition (3.17). By the concavity of $f$, for any such $U$ and for all $x \in S^{p-1}$, we have

$$f(xx^T) \leq f(\hat{Z}) + \text{tr}((\hat{\Sigma} - \lambda_n U) (xx^T - \hat{Z})).$$
Therefore, it suffices to demonstrate, for each $x \in S^{p-1}$, a valid sign matrix $\hat{U}(x)$ such that $\text{tr}((\hat{\Sigma} - \lambda_n \hat{U}(x))(xx^T - \hat{Z})) \leq 0$. Since we have
\[
\text{tr}((\hat{\Sigma} - \lambda_n \hat{U}(x)) xx^T) \leq \text{tr}((\hat{\Sigma} - \lambda_n \hat{U}(x)) \hat{Z})
\]
by assumption (b), the stated conditions are sufficient.

\[\square\]

Remarks. Note that if there is a $\hat{U}$ independent of $x$ such that $\hat{z}$ satisfies condition (b) of Lemma 7, i.e. if $\hat{z}$ is a maximal eigenvector of $\hat{\Sigma} - \lambda \hat{U}$, then the above argument shows that $\hat{z}$ is in fact “the” optimal solution (i.e., among all matrices in the constraint space, not necessarily rank-one).

The condition (3.17), when combined with the condition (3.16a), implies that we must have
\[
\hat{U}_{SS} = \text{sign}(z^*_S) \text{sign}(z^*_S)^T.
\]
The remainder of the proof consists in choosing appropriately the remaining dual blocks $\hat{U}_{SS^c}$ and $\hat{U}_{S^cS^c}$, and verifying that the primal-dual optimality conditions are satisfied. To describe the remaining steps, it is convenient to define the matrix
\[
\Phi := \hat{\Sigma} - \lambda_n \hat{U} - \Gamma = \beta z^*_S z^*_S^T - \lambda_n \hat{U} + \Delta,
\]
where $\Delta := \hat{\Sigma} - \Sigma$ is the effective noise in the sample covariance matrix. We divide our proof into three main steps, based on the block structure
\[
\Phi = \begin{bmatrix}
\Phi_{SS} & \Phi_{SS^c} \\
\Phi_{S^cS} & \Phi_{SS^c}
\end{bmatrix} = \begin{bmatrix}
\beta z^*_S z^*_S^T - \lambda_n \hat{U}_{SS} + \Delta_{SS} & -\lambda_n \hat{U}_{SS^c} + \Delta_{SS^c} \\
-\lambda_n \hat{U}_{S^cS} + \Delta_{S^cS} & -\lambda_n \hat{U}_{S^cS^c} + \Delta_{S^cS^c}
\end{bmatrix}.
\]

(A) In Step A, we analyze the upper left block $\Phi_{SS}$, using the fixed choice $\hat{U}_{SS} = \text{sign}(z^*_S) \text{sign}(z^*_S)^T$. We establish conditions on the regularization parameter $\lambda_n$ and the noise matrix $\Delta_{SS}$ under which the maximal eigenvector of $\Phi_{SS}$ has the same sign pattern as $z^*_S$. This maximal eigenvector specifies the $k$-dimensional subvector $\hat{z}_S$ of our optimal primal solution.

(B) In Step B, we analyze the off-diagonal block $\Phi_{S^cS}$, in particular establishing conditions on the noise matrix $\Delta_{S^cS}$ under which a valid sign matrix $\hat{U}_{S^cS}$ can be chosen such that the $p$-vector $\hat{z} := (\hat{z}_S, \tilde{\hat{z}}_{S^c})$ is an eigenvector of the full matrix $\Phi$.

(C) In Step C, we focus on the lower right block $\Phi_{S^cS^c}$, in particular analyzing conditions on $\Delta_{S^cS^c}$ such that a valid sign matrix $\hat{U}_{S^cS^c}$ can be chosen such that $\hat{z}$ defined in Step B satisfies condition (b) of Lemma 7.
Our primary interest is the effective noise matrix $\Delta = \hat{\Sigma} - \Sigma$ induced by the usual i.i.d. sampling model. However, our results are actually somewhat more general, in that we can provide conditions on arbitrary noise matrices (which need not be of the Wishart type) under which it is possible to construct $(\hat{z}, \hat{U})$ as in Steps A through C. Accordingly, in order to make the proof as clear as possible, we divide our analysis into two parts: in §3.4.2, we specify sufficient properties on arbitrary noise matrices $\Delta$, and in §3.4.3, we analyze the Wishart ensemble induced by the i.i.d. sampling model, and establish sufficient conditions on the sample size $n$. In §3.4.3, we focus exclusively on the special case of the spiked identity covariance, whereas §3.4.4 describes how our results extend to the more general spiked covariance ensembles covered by Theorem 7.

### 3.4.2 Sufficient conditions for general noise matrices

We now state a series of sufficient conditions, applicable to general noise matrices. So as to clarify the flow of the main proof, we defer the proofs of these technical lemmas to the appendix.

#### Sufficient conditions for step A

We begin with sufficient condition for the block $(S, S)$. In particular, with the choice (3.18) of $\hat{U}_{SS}$ and noting that $\text{sign}(z_s^*) = \sqrt{k} z_s^*$ by assumption, we have

$$
\Phi_{SS} = (\beta - \lambda_n k) z_s^* z_s^{*T} + \Delta_{SS} := \alpha z_s^* z_s^{*T} + \Delta_{SS},
$$

where the quantity $\alpha := \beta - \lambda_n k < \beta$ represents a “post-regularization” signal-to-noise ratio. Throughout the remainder of the development, we enforce the constraint

$$
\lambda_n = \frac{\beta}{2k}, \quad (3.21)
$$

so that $\alpha = \beta/2$. The following lemma guarantees correct sign recovery (see equation (3.16a)), assuming that $\Delta_{SS}$ is “small” in a suitable sense:

**Lemma 8.** (Correct sign recovery) Suppose that the upper left noise matrix $\Delta_{SS}$ satisfies

$$
\|\Delta_{SS}\|_{\infty,\infty} \leq \frac{\alpha}{10}, \quad \text{and} \quad \|\Delta_{SS}\|_{2,2} \to 0 \quad (3.22)
$$

with probability 1 as $p \to +\infty$. Then w.a.p. one,

(a) The maximal eigenvalue $\gamma_1 := \lambda_{\max}(\Phi_{SS})$ converges to $\alpha$, and its second largest eigenvalue $\gamma_2$ converges to zero.
(b) The upper left block $\Phi_{SS}$ has a unique maximal eigenvector $\hat{z}_S$ with the correct sign property (i.e. $\text{sign}(\hat{z}_S) = \text{sign}(z^*_S)$). More specifically, we have

$$\|\hat{z}_S - z^*_S\|_\infty \leq \frac{1}{2\sqrt{k}}.$$  \hspace{1cm} (3.23)

### Sufficient conditions for step B

With the subvector $\hat{z}_S$ specified, we can now specify the $(p - k) \times k$ submatrix $\hat{U}_{S^cS}$ so that the vector

$$\hat{z} := (\hat{z}_S, \vec{0}_{S^c}) \in \mathbb{R}^p$$  \hspace{1cm} (3.24)

is an eigenvector of the full matrix $\Phi$. In particular, if we define the renormalized quantity $\tilde{z}_S = \hat{z}_S / \|\hat{z}_S\|_1$, and choose

$$\hat{U}_{S^cS} = \frac{1}{\lambda_n} (\Delta_{S^cS} \hat{z}_S) \text{sign}(\hat{z}_S)^T,$$  \hspace{1cm} (3.25)

then some straightforward algebra shows that $(\Delta_{S^cS} - \lambda_n \hat{U}_{S^cS}) \hat{z}_S = 0$, so that $\hat{z}$ is an eigenvector of the matrix $\Phi = \beta z^*(z^*)^T - \lambda_n \hat{U} + \Delta$. It remains to verify that the choice (3.25) is a valid sign matrix (meaning that its entries are bounded in absolute value by one).

**Lemma 9.** Suppose that w.a.p. one, the matrix $\Delta$ satisfies conditions (3.22), and in addition, for sufficiently small $\delta > 0$, we have

$$\|\Delta_{S^cS}\|_{\infty,2} \leq \frac{\delta}{\sqrt{k}}.$$  \hspace{1cm} (3.26)

Then the specified $\hat{U}_{S^cS}$ is a valid sign matrix w.a.p. one.

### Sufficient conditions in Step C

Up to this point, we have established that $\hat{z} := (\hat{z}_S, \vec{0}_{S^c})$ is an eigenvector of $\hat{\Sigma} - \lambda_n \hat{U}$ and we have specified the sub-blocks $\hat{U}_{SS}$ and $\hat{U}_{S^cS}$ of the sign matrix. To complete the proof, it suffices to show that condition (b) in Lemma 7 can be satisfied—namely, that for each $x \in S^{p-1}$, there exists an extension $\hat{U}_{S^cS}(x)$ to our sign matrix such that

$$\hat{z}^T \left( \hat{\Sigma} - \lambda_n \hat{U}(x) \right) \hat{z} \geq x^T \left( \hat{\Sigma} - \lambda_n \hat{U}(x) \right) x.$$  

Note that it is sufficient to establish the above inequality with $\Phi(x)$ in place of $\hat{\Sigma} - \lambda_n \hat{U}(x)$\(^1\). Given any vector $x \in S^{p-1}$, recall the definition (3.19) of the matrix $\Phi = \Phi(x)$, and observe

\(^1\)In particular, we have $x^T \Gamma x \leq \|\Gamma\|_{2,2} \|x\|_2^2 = \max\{1, \|\Gamma_{p-k}\|_{2,2}\} \|x\|_2^2 = 1$, while $\hat{z}^T \Gamma \hat{z} = \|\hat{z}_S\|_2^2 = 1$; i.e., we have $x^T \Gamma x \leq \hat{z}^T \Gamma \hat{z}$.
that \((\tilde{z})^T \Phi(x)\tilde{z} = \gamma_1\) for any choice of \(\hat{U}_{S^c;S^c}(x)\). Consider the partition \(x = (u,v) \in S^{p-1}\), with \(u \in \mathbb{R}^k\) and \(v \in \mathbb{R}^m\), where \(m = p - k\). We have
\[
x^T \Phi x = u^T \Phi_{SS} u + 2v^T \Phi_{SC} S u + v^T \Phi_{SC^c} v.
\]
Let us decompose \(u = \mu \hat{z}_S + \hat{z}_S^\perp\), where \(|\mu| \leq 1\) and \(\hat{z}_S^\perp\) is an element of the orthogonal complement of the span of \(\hat{z}_S\). With this decomposition, we have
\[
u^T \Phi_{SS} u = \mu^2 \hat{z}_S^T \Phi_{SS} \hat{z}_S + 2\mu \hat{z}_S^T \Phi_{SS} \hat{z}_S^\perp + (\hat{z}_S^\perp)^T \Phi_{SS} \hat{z}_S^\perp,
\]
using the fact that \(\hat{z}_S\) is an eigenvector of \(\Phi_{SS}\) with eigenvalue \(\gamma_1\) by definition. Note that \(\|\hat{z}_S^\perp\|_2^2 \leq 1 - \mu^2\), so that \((\hat{z}_S^\perp)^T \Phi_{SS} \hat{z}_S^\perp\) is bounded by \((1 - \mu^2)\gamma_2\), where \(\gamma_2\) is the second largest eigenvalue of \(\Phi_{SS}\), which tends to zero according to Lemma 8. We thus conclude that
\[
u^T \Phi_{SS} u \leq \mu^2 \gamma_1 + (1 - \mu^2) \gamma_2.
\]
(3.28)

The following lemma addresses the remaining two terms in the decomposition (3.27):

**Lemma 10.** Let \(m = p - k\) and let \(\mathcal{S} = \{(\eta_i, \ell_i)\}_i\) be a set of cardinality \(|\mathcal{S}| = O(m)\). Suppose that in addition to conditions (3.22) and (3.26), the noise matrix \(\Delta\) satisfies w.p. 1
\[
\max_{\|v\|_2 \leq \eta, \|v\|_1 \leq \ell} \sqrt{v^T (\Delta_{SC;SC} + \Gamma_m)} v \leq \eta + \frac{\delta}{\sqrt{k}} \ell + \varepsilon, \quad \forall (\eta, \ell) \in \mathcal{S},
\]
for sufficiently small \(\delta, \varepsilon > 0\) as \(m \to +\infty\). Then w.p. 1, for all \(x \in S^{p-1}\), there exists a valid sign matrix \(\tilde{U}_{S^c;S^c}(x)\) such that the matrix \(\tilde{\Phi}(x) := \beta \tilde{z}^* \tilde{z}^{*T} - \lambda_n \tilde{U}(x) + \Delta\) satisfies
\[
x^T (\tilde{\Phi}(x)) x \leq \mu^2 \alpha + (1 - \mu^2) \frac{\alpha}{2} \leq \alpha.
\]
(3.30)

where \(|\mu| = |x^T \tilde{z}| \leq 1\).

### 3.4.3 Noise in sample covariance – identity case

Having established general sufficient conditions on the effective noise matrix, we now turn to the case of i.i.d. samples \(x_1, \ldots, x_n\) from the population covariance, and let the effective noise matrix correspond to the difference between the sample and population covariances. Our interest is in providing specific scalings of the triplet \((n, p, k)\) that ensure that the constructions in Steps A through C can be carried out. So as to clarify the steps involved, we begin with the proof for the spiked identity ensemble \((\Gamma = I)\). In §3.4.4, we provide the extension to non-identity spiked ensembles.
Recalling our sampling model $x_i = \sqrt{\beta} v_i z^* + g_i$, define the vector $h = \frac{1}{n} \sum_{i=1}^{n} v_i g_i$. The effective noise matrix $\Delta = \hat{\Sigma} - \Sigma$ can be decomposed as follows:

$$
\Delta = \beta \left( \frac{1}{n} \sum_{i=1}^{n} v_i^2 - 1 \right) z^* z^{*T} + \sqrt{\beta} \left( z^* h^T + h z^{*T} \right) + \left( n^{-1} \sum_{i=1}^{n} g_i g_i^T - I_p \right).
$$

We have named each of the three terms that appear in equation (3.31), so that we can deal with each one separately in our analysis. The decomposition can be summarized as

$$
\Delta = \beta P + \sqrt{\beta} R + W.
$$

The last term $W$ is a centered Wishart random matrix, whereas the other two are cross-terms from the sampling model, involving both random vectors and the unknown eigenvector $z^*$. Defining the standard Gaussian random matrix $G = (g_{ij}) \in \mathbb{R}^{n \times p}$, we can express $W$ concisely as

$$
W = \frac{1}{n} G^T G - I_p.
$$

Our strategy is to examine each of the terms $\beta P$, $\sqrt{\beta} R$ and $W$ separately. For sub-block $\Delta_{SS}$, the corresponding sub-blocks of all the three terms are present, while for sub-block $\Delta_{SC}$, only $\sqrt{\beta} R_{SC}$ and $W_{SC}$ have contributions. Since the conditions to be satisfied by these two sub-blocks are expressed in terms of their (operator) norms, the triangle inequality immediately yields the results for the whole sub-block, once we have established them separately for each of the contributing terms. On the other hand, although the conditions on $\Delta_{SC}$ (given in Lemma 10) do not have this (sub)additive property, only the Wishart term contributes to this sub-block, and it has a natural decomposition of the form required.

Regarding the Wishart term, the spectral norm of such a random matrix ($\|W\|_{2,2}$) is well-characterized [34, 43]; for instance, see claim (3.33a) in Lemma 12 for one precise statement. See also the discussion of § 8. The following lemma, concerning the mixed ($\infty, 2$) norms of submatrices of centered Wishart matrices, is perhaps of independent interest, and plays a key role in our analysis:

**Lemma 11.** Let $W \in \mathbb{R}^{p \times p}$ be a centered Wishart matrix as defined in (3.32). Let $I, J \subset \{1, \ldots, p\}$ be sets of indices, with cardinalities $|I|, |J| \to \infty$ as $n, p \to \infty$, and let $W_{I,J}$ denote the corresponding submatrix. Then as long as $\max\{|J|, \log |I|\}/n = o(1)$, we have

$$
\|W_{I,J}\|_{\infty, 2} = O\left( \frac{\sqrt{|J|} + \sqrt{\log |I|}}{\sqrt{n}} \right),
$$

as $n, p \to +\infty$ with probability 1.

See Appendix 3.D for the proof of this claim.
Verifying steps A and B

First, let us look at the Wishart random matrix. The conditions on the upper-left sub-block \( W_{SS} \) and lower-left sub-block \( W_{S\cdot S} \) are addressed in the following:

**Lemma 12.** As \((n, p, k) \to +\infty\), we have w.a.p. one

\[
\|W_{SS}\|_{2,2} = O\left(\sqrt{\frac{k}{n}}\right),
\]

\[
\|W_{SS}\|_{\infty,\infty} = O\left(\sqrt{\frac{k^2}{n}}\right),
\]

\[
\|W_{S\cdot S}\|_{\infty,2} = O\left(\sqrt{k + \frac{\log(p-k)}{\sqrt{n}}}\right).
\]

In particular, under the scaling \( n > Lk \log(p-k) \) and \( k = O(\log p) \), the conditions of Lemma 8 and Lemma 9 are satisfied for \( W_{SS} \) and \( W_{S\cdot S} \) for sufficiently large \( L \).

**Proof.** Assertion (3.33a) about the spectral norm of \( W_{SS} \) follows directly from known results on singular values of Gaussian random matrices (e.g., see [34, 43]). To bound the mixed norm \( \|W_{SS}\|_{\infty,2} \), we apply Lemma 11 with the choices \( I = S^c \) and \( J = S \), noting that \(|I| = p - k\) and \(|J| = k\). Finally, to obtain a bound on \( \|W_{SS}\|_{\infty,\infty} \), we first bound \( \|W_{SS}\|_{\infty,2} \). Again using Lemma 11, this time with the choices \( I = J = S \), we obtain

\[
\|W_{SS}\|_{\infty,2} = O\left(\sqrt{k + \frac{\log k}{\sqrt{n}}}\right) = O\left(\frac{\sqrt{k}}{\sqrt{n}}\right),
\]

as \( n, k \to \infty \). Now, using the fact that for any \( x \in \mathbb{R}^k \), \( \|x\|_2 \leq \sqrt{k}\|x\|_\infty \), we obtain

\[
\|W_{SS}\|_{\infty,\infty} = \max_{\|x\|_\infty \leq 1} \|W_{SS}x\|_\infty \leq \max_{\|x\|_2 \leq \sqrt{k}} \|W_{SS}x\|_\infty = \sqrt{k}\|W_{SS}\|_{\infty,2}.
\]

Combined with the inequality (3.34), we obtain the stated claim (3.33b). \( \square \)

We now turn to the cross-term \( R \), and establish the following result:

**Lemma 13.** The matrix \( R = z^*h^T + hz^*T \), as defined in equation (3.31), satisfies the conditions of Lemmas 8 and 9.

**Proof.** First observe that \( h \) may be viewed as a vector consisting of the off-diagonal elements of the first column of a \((p+1) \times (p+1)\) Wishart matrix, say \( W' \). This representation follows since \( h_j = \frac{1}{n} \sum_{i=1}^n v_i g_{ij} \), where the Gaussian variable \( v_i \) is independent of \( g_{ij} \) for all \( 1 \leq j \leq p \). For ease of reference, let us index rows/columns of \( W' \) by \( 1', 1, \ldots, p \), let \( S' = \{1'\} \cup S \), and let \( h = W'_{1', S \cup S^c} \). (Recall that \( S \cup S^c \) is simply \( \{1, \ldots, p\} \).)
Since the spectral norm of a matrix is an upper bound on the $\ell_2$-norm of any column, we have

$$\|h_S\|_2 \leq \|W'S'S'\|_{2,2} = \mathcal{O}\left(\frac{k + 1}{n}\right),$$  \hspace{1cm} (3.35)

where we used known bounds [34] on singular values of Gaussian random matrices. Under the scaling $n > Lk \log(p - k)$, we thus have $\|h_S\|_2 \xrightarrow{P} 0$. By Lemma 21, we have $\mathbb{P}[|W'_{ij}| > t] \leq C \exp(-c't^2)$ for $t > 0$ sufficiently small, which implies (via union bound) that

$$\|h\|_\infty = \mathcal{O}\left(\sqrt{\frac{\log(p)}{n}}\right) = \mathcal{O}\left(\frac{1}{\sqrt{k}}\right),$$  \hspace{1cm} (3.36)

under our assumed scaling. Note also that $\|h\|_\infty = \max\{\|h_S\|_\infty, \|h_S^c\|_\infty\}$, i.e. the $\infty$-norm of each of these subvectors are also $\mathcal{O}(k^{-1/2})$. Assume for the following that $L$ is chosen large enough so that $\|h\|_\infty \leq \delta/\sqrt{k}$.

Now, to complete the proof, let us first examine the spectral norm of $R_{SS} = z_S^h S^T h_S + h_S z_S^T$. The two (possibly) non-zero eigenvalues of this matrix are $z_S^h S^T h_S \pm \|z_S^h S^T h_S\|_2\|h_S\|_2$, whence we have

$$\|R_{SS}\|_{2,2} \leq |z_S^h S^T h_S| + \|z_S^h S^T h_S\|_2 \leq 2\|h_S\|_2 \xrightarrow{P} 0.$$

As for the (matrix) $\infty$-norm of $R_{SS}$, let us exploit the “maximum row sum” interpretation, i.e. $\|R_{SS}\|_{\infty,\infty} = \max_{i \in S} \sum_{j \in S} |R_{ij}|$ (cf. §2.1.3) to deduce

$$\|R_{SS}\|_{\infty,\infty} \leq \|z_S^h S^T h_S\|_{\infty,\infty} + \|h_S z_S^T\|_{\infty,\infty} \leq \left(\max_{i \in S} |z_i^*|\right) \|h_S\|_1 + \left(\max_{i \in S} |h_i|\right) \|z_S^T\|_1 \leq 1/\sqrt{k}\|W'S'S'\|_{\infty,\infty} + \|h_S\|_\infty \sqrt{k}.$$

From the argument of Lemma 12, we have $\|W'S'S'\|_{\infty,\infty} = \mathcal{O}\left(\sqrt{\frac{k^2}{n}}\right)$, so that

$$\frac{1}{\sqrt{k}}\|W'S'S'\|_{\infty,\infty} = \mathcal{O}\left(\frac{1}{\sqrt{n}}\right) \xrightarrow{P} 0,$$

and moreover, the norm $\|R_{SS}\|_{\infty,\infty}$ can be made smaller than $2\delta$, by choosing $L$ sufficiently large in the relation $n > Lk \log(p - k)$. 

Finally, to establish the additional condition required by Lemma 9—which namely equation (3.26)—notice that

\[ \| R_{S^cS'} \|_{2,2} = \max_{\| y \|_2 = 1} \| R_{S^cS'} y \|_{\infty} \]

\[ = \max_{\| y \|_2 = 1} \| h_{S^c} z_{S'}^T y \|_{\infty} \]

\[ = \left( \max_{\| y \|_2 = 1} | z_{S'}^T y | \right) \| h_{S^c} \|_{\infty} \leq \frac{\delta}{\sqrt{k}} \]

where the last line uses \( \max_{\| y \|_2 = 1} | z_{S'}^T y | = \| z_{S'}^* \|_2 = 1 \), thereby completing the proof.

Finally, we examine the first term in equation (3.31), i.e. \( P \). As this term only contributes to the upper-left block, we only need to establish that it satisfies Lemma 8:

**Lemma 14.** The matrix \( P_{SS} \) satisfies condition (3.22) of Lemma 8.

**Proof.** Note that for any matrix norm, we have \( \| P_{SS} \| = | n^{-1} \sum_{i=1}^n (v_i)^2 - 1 | \| z_{S'}^* z_{S'}^T \| \). Now, notice that \( \| z_{S'}^* z_{S'}^T \|_2 = | z_{S'}^T z_{S'}^* | = 1 \). Also, using the “maximum row sum” characterization of matrix \( \infty \)-norm, we have \( \| z_{S'}^* z_{S'}^T \|_{\infty, \infty} = \sum_{j=1}^k | ( \pm \frac{1}{\sqrt{k}} ) ( \pm \frac{1}{\sqrt{k}} ) | = 1 \). Now by the strong law of large numbers, \( | n^{-1} \sum_{i=1}^n (v_i)^2 - 1 | \overset{a.s.}{\to} 0 \) as \( n \to \infty \). It follows that with probability 1

\[ \| P_{SS} \|_{2,2} = \| P_{SS} \|_{\infty, \infty} \to 0, \]

which clearly implies condition (3.22).

**Verifying step C**

For this step, we only need to consider the lower-right block of \( W \); i.e., we only need to verify condition (3.29) of Lemma 10 for \( \Delta_{S^cS'} = W_{S^cS'} \). Recall that \( W = n^{-1} G^T G - I_p \) where \( G \) is an \( n \times p \) (canonical) Gaussian matrix (see equation (3.32)). With a slight abuse of notation, let \( G_{S^c} = (G_{ij}) \) for \( 1 \leq i \leq n \) and \( j \in S^c \). Note that \( G_{S^c} \in \mathbb{R}^{n \times m} \) where \( m = p - k \) and

\[ \Delta_{S^cS'} + I_m = W_{S^cS'} + I_m = n^{-1} G_{S^c}^T G_{S^c}. \]

Now, we can simplify the quadratic form in (3.29) as

\[ \sqrt{v^T (\Delta_{S^cS'} + I_m) v} = \sqrt{\| n^{-1/2} G_{S^c} v \|_2^2} = \| n^{-1/2} G_{S^c} v \|_2. \]

for which we have the following lemma.

**Lemma 15.** For any \( M > 0 \) and \( \varepsilon > 0 \), there exists a constant \( B > 0 \) such that for any set \( S = \{ (\eta_i, \ell_i) \} \), with elements in \( (0, M) \times \mathbb{R}^+ \) and cardinality \( |S| = \mathcal{O}(m) \), we have

\[ \max_{\| v \|_2 \leq \eta} \| n^{-1/2} G v \|_2 \leq \eta + B \sqrt{\frac{\log m}{n}} \ell + \varepsilon, \quad \forall (\eta, \ell) \in S \]  

(3.37)
as $p \to \infty$, with probability 1. In particular, under the scaling $n > Lk \log m$, condition (3.29) of Lemma 10 is satisfied for $L$ large enough.

Proof. Without loss of generality, assume $M = 1$. We begin by controlling the expectation of the left-hand side, using an argument based on the Gordon–Slepian theorem [66], similar to that used for establishing bounds on spectral norms of random Gaussian matrices [e.g. 34].

First, we require some notation: for a zero-mean random variable $Z$, define its standard deviation $\sigma(Z) = \left( \mathbb{E}[|Z|^2] \right)^{1/2}$. For vectors $x, y$ of the same dimension, define the Euclidean inner product $\langle x, y \rangle = x^T y$. For matrices $X, Y$ of the same dimension (although not necessarily symmetric), recall the Hilbert–Schmidt norm $\|X\|_{\text{HS}} := \langle \langle X, X \rangle \rangle^{1/2} = \left( \sum_{i,j} X^2_{ij} \right)^{1/2}$.

Given some (possibly uncountable) index set $\{t \in T\}$, let $(X_t)_{t \in T}$ and $(Y_t)_{t \in T}$ be a pair of centered Gaussian processes. One version of the Gordon–Slepian theorem (see [66]) asserts that if $\sigma(X_s - X_t) \leq \sigma(Y_s - Y_t)$ for all $s, t \in T$, then we have

$$\mathbb{E}[\sup_{t \in T} X_t] \leq \mathbb{E}[\sup_{t \in T} Y_t].$$

(3.38)

For simplicity in notation, define $\tilde{H} := G_{S^c} \in \mathbb{R}^{n \times m}$, $H := n^{-1/2}G_{S^c}$, and fix some $\eta, \ell > 0$. We wish to bound

$$f(\tilde{H}; \eta, \ell) := \max_{\|v\|_2 \leq \eta, \|v\|_1 \leq \ell} \|\tilde{H}v\|_2 = \max_{\|v\|_2 \leq \eta, \|v\|_1 \leq \ell, \|u\|_2 = 1} \langle \tilde{H}v, u \rangle$$

where $v \in \mathbb{R}^m$, $u \in \mathbb{R}^n$. Note that $\langle \tilde{H}v, u \rangle = u^T \tilde{H}v = \text{tr}(\tilde{H}vu^T) = \langle \langle \tilde{H}, uu^T \rangle \rangle$. Consider $\tilde{H}$ to be a (canonical) Gaussian vector in $\mathbb{R}^{mn}$, take

$$T := \{t = (u, v) \in \mathbb{R}^n \times \mathbb{R}^m \mid \|v\|_2 \leq \eta, \|v\|_1 \leq \ell, \|u\|_2 = 1\},$$

(3.39)

and define $X_t = \langle \langle \tilde{H}, uu^T \rangle \rangle$ for $t \in T$. Observe that $(X_t)_{t \in T}$ is a (centered) canonical Gaussian process generated by $\tilde{H}$, and $f(\tilde{H}; \eta, \ell) = \max_{t \in T} X_t$. We compare this to the maximum of another Gaussian process $(Y_t)_{t \in T}$, defined as $Y_t = \langle \langle g, h \rangle, (u, v) \rangle$ where $g \in \mathbb{R}^n$ and $h \in \mathbb{R}^m$ are Gaussian vectors with $\mathbb{E}[gg^T] = \eta^2 I_n$ and $\mathbb{E}[hh^T] = I_m$. Note that, for example,

$$\sigma((g, u)) = \left( \mathbb{E}\langle g, u \rangle^2 \right)^{1/2} = \left( u^T \mathbb{E}[gg^T] u \right)^{1/2} = \eta \|u\|_2,$$

in which the left-hand size is the norm of a process $\langle \langle g, u \rangle \rangle_u$ expressed in terms of the norm of a vector (i.e., its index).
Let $t = (u, v) \in T$ and $t' = (u', v') \in T$. Assume, without loss of generality, that $\|v'\|_2 \leq \|v\|_2$. Then, we have

$$\sigma^2(X_t - X_{t'}) = \|uu^T - uu'^T\|_{HS}^2 = \|uu^T - uu'^T + uu'^T - uu'^T\|_{HS}^2 = \|u\|_2^2 \|u - u'\|_2^2 + \|u'\|_2^2 \|v - v'\|_2^2 + 2(u^T u' - \|u'\|_2^2)(\|v\|_2^2 - v^T v') \leq \eta^2 \|u - u'\|_2^2 + \|v - v'\|_2^2 = \sigma^2(Y_t - Y_{t'}).$$

where we have used Cauchy–Schwarz inequality to deduce $|u^T u' - 1| = \|u'\|_2^2$ and $|v^T v'| \leq \|v\|_2 \|v'\|_2 \leq \|v\|_2^2$. Thus, the Gordon–Slepian lemma is applicable and we obtain

$$\mathbb{E} f(\tilde{H}; \eta, \ell) \leq \mathbb{E} \max_{t \in T} Y_t = \mathbb{E} \max_{\|u\|_2 = 1} \langle g, u \rangle + \mathbb{E} \max_{\|v\|_2 \leq \eta, \|u\|_2 \leq \ell} \langle h, v \rangle \leq \mathbb{E} \|g\|_2 + (\mathbb{E} \|h\|_\infty) \ell < \sqrt{n} \eta + \left(\sqrt{3 \log m}\right) \ell.$$}

where we have used $\left(\mathbb{E} \|g\|_2^2\right)^2 < \mathbb{E} \left(\|g\|_2^2\right) = \mathbb{E} \text{tr}(gg^T) = \text{tr} \mathbb{E}(gg^T) = n \eta^2$; the bound used for $\mathbb{E} \|h\|_\infty$ follows from standard Gaussian tail bounds [66]. Noting that $H = n^{-1/2} \tilde{H}$, we obtain $\mathbb{E} f(H; \eta, \ell) \leq \eta + \sqrt{\frac{3 \log m}{n}} \ell$.

The final step is to argue that $f(H; \eta, \ell)$ is sufficiently close to its mean. For this, we will use concentration of Gaussian measure [66, 65] for Lipschitz functions in $\mathbb{R}^{mn}$. To see that $A \to f(A; \eta, \ell)$ is in fact 1-Lipschitz, note that it satisfies the triangle inequality and it is bounded above by the spectral norm. Thus,

$$|f(\tilde{H}; \eta, \ell) - f(\tilde{F}; \eta, \ell)| \leq f(\tilde{H} - \tilde{F}; \eta, \ell) \leq \|\tilde{H} - \tilde{F}\|_{2,2} \leq \|\tilde{H} - \tilde{F}\|_{HS}$$

where we have used the assumption $\eta \leq 1$. Noting that $H = n^{-1/2} \tilde{H}$ and $f(H; \eta, \ell) = n^{-1/2} f(\tilde{H}; \eta, \ell)$, Gaussian concentration of measure for 1-Lipschitz functions (cf. Lemma 3 of §2.3) implies that

$$\mathbb{P}\left[f(H; \eta, \ell) - \mathbb{E}[f(H; \eta, \ell)] > t\right] \leq \exp(-nt^2/2).$$

Finally, we use union bound to establish the result uniformly over $S$. By assumption, there exists some $K > 0$ such that $|S| \leq Km$. Thus

$$\mathbb{P}\left[\max_{(\eta, \ell) \in S} \left(\tilde{H}; \eta, \ell\right) - (\eta + \sqrt{3 \log m/n} \cdot \ell) > t\right] \leq K \exp(-nt^2/2 + \log m).$$
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Now, fix some \( \varepsilon > 0 \), take \( t = \sqrt{\frac{6 \log m}{n}} \) and apply the Borell–Cantelli lemma to conclude that

\[
\max_{(\eta, \ell) \in S} \left[ f(H; \eta, \ell) - \left( \eta + \sqrt{\frac{3 \log m}{n}} \cdot \ell \right) \right] \leq \sqrt{\frac{6 \log m}{n}} \leq \varepsilon
\]

eventually (w.p. 1).

\[ \square \]

3.4.4 Nonidentity noise covariance

In this section, we specify how the proof is extended to (population) covariance matrices having a more general base covariance term \( \Gamma_{p-k} \) in equation (3.1). For convenience, in this section, we write \( v^i := v_i \) and \( g^i := g_i \). Then, for example, \( g^i_S := (g^i_j, j \in S) := (g_{ij}, j \in S) \).

Let \( \Gamma^{1/2}_{p-k} \) denote the (symmetric) square root of \( \Gamma_{p-k} \). We can write samples from the general model as

\[
\tilde{x}^i = \sqrt{\beta} v^i z^* + \tilde{g}^i, \quad i = 1, \ldots, n
\]

(3.40)

where

\[
\tilde{g}^i = \left( g^i_S, \Gamma^{1/2}_{p-k} g^i_{Sc} \right)
\]

(3.41)

with \( g^i \sim N(0, I_p) \) and \( v^i \sim N(0, 1) \) standard independent Gaussian random variables.

Denoting the resulting sample covariance as \( \Sigma \), we can obtain an expression for the noise matrix \( \Delta = \Sigma - \Sigma \). The result will be similar to expansion (3.31) with \( h \) and \( W \) appropriately modified; more specifically, we have

\[
\tilde{h}_S = h_S, \quad \tilde{h}_{Sc} = \Gamma^{1/2}_{p-k} h_{Sc} \quad \tilde{W}_{SS} = W_{SS}, \quad \tilde{W}_{ScS} = \Gamma^{1/2}_{p-k} W_{ScS}, \quad \tilde{W}_{ScSc} = \Gamma^{1/2}_{p-k} W_{ScSc} \Gamma^{1/2}_{p-k}.
\]

(3.42)

(3.43)

Note that the \( P \)-term is unaffected.

Re-examining the proof presented for the case \( \Gamma_{p-k} = I_{p-k} \), we can identify conditions imposed on \( h \) and \( W \) to guarantee optimality. By imposing sufficient constraints on \( \Gamma_{p-k} \), we can make \( \tilde{h} \) and \( \tilde{W} \) satisfy the same conditions. The rest of the proof will then be exactly the same as the case \( \Gamma_{p-k} = I_{p-k} \). As before, we proceed by verifying Steps A through C in sequence.

Verifying steps A and B

Examining the proof of Lemma 13, we observe that we need bounds on \( \|\tilde{h}_S\|_2, \|\tilde{h}_S\|_1 \) and \( \|\tilde{h}\|_\infty = \max\{\|\tilde{h}_S\|_\infty, \|\tilde{h}_{Sc}\|_\infty\} \). Since \( \tilde{h}_S = h_S \), we should only be concerned with \( \|\tilde{h}_{Sc}\|_\infty \), for which we simply have

\[
\|\tilde{h}_{Sc}\|_\infty \leq \Gamma^{1/2}_{p-k} \|\tilde{h}_{Sc}\|_\infty.
\]
Thus, assumption (3.2a)—i.e., \(\|\Gamma^{1/2}\|_{\infty,\infty} = O(1)\)—guarantees that Lemma 13 also holds for (nonidentity) \(\Gamma\).

Similarly, for Lemma 12 to hold, we need to investigate \(\|\tilde{W}_{Sc}\|_{\infty,2}\), since this is the only norm (among those considered in the lemma) affected by a nonidentity \(\Gamma\). Using sub-multiplicative property of operator norms (cf. (2.11) in §2.1.3), we have

\[
\|\tilde{W}_{Sc}\|_{\infty,2} \leq \|\Gamma^{1/2}_{p-k}\|_{\infty,\infty} \|W_{Sc}\|_{\infty,2},
\]

so that the same boundedness assumption (3.2a) is sufficient.

**Verifying step C**

For the lower-right block \(\tilde{W}_{Sc}\), we first have to verify Lemma 15. We also need to examine the proof of Lemma 10 where the result of Lemma 15—namely relation (3.37)—was used. Let \(\tilde{G} = (\tilde{g}^i_{j})_{i,j=1,1}^{n,p}\) and let \(\tilde{G}_{Sc} = (\tilde{G}_{ij})\) for \(1 \leq i \leq n\) and \(j \in Sc\). Note that \(\tilde{G}^T_{Sc} \in \mathbb{R}^{(p-k) \times n}\) and we have

\[
\tilde{G}^T_{Sc} = (\tilde{g}^1_{Sc}, \ldots, \tilde{g}^n_{Sc}) = \Gamma^{1/2}_{p-k} (g^1_{Sc}, \ldots, g^n_{Sc}) = \Gamma^{1/2}_{p-k} G^T_{Sc}.
\]

Using this notation, we can write \(\tilde{W}_{Sc} = n^{-1}\tilde{G}^T_{Sc}G_{Sc} - \Gamma_{p-k} = \Gamma^{1/2}_{p-k} (n^{-1}G^T_{Sc}G_{Sc} - I_{p-k}) \Gamma^{1/2}_{p-k}\), consistent with equation (3.43).

Now to establish a version of (3.37), we have to consider the maximum of

\[
\|n^{-1/2}\tilde{G}_{Sc}v\|_2 = \|n^{-1/2}G_{Sc}\Gamma^{1/2}_{p-k}v\|_2
\]

over the set where \(\|v\|_2 \leq \eta\) and \(\|v\|_1 \leq \ell\). Let \(\tilde{v} = \Gamma^{1/2}_{p-k}v\) and note that for any consistent pair of vector/matrix norms we have \(\|\tilde{v}\| \leq \|\Gamma^{1/2}_{p-k}\| \|v\|\). Thus, for example, \(\|v\|_2 \leq \eta\) implies \(\|\tilde{v}\|_2 \leq \|\Gamma^{1/2}_{p-k}\|_{2,2}\eta\), and similarly for the \(\ell_1\)-norm. Now, if we assume that Lemma 15 holds for \(G_{Sc}\), we obtain, for all \((\eta, \ell) \in S\), the inequality

\[
\max_{\|v\|_2 \leq \eta, \|v\|_1 \leq \ell} \|n^{-1/2}\tilde{G}_{Sc}v\|_2 \leq \max_{\|\tilde{v}\|_2 \leq \|\Gamma^{1/2}_{p-k}\|_{2,2}\eta, \|\tilde{v}\|_1 \leq \|\Gamma^{1/2}_{p-k}\|_{1,1}\ell} \|n^{-1/2}G_{Sc}\tilde{v}\|_2
\]

\[
\leq \|\Gamma^{1/2}_{p-k}\|_{2,2}\eta + B\|\Gamma^{1/2}_{p-k}\|_{1,1} \sqrt{\frac{\log m}{n}} \ell + \varepsilon. \tag{3.44}
\]

Thus, one observes that the boundedness condition (3.2a) guarantees that

\[
\|\Gamma^{1/2}_{p-k}\|_{1,1} = \|\Gamma^{1/2}_{p-k}\|_{\infty,\infty} \leq A_1,
\]

thereby taking care of the second term in equation (3.44). More specifically, the constant \(A_1\) is simply absorbed into some \(B' = BA_1\). In addition, we also require a bound on
\(\|\Gamma_{p-k}\|_{2,2}\), which follows from our assumption \(\|\Gamma_{p-k}\|_{2,2} \leq 1\). However, the fact that the factor multiplying \(\eta\) in (3.44) is no longer unity has to be addressed more carefully.

Recall that inequality (3.37) was used in the proof of Lemma 10 to establish a bound on

\[ v^T \Delta S S^c v^* = v^T W S S^c v^* = v^T (H^T H - I_{p-k}) v^* = \| Hv^* \|_2^2 - \| v^* \|_2^2 \]

where \(H = n^{-1/2} G S^c\). The bound obtained on this term is given by (3.79). We focus on the core idea, omitting some technical details such as the discretization argument. Replacing \(W S S^c\) with \(\tilde{W} S S^c\), we need to establish a similar bound on

\[ v^T \tilde{W} S S^c v^* = v^T (n^{-1/2} \tilde{G} S^c - \Gamma_{p-k}) v^* = \| n^{-1/2} \tilde{G} S^c v^* \|_2^2 - \| \Gamma_{p-k} v^* \|_2^2. \]

Note that \(\| v^* \|_2^2 \leq \| \Gamma_{p-k} \|_{2,2} \| \Gamma_{p-k} v^* \|_2^2\) or, equivalently, \(\| \Gamma_{p-k} \|_{2,2} \| v^* \|_2^2 \leq \| \Gamma_{p-k} v^* \|_2^2\). Thus, using (3.44), one obtains

\[ \| n^{-1/2} \tilde{G} S^c v^* \|_2^2 - \| \Gamma_{p-k} v^* \|_2^2 \leq \left( \| \Gamma_{p-k} \|_{2,2}^2 - \| \Gamma_{p-k} \|_{2,2}^{-2} \right) \| v^* \|_2^2 \]

+ (terms of lower order in \(\| v^* \|_2^2\)).

Note that unlike the case \(\Gamma_{p-k} = I_{p-k}\), the term quadratic in \(\| v^* \|_2^2\) does not vanish in general. Thus, we have to assume that its coefficient is eventually small compared to \(\beta\). More specifically, we assume

\[ \| \Gamma_{p-k} \|_{2,2}^2 - \| \Gamma_{p-k} \|_{2,2}^{-2} \leq \frac{\alpha}{4} = \frac{\beta}{8}, \quad \text{eventually.} \quad (3.45) \]

The boundedness assumptions on \(\| \Gamma_{p-k} \|_{1,1}\) and \(\| \Gamma_{p-k} \|_{2,2}\) now allows for the rest of the terms to be made less than \(\alpha/4\), using arguments similar to the proof of Lemma 10, so that the overall objective is less than \(\alpha/2\), eventually. This concludes the proof.

Noting that \(\| \Gamma_{p-k} \|_{2,2}^2 = \lambda_{\max}(\Gamma_{p-k})\) and \(\| \Gamma_{p-k} \|_{2,2}^{-2} = \lambda_{\min}(\Gamma_{p-k})\), we can summarize the conditions sufficient for Lemma 10 to extend to general covariance structure as follows

\[ \| \Gamma_{p-k} \|_{1,1} = \| \Gamma_{p-k} \|_{\infty,\infty} = \mathcal{O}(1) \quad (3.46a) \]

\[ \lambda_{\max}(\Gamma_{p-k}) \leq 1 \quad (3.46b) \]

\[ \lambda_{\max}(\Gamma_{p-k}) - \lambda_{\min}(\Gamma_{p-k}) \leq \frac{\beta}{8} \quad (3.46c) \]

as stated previously.

\(^2\)In particular, we will assume that \(v^*\) saturates (3.44), so that \(\| v^* \|_2 = \eta\). For a more careful argument see the proof of Lemma 10.
3.5 Proof of Theorem 8 – minimax lower bound

Our proof is based on the standard approach of applying Fano’s inequality (e.g., [30, 52, 104, 101] and § 2.6). Let $\mathcal{S}$ denote the collection of all possible support sets, i.e. the collection of $k$-subsets of $\{1, \ldots, p\}$ with cardinality $|\mathcal{S}| = \binom{p}{k}$; we view $S$ as a random variable distributed uniformly over $\mathcal{S}$. Let $\mathbb{P}_S$ denote the distribution of a sample $X \sim N(0, \Sigma_p(S))$ from a spiked covariance model, conditioned on the maximal eigenvector having support set $S$, and let $X^n = (x_1, \ldots, x_n)$ be a set of $n$ i.i.d. samples. In information-theoretic terms, we view any method of support recovery as a decoder that operates on the data $X^n$ and outputs an estimate of the support $\hat{S} = \phi(X^n)$—in short, a (possibly random) map $\phi : (\mathbb{R}^p)^n \to \mathcal{S}$.

Using the 0-1 loss to compare an estimate $\hat{S}$ and the true support set $S$, the associated risk is simply the probability of error $P[\text{error}] = \sum_{S \in \mathcal{S}} (\binom{p}{k})^{-1} \mathbb{P}_S[\hat{S} \neq S]$. Due to symmetry of the ensemble, in fact we only need to restrict our attention to symmetric estimators for which we have $P[\text{error}] = \mathbb{P}_S[\hat{S} \neq S]$, where $S$ is some fixed but arbitrary support set, a property that we refer to as risk flatness (cf. §2.6.5).

In order to generate suitably tight lower bounds, we restrict attention to the following sub-collection $\tilde{\mathcal{S}}$ of support sets:

$$\tilde{\mathcal{S}} := \{ S \in \mathcal{S} \mid \{1, \ldots, k-1\} \subseteq S \},$$

consisting of those $k$-element subsets that contain $\{1, \ldots, k-1\}$ and one element from $\{k, \ldots, p\}$. By risk flatness, the probability of error with $S$ chosen uniformly at random from the original ensemble $\mathcal{S}$ is the same as the probability of error with $S$ chosen uniformly from $\tilde{\mathcal{S}}$. Letting $U$ denote a subset chosen uniformly at random from $\tilde{\mathcal{S}}$, using Fano’s inequality, we have the lower bound

$$P[\text{error}] \geq 1 - \frac{I(U; X^n) + \log 2}{\log |\tilde{\mathcal{S}}|},$$

where $I(U; X^n)$ is the mutual information between the data $X^n$ and the randomly chosen support set $U$, and $|\tilde{\mathcal{S}}| = p - k + 1$ is the cardinality of $\tilde{\mathcal{S}}$.

It remains to obtain an upper bound on $I(U; X^n) = H(X^n) - H(X^n|U)$. By chain rule for entropy, we have $H(X^n) \leq n H(x)$. Next, using the maximum entropy property of the Gaussian distribution [30], we have

$$H(X^n) \leq n H(x) \leq n \left\{ \frac{p}{2} [1 + \log(2\pi)] + \frac{1}{2} \log \det \mathbb{E}[xx^T] \right\},$$

where $\mathbb{E}[xx^T]$ is the covariance matrix of $x$. On the other hand, given $U = \bar{U}$, the vector $X^n$ is a collection of $n$ Gaussian $p$-vectors with covariance matrix $\Sigma_p(\bar{U})$. The determinant of this matrix is $1 + \beta$, independent of $\bar{U}$, so that we have

$$H(X^n|U) = \frac{np}{2} [1 + \log(2\pi)] + \frac{n}{2} \log(1 + \beta).$$
Combining equations (3.47) and (3.48), we obtain
\[ I(U; X^n) \leq \frac{n}{2} \left\{ \log \det \mathbb{E} [xx^T] - \log(1 + \beta) \right\}, \tag{3.49} \]

The following lemma, proved in Appendix 3.E, specifies the form of the log determinant of the covariance matrix \( \Sigma_M := \mathbb{E}[xx^T] \).

**Lemma 16.** *The log determinant has the exact expression*

\[ \log \det \Sigma_M = \log(1 + \beta) + \log \left( 1 - \frac{\beta}{1 + \beta \frac{k(p - k + 1)}{(p - k + 1)} + (p - k) \log \left( 1 + \frac{\beta}{k(p - k + 1)} \right) \right). \tag{3.50} \]

Substituting equation (3.50) into equation (3.49) and using the inequality \( \log(1 + \alpha) \leq \alpha \), we obtain
\[
I(U; X^n) \leq \frac{n}{2} \left\{ \log \left( 1 - \frac{\beta}{1 + \beta \frac{k(p - k + 1)}{(p - k + 1)} + (p - k) \log \left( 1 + \frac{\beta}{k(p - k + 1)} \right) \right) \right\} \\
\leq \frac{n}{2} \left\{ \frac{\beta}{1 + \beta \frac{k(p - k + 1)}{(p - k + 1)} + \frac{\beta(p - k)}{k(p - k + 1)} \right\} \\
= \frac{n}{2} \left\{ \frac{\beta^2}{1 + \beta \frac{k(p - k + 1)}{(p - k + 1)} \right\} \\
\leq \frac{\beta^2}{2(1 + \beta \frac{k}{k}}.
\]

From the Fano bound (3.47), the error probability is greater than \( \frac{1}{2} \) if \( \frac{\beta^2}{1 + \beta \frac{k}{k} < \log(p - k) < \log |\tilde{S}|, \) which completes the proof.

### 3.6 Some results on \( \ell_q \) sparsity

In this section, we provide some partial analysis of the SDP for the spiked covariance model with \( \ell_q \) sparsity model. In particular, we assume a sampling model \( \tilde{\mathcal{S}} \) with the following constraint on \( z^* \),

\[ \sum_{j=1}^{p} |z_j^*|^q \leq \kappa \tag{3.51} \]

for some \( q \in (0, 2) \) and \( \kappa = \kappa(p) > 0 \). Recall that \( \tilde{Z} \) is the solution and \( \lambda_n \) is the regularization parameter of SDP (3.9). Let us define

\[ Z^* := z^*(z^*)^T. \]

We have the following theorem.
**Theorem 9.** Let \( \lambda_n = c_1 K \sqrt{\frac{\beta \log p}{n}} \), assume (3.51) holds and \( \|z^*\|_2 = 1 \). Then,

\[
\|\hat{Z} - Z^*\|_{HS}^2 \leq c_2(\beta) \kappa^2 \left( \frac{\log p}{n} \right)^{\frac{1}{1+q}}
\]  

(3.52)

with high probability at least \( 1 - c_3 p^{-c_4} - c_5 e^{-c_6 n} \).

The \( c_2(\beta) \) constant in (3.52) is decreasing in \( \beta \) and can be taken to be \( c_2(\beta) \sim \beta^{-\frac{1}{1+q}} \) as \( \beta \to \infty \). The proof relies on the following lemma.

**Lemma 17.** Let \( f \) be a convex function defined on a convex subset \( C \) of a normed space \( (X, \| \cdot \|) \). Let \( \hat{x} \) be a minimizer of \( f \) on \( C \), i.e.,

\[
f(\hat{x}) = \inf_{x \in C} f(x)
\]

(3.53)

Furthermore assume that for some \( x_0 \in C \) and \( R > 0 \), we have for all \( x \in C \)

\[
\|x - x_0\| = R \implies f(x) > f(x_0).
\]

(3.54)

Then, we have \( \|\hat{x} - x_0\| \leq R \).

**Proof.** Without loss of generality, we can assume \( x_0 = 0 \) and \( f(x_0) = 0 \), since \( \hat{x} \) is a minimizer of \( f \) on \( C \) if and only if \( \hat{x} - x_0 \) is a minimizer of \( g(x) = f(x + x_0) - f(x_0) \) over \( x \in C - x_0 \).

Now, assume that the conclusion does not hold, \( \|\hat{x}\| > R \). Then, there exists \( \lambda \in (0, 1) \) such that \( z = (1 - \lambda)x_0 + \lambda \hat{x} \) has norm \( R \). (This holds for example with \( \lambda = \frac{R}{\|\hat{x}\|} \)). Then,

\[
f(z) \leq (1 - \lambda)f(x_0) + \lambda f(\hat{x}) = \lambda f(\hat{x}) \leq \lambda f(x_0) = 0.
\]

(3.55)

But since \( \|z\|_2 = R \), by assumption (3.54) we should have \( f(z) > f(x_0) = 0 \) which is a contradiction. \( \square \)

### 3.6.1 Proof of Theorem 9

We will apply the Lemma (3.54) to the function \( f(Z) = -\langle \hat{\Sigma} - I_p, Z \rangle + \lambda_n \|Z\|_1 \) over the set \( C = \mathbb{S}_+^p \cap \{Z : \text{tr}(Z) = 1\} \), with \( x_0 = Z^* \) and \( \hat{x} = \hat{Z} \). To simplify notation, let \( \hat{E} := \hat{Z} - Z^* \) and \( E := Z - Z^* \). Then,

\[
f(Z) - f(Z^*) = -\langle \hat{\Sigma} - I_p, E \rangle + \lambda_n (\|Z^* + E\|_1 - \|Z^*\|_1)
\]

(3.56)

Our strategy is to find a value of \( R \) such that for all \( \|E\|_2 = \|E\|_{HS} = R \), we have \( f(Z) - f(Z^*) > 0 \) with high probability. It then follows from the lemma that \( \|E\|_{HS} \leq R \).

**Lemma 18.** We have \( \langle -Z^*, E \rangle \geq \frac{1}{2} \|E\|_{HS}^2 \).
Proof. In general, we have \( \| Z \|_{HS} \leq \| Z \|_* \) where \( \cdot \| \cdot \|_* \) is the nuclear norm of the matrix—cf. §?. For a matrix \( Z \in \mathcal{S}_n^p \), \( \| Z \|_* = \text{tr}(Z) \). It follows that, for \( Z \in \mathcal{C} \),
\[
\| Z \|_{HS} \leq \text{tr}(Z) = 1. \tag{3.57}
\]

Now,
\[
1 \geq \| Z \|_{HS}^2 = \| Z^* + E \|_{HS}^2 = \| E \|_{HS}^2 + \| Z^* \|_{HS}^2 + 2 \langle Z^*, E \rangle.
\]

Using \( \| Z^* \|_{HS} = \sqrt{(z^*, z^*)} = 1 \) and rearranging gives the inequality. \(\square\)

As was observed previously (cf. ?), we can write \( \hat{\Sigma} = \beta \left( \frac{1}{n} \sum_i v_i^2 \right) Z^* + \sqrt{\beta} (z^* h^T + h(z^*)^T) + \frac{1}{n} G^T G \), where \( h = \frac{1}{n} \sum_{i=1}^n v_i g_i \) and \( G = (g_{ij}) \in \mathbb{R}^{n \times p} \) is a standard Gaussian matrix. Since \( E \in \mathcal{S}_n^p \), we have
\[
-\langle \hat{\Sigma} - I_p, E \rangle = -\beta \left( \frac{1}{n} \sum_{i=1}^n v_i^2 \right) \langle Z^*, E \rangle - \langle 2 \sqrt{\beta} h(z^*)^T + \frac{1}{n} G^T G - I_p, E \rangle \tag{3.58}
\]

By \(\chi^2\) concentration, \( \frac{1}{n} \sum_i v_i^2 \geq \frac{1}{2} \), with probability at least \( 1 - \exp(-n/64) \). Hence, with the same probability, the first in (3.58) bounded below as \( T_0 \geq -\frac{1}{2} \beta \langle Z^*, E \rangle \geq -\beta \| Z^* \|_{HS}^2 \).

As for the term involving \( \tilde{\Delta} \), we first note that the following bound on its vector \( \ell_\infty \) norm which follows from our previous discussions.

Lemma 19. With probability at least \( 1 - c_2 p^{-c_3} \)
\[
\| \tilde{\Delta} \|_{\ell_\infty} \leq c_1 \sqrt{\frac{\beta \log p}{n}}.
\]

Consider the set \( S := \{ i : |z^*_i| \geq \tau \} \subset [p] \), where \( \tau > 0 \) is some threshold to be determined later, and let \( k = \text{card}(S) \). We denote by \( Z^*_S \subset \mathbb{R}^{k^2} \), a vector consisting of all elements \( Z^*_i \), \((i,j) \in S^2 \). Similarly, let \( Z^*_{Sc} \subset \mathbb{R}^{p^2-k^2} \) denote the vector consisting of \( Z^*_{ij} \), \((i,j) \notin S^2 \). Similar notations will used for \( \tilde{\Delta} \) and \( E \).

Lemma 20. As long as \( \| \tilde{\Delta} \|_{\ell_\infty} \leq \lambda_n \), we have
\[
T_1 := -\langle \tilde{\Delta}_S, E_S \rangle + \lambda_n (\| Z^*_S + E_S \|_1 - \| Z^*_S \|_1) \geq -2 \lambda_n k \| E_S \|_2, \tag{3.59}
\]
\[
T_2 := -\langle \tilde{\Delta}_{Sc}, E_{Sc} \rangle + \lambda_n (\| Z^*_{Sc} + E_{Sc} \|_1 - \| Z^*_{Sc} \|_1) \geq -4 \lambda_n \tau^{-q} \kappa^2. \tag{3.60}
\]

We take \( \lambda_n = c_1 \sqrt{\frac{\beta \log p}{n}} \) so that the consequences of Lemma 20 hold. Note that \( \| E_S \|_2 \leq \| E \|_{HS} = R \). From Lemma 23 in Appendix 3.G, \( k \leq \tau^{-q} \kappa \). Then, putting the pieces together we have
\[
f(Z) - f(Z^*) = T_0 + T_1 + T_2 \geq \frac{\beta}{4} R^2 - 2 \lambda_n \tau^{-q} \kappa R - 4 \lambda_n \tau^{-q} \kappa^2. \tag{3.61}
\]
Choose $\tau$ so that $\lambda_n \tau^{-q} \kappa^2 = (\lambda_n \tau^{-q} \kappa)^2$ or equivalently, $\tau = \lambda_n^{\frac{1}{1+q}}$. Then, taking $R = c_3 \lambda_n \tau^{-q} \kappa$ for some sufficiently large $c_3 = c_3(\beta) > 0$, we can make the right-hand side of (3.61) positive$^3$, implying that $f(Z) - f(Z^*) > 0$. Some algebra shows that

$$R = c_3 \kappa \lambda_n^{\frac{1}{1+q}} = c_4 \kappa \left( \frac{\log p}{n} \right)^{\frac{1}{1+q}}$$

(3.62)

where $c_4 > 0$ could depend on $\beta$. The proof is complete. The proofs of auxiliary lemmas can be found in Appendix 3.G.

**Appendix 3.A Large deviations for $\chi^2$ variates**

The following large-deviations bounds for centralized $\chi^2$ are taken from Laurent and Massart [63]. Given a centralized $\chi^2$-variate $X$ with $d$ degrees of freedom, then for all $x \geq 0$,

$$\mathbb{P}\{X - d \geq 2\sqrt{dx} + 2x\} \leq \exp(-x), \quad \text{and}$$

(3.63a)

$$\mathbb{P}\{X - d \leq -2\sqrt{dx}\} \leq \exp(-x).$$

(3.63b)

We also use the following slightly different version of the bound (3.63a),

$$\mathbb{P}\{X - d \geq dx\} \leq \exp \left( -\frac{3}{16} dx^2 \right), \quad 0 \leq x < \frac{1}{2}$$

(3.64)

due to Johnstone [56]. More generally, the analogous tail bounds for non-central $\chi^2$, taken from Birgé [19], can be established via the Chernoff bound. Let $X$ be a noncentral $\chi^2$ variable with $d$ degrees of freedom and noncentrality parameter $\nu \geq 0$. Then for all $x > 0$,

$$\mathbb{P}\{X \geq (d + \nu) + 2\sqrt{(d + 2\nu)x} + 2x\} \leq \exp(-x), \quad \text{and}$$

(3.65a)

$$\mathbb{P}\{X \leq (d + \nu) - 2\sqrt{(d + 2\nu)x}\} \leq \exp(-x).$$

(3.65b)

We derive here a slightly weakened but useful form of the bound (3.65a), valid when $\nu$ satisfies $\nu \leq Cd$ for a positive constant $C$. Under this assumption, then for any $\delta \in (0, 1)$, we have

$$\mathbb{P}\{X \geq (d + \nu) + 4d\sqrt{\delta}\} \leq \exp \left( -\frac{\delta}{1 + 2C}d \right).$$

(3.66)

$^3$With this choice of $R$, the RHS becomes $(\frac{\beta}{4} c_3^2 - 2c_3 - 4) \lambda_n \tau^{-q} \kappa$, which is positive if $c_3 > \frac{4}{\beta}(1 + \sqrt{1 + \beta})$.  

To establish this bound, let \( x = \frac{d^2 \delta}{d + 2 \nu} \) for some \( \delta \in (0, 1) \). From equation (3.65a), we have
\[
p^* := P\{ X \geq (d + \nu) + 2d \sqrt{\delta} + 2 \frac{d^2}{d + 2 \nu} \delta \} \leq \exp \left( - \frac{d^2 \delta}{d + 2 \nu} \right) \leq \exp \left( - \frac{\delta}{1 + 2C_d} d \right).
\]
Moreover, we have
\[
p^* \geq P\{ X \geq (d + \nu) + 2d \sqrt{\delta} + 2d \delta \} \geq P\{ X \geq (d + \nu) + 4d \sqrt{\delta} \},
\]
since \( \sqrt{\delta} \geq \delta \) for \( \delta \in (0, 1) \).

### Appendix 3.B Proof of Lemma 6

Using the form of the \( \chi_n^2 \) PDF, we have, for even \( n \) and any \( t > 0 \),
\[
P\left\{ \frac{\chi_n^2}{n} > 1 + t \right\} = \frac{1}{2^{n/2} \Gamma(n/2)} \int_{(1+t)n}^{\infty} x^{n/2-1} \exp(-x/2) dx
\]
\[
= \frac{1}{2^{n/2} \Gamma(n/2)} \left\{ \frac{(n/2 - 1)!}{\left( \frac{1}{2} \right)^{(n/2-1)+1}} \exp \left( - \frac{n(1 + t)}{2} \right) \sum_{i=0}^{n/2-1} \frac{1}{i!} \left( \frac{n(1 + t)}{2} \right)^i \right\}
\]
\[
\geq \exp(-nt/2) \left\{ \frac{\exp(-n/2) (n/2)^{n/2-1}}{(n/2 - 1)!} \right\} (1 + t)^{n/2-1}
\]
where the second line uses standard integral formula (cf. §3.35 in the reference book [45]). Using Stirling's approximation for \( (n/2 - 1)! \), the term within square brackets is lower bounded by \( 2C/\sqrt{n} \). Also, over \( t \in (0, 1) \), we have \( (1 + t)^{-1} > 1/2 \), so we conclude that
\[
P\left\{ \frac{\chi_n^2}{n} > 1 + t \right\} \geq \frac{C}{\sqrt{n}} \exp \left( - \frac{n}{2} \left\{ t - \log(1 + t) \right\} \right).
\] (3.67)

Defining the function \( f(t) = \log(1+t) \), we calculate \( f(0) = 0 \), \( f'(0) = 1 \) and \( f''(t) = -1/(1 + t)^2 \). Note that \( f''(t) \geq -1 \), for all \( t \in \mathbb{R} \). Consequently, via a second-order Taylor series expansion, we have \( f(t) - t \geq -t^2/2 \). Substituting this bound into equation (3.67) yields
\[
P\left\{ \frac{\chi_n^2}{n} > 1 + t \right\} \geq \frac{C}{\sqrt{n}} \exp \left( - \frac{nt^2}{2} \right)
\]
as claimed.
Appendix 3.C  Proofs for §3.4.2

3.C.1  Proof of Lemma 8

The argument we present here has a deterministic nature. In other words, we will show that if the conditions of the lemma hold for a nonrandom sequence of matrices $\Delta_{SS}$, the conclusions will follow. Thus, for example, all the references to limits may be regarded as deterministic. Then, since the conditions of the lemma are assumed to hold for a random $\Delta_{SS}$ a.a.s., it immediately follows that the conclusions hold a.a.s.. To simplify the argument let us assume that $\alpha^{-1}\|\Delta_{SS}\|_{\infty,\infty} \leq \varepsilon$ for sufficiently small $\varepsilon > 0$; it turns out that $\varepsilon = \frac{1}{10}$ is enough.

We prove the lemma in steps. First, by Weyl’s theorem (cf. Theorem 1 in § 2.2 and [54, 89]), eigenvalues of the perturbed matrix $\alpha z_S^* z_S^T + \Delta_{SS}$ are contained in intervals of length $2\|\Delta_{SS}\|_{2,2}$ centered at eigenvalues of $\alpha z_S^* z_S^T$. Since the matrix $z_S^* z_S^T$ is rank-one, one eigenvalue of the perturbed matrix is in the interval $[\alpha \pm \|\Delta_{SS}\|_{2,2}]$, and the remaining $k - 1$ eigenvalues are in the interval $[0 \pm \|\Delta_{SS}\|_{2,2}]$. Since by assumption $2\|\Delta_{SS}\|_{2,2} \leq \alpha$ eventually, the two intervals are disjoint, and the first one contains the maximal eigenvalue $\gamma_1$ while the second contains the second largest eigenvalue $\gamma_2$. In other words, $|\gamma_1 - \alpha| \leq \|\Delta_{SS}\|_{2,2}$ and $|\gamma_2| \leq \|\Delta_{SS}\|_{2,2}$. Since $\|\Delta_{SS}\|_{2,2} \to 0$ by assumption, we conclude that $\gamma_1 \to \alpha$ and $\gamma_2 \to 0$.

For the rest of the proof, take $n$ large enough so

$$ |\gamma_1\alpha^{-1} - 1| \leq \varepsilon, \tag{3.68} $$

where $\varepsilon > 0$ is a small number to be determined.

Now, let $\tilde{z}_S \in \mathbb{R}^k$ with $\|\tilde{z}_S\|_2 = 1$ be the eigenvector associated with $\gamma_1$, i.e.

$$(\alpha z_S^* z_S^T + \Delta_{SS})\tilde{z}_S = \gamma_1 \tilde{z}_S. \tag{3.69}$$

Taking inner products with $\tilde{z}_S$, one obtains $\alpha(z_S^T \tilde{z}_S)^2 + \tilde{z}_S^T \Delta_{SS} \tilde{z}_S = \gamma_1$. Noting that $|\tilde{z}_S^T \Delta_{SS} \tilde{z}_S|$ is upper-bounded by $\|\Delta_{SS}\|_{2,2}$, we have by triangle inequality

$$ |\alpha - \alpha(z_S^T \tilde{z}_S)^2| = |\alpha - \gamma_1 + \gamma_1 - \alpha(z_S^T \tilde{z}_S)^2| $$

$$ \leq |\alpha - \gamma_1| + |\gamma_1 - \alpha(z_S^T \tilde{z}_S)^2| \leq 2\|\Delta_{SS}\|_{2,2} $$

which implies $z_S^T \tilde{z}_S \to 1$ (taking into account our sign convention). Take $n$ large enough so that

$$ |z_S^T \tilde{z}_S - 1| \leq \varepsilon, \tag{3.70} $$

and let $u$ be the solution of

$$ \alpha z_S^* + \Delta_{SS} u = \alpha u \tag{3.71} $$

which is an approximation of equation (3.69) satisfied by $\tilde{z}_S$. Using triangle inequality, one has $\|u\|_\infty \leq \|z_S^*\|_\infty + \alpha^{-1}\|\Delta_{SS}\|_{\infty,\infty}\|u\|_\infty$, which implies that

$$ \|u\|_\infty \leq (1 - \alpha^{-1}\|\Delta_{SS}\|_{\infty,\infty})^{-1}\|z_S^*\|_\infty \leq (1 - \varepsilon)^{-1}\|z_S^*\|_\infty. \tag{3.72} $$
We also have
\[ |u - z_S^*|_\infty \leq \alpha^{-1} \|\Delta_{SS}\|_{\infty, \infty} |u|_\infty \leq \varepsilon (1 - \varepsilon)^{-1} |z_S^*|_\infty. \tag{3.73} \]
Subtracting equation (3.71) from equation (3.69), we obtain
\[ \alpha z_S^T \tilde{z}_S - 1 + \Delta_{SS} (\tilde{z}_S - u) = \gamma_1 \tilde{z}_S - \alpha u. \]
Adding and subtracting \( \gamma_1 u \) on the right-hand side and dividing by \( \alpha \), we have
\[ z_S^* (z_S^T \tilde{z}_S - 1) + \alpha^{-1} \Delta_{SS} (\tilde{z}_S - u) = \gamma_1 \alpha^{-1} (\tilde{z}_S - u) + (\gamma_1 \alpha^{-1} - 1) u, \]
which implies
\[ \|\tilde{z}_S - u\|_\infty \leq \left( |\gamma_1 \alpha^{-1}| - \alpha^{-1} \|\Delta_{SS}\|_{\infty, \infty} \right)^{-1} \left( |z_S^T \tilde{z}_S - 1| \cdot |z_S^*|_\infty + |\gamma_1 \alpha^{-1} - 1| \cdot |u|_\infty \right) \]
\[ \leq (1 - 2\varepsilon)^{-1} [\varepsilon + \varepsilon (1 - \varepsilon)^{-1}] \cdot |z_S^*|_\infty \]
where the last inequality follows from equations (3.68), (3.70) and (3.72). Combining with the bound (3.73) on \( |u z_S^*|_\infty \) yields
\[ \frac{\|\tilde{z}_S - z_S^*\|_\infty}{|z_S^*|_\infty} \leq \frac{\varepsilon}{1 - 2\varepsilon} + \frac{\varepsilon}{(1 - 2\varepsilon)(1 - \varepsilon)} + \frac{\varepsilon}{1 - \varepsilon} \]
\[ \leq \frac{3\varepsilon}{(1 - 2\varepsilon)^2}. \]

Finally, we take \( \varepsilon = \frac{1}{10} \) to conclude \( \|\tilde{z}_S - z_S^*\|_\infty \leq \frac{1}{2} |z_S^*|_\infty = \frac{1}{2\sqrt{k}} \) a.a.s., as claimed.

### 3.C.2 Proof of Lemma 9

Recall that by definition, \( \tilde{z}_S = \tilde{z}_S / |\tilde{z}_S|_1 \). Using the identity \( \text{sign}(\tilde{z}_S)^T \tilde{z}_S = |\tilde{z}_S|_1 \) yields
\[ \tilde{U}_{S,S} \tilde{z}_S = \lambda_n^{-1} \Delta_{S,S} \tilde{z}_S, \]
which is the desired equation. It only remains to prove that \( \tilde{U}_{S,S} \) is indeed a valid sign matrix.

First note that from equation (3.23) we have \( |\tilde{z}_i| \in \left[ \frac{1}{2\sqrt{k}}, \frac{3}{2\sqrt{k}} \right] \) for \( i \in S \), which implies that \( |\tilde{z}_S|_1 \in \left[ \frac{\sqrt{k}}{2}, \frac{3\sqrt{k}}{2} \right] \). Thus, \( |\tilde{z}_S|_2 = 1/(|\tilde{z}_S|_1) \leq \frac{2}{\sqrt{k}} \).

Now we can write
\[ \max_{i \in S, j \in S} |\tilde{U}_{ij}| \leq \lambda_n^{-1} \|\Delta_{S,S} \tilde{z}_S\|_\infty \]
\[ \leq \lambda_n^{-1} \|\Delta_{S,S}\|_{\infty, 2} \|\tilde{z}_S\|_2 \]
\[ \leq \frac{2k}{\beta} \frac{\delta}{\sqrt{k} \sqrt{k}} \]
\[ = \frac{4}{\beta} \delta, \]
so that taking \( \delta \leq \frac{\beta}{4} \) completes the proof.
3.3.3 Proof of Lemma 10

Here we provide the proof for the case $\Gamma_{p-k} = I_{p-k}$; necessary modifications for the general case are discussed in §3.4.4. First, let us bound the cross-term in equation (3.27). Recall that $\tilde{z}_S = \tilde{z}_S / \| \tilde{z}_S \|_1$. Also, by our choice (3.25) of $\tilde{U}_{S^c}^{*}$, we have

$$\Phi_{S^c} = \Delta_{S^c} - \lambda_n \tilde{U}_{S^c}^{*} = \Delta_{S^c} - \Delta_{S^c} \tilde{z}_S \text{sign}(\tilde{z}_S)^T.$$ 

Now, using sub-multiplicative property of operator norms [see relation (2.11) in §2.1.3], we can write

$$\| \Phi_{S^c} \|_{\infty,2} = \| \Delta_{S^c} (I_{p-k} - \tilde{z}_S \text{sign}(\tilde{z}_S)^T)^T \|_{\infty,2} \leq \| \Delta_{S^c} \|_{\infty,2} \cdot \| I_{p-k} - \tilde{z}_S \text{sign}(\tilde{z}_S)^T \|_{2,2} \leq \| \Delta_{S^c} \|_{\infty,2} \cdot (1 + \| \tilde{z}_S \|_2 \| \text{sign}(\tilde{z}_S) \|_2) \leq 3 \| \Delta_{S^c} \|_{\infty,2},$$

where we have also used the facts that $\| ab^T \|_{2,2} = \| a \|_2 \| b \|_2$, and $\| \tilde{z}_S \|_2 = 1/(\| \tilde{z}_S \|_1) \leq \frac{2}{\sqrt{k}}$, using the bound (28). Recall the decomposition $x = (u, v)$, where $u = \mu \tilde{z}_S + \tilde{z}_S^T$ with $\mu^2 + \| \tilde{z}_S^T \|_2^2 \leq 1$. Also, by our choice (3.25) of $\tilde{U}_{S^c}^{*}$, we have $\Phi_{S^c} u = \Phi_{S^c} \tilde{z}_S^T$. Thus,

$$\max_u |2v^T \Phi_{S^c} u| \leq \max_{\| \tilde{u} \|_2 \leq \sqrt{1-\mu^2}} |2v^T \Phi_{S^c} \tilde{u}| \leq \sqrt{1-\mu^2} \max_{\| \tilde{u} \|_2 \leq 1} |2v^T \Phi_{S^c} \tilde{u}|.$$  

Using Hölder’s inequality (cf. (2.4)), we have

$$\max_{\| \tilde{u} \|_2 \leq 1} |2v^T \Phi_{S^c} \tilde{u}| \leq 2 \| v \|_1 \max_{\| \tilde{u} \|_2 \leq 1} \| \Phi_{S^c} \tilde{u} \|_{\infty,2} \leq 2 \| v \|_1 \| \Phi_{S^c} \|_{\infty,2} \leq 6 \| v \|_1 \frac{\delta}{\sqrt{k}},$$

where we have used bound (3.74) and applied condition (3.26). We now turn to the last term in the decomposition (3.27), namely $v^T \Phi_{S^c} v = v^T \Delta_{S^c} v - \lambda_n v^T \tilde{U}_{S^c} v$. In order to minimize this term, we use our freedom to choose $\tilde{U}_{S^c} (x) = \text{sign}(v) \text{sign}(v)^T$, so that $-\lambda_n v^T \tilde{U}_{S^c} v$ simply becomes $-\lambda_n \| v \|_1^2$.

Define the objective function $f^* := \max_x x^T \Phi x$. Also let $H = n^{-1/2}G_{S^c}$, where $G_{S^c} = (G_{ij})$ for $1 \leq i, j \leq S^c$. Noting that $\Delta_{S^c} = H^T H - I_m$ (with $m = p - k$) and using the bounds (3.28), (3.75) and (3.76), we obtain the following bound on the objective

$$f^* \leq \max_v \max_{u,v} | u^T \Phi_{SS} u + 2v^T \Phi_{S^c} u + v^T \Phi_{S^c} v | \leq \left\{ \mu^2 \gamma_1 + (1 - \mu^2) \gamma_2 \right\} + (1 - \mu^2) \left[ \max_{\| v \|_2 \leq 1} \left\{ \frac{\delta}{\sqrt{k}} + \| H v \|_2^2 - \| v \|_2^2 - \lambda_n \| v \|_1^2 \right\} \right].$$

(3.77)
Thus, using condition (3.29), we have
\[ \mathcal{H}^j \leq \mathcal{H} \]
and
\[ \mathcal{H}^j = \mathcal{H} \]

In obtaining the last inequality, we have used the change of variable \( v \rightarrow (\sqrt{1 - \mu^2}) v \), with some abuse of notation, and exploited the inequality \( \|v\|_2 \leq \sqrt{1 - \mu^2} \). (Note that this bound follows from the identity \( \|x\|_2^2 = 1 = \mu^2 + \|\nabla_S\|_2^2 + \|v\|_2^2 \).)

Let \( v^* \) be the optimal solution to problem \( g^* \) in equation (3.77); note that it is random due to the presence of \( H \). Also, set \( \mathcal{S} = \{(\eta_{ij}, \ell_{ij})\} \) where \( i \) and \( j \) range over \( \{1, 2, \ldots, \lceil \sqrt{m} \rceil \} \) and

\[ \eta_{ij} = \frac{i}{\sqrt{m}}, \quad \ell_{ij} = \frac{j}{\sqrt{m}}. \]

Note that \( \mathcal{S} \) satisfies the condition of the lemma, namely \( |\mathcal{S}| = \lceil \sqrt{m} \rceil^2 = O(m) \).

Since \( \|v^*\|_2 \leq 1 \), and \( \|v^*\|_2 \leq \|v^*\|_1 \leq \sqrt{m} \|v^*\|_2 \), there exists \( (\eta^*, \ell^*) \in \mathcal{S} \) such that

\[ \eta^* - \frac{1}{\sqrt{m}} < \|v^*\|_2 \leq \eta^* \]
\[ \ell^* - 3 < \|v^*\|_1 \leq \ell^* \]

Thus, using condition (3.29), we have

\[ \|Hv^*\|_2 \leq \max_{\|v\|_2 \leq \eta^*} \|Hv\|_2 \leq \eta^* + \frac{\delta}{\sqrt{k}} \ell^* + \varepsilon \leq \|v^*\|_2 + \frac{1}{\sqrt{m}} + \frac{\delta}{\sqrt{k}} (\|v^*\|_1 + 3) + \varepsilon. \]

To simplify notation, let

\[ A = A(\varepsilon, \delta, m, k) := \frac{1}{\sqrt{m}} + 3 \frac{\delta}{\sqrt{k}} + \varepsilon, \] (3.78)

so that the bound in the above display may be written as \( \|v^*\|_2 + \delta \|v^*\|_1 / \sqrt{k} + A \). Now, we have

\[ \|Hv^*\|_2^2 - \|v^*\|_2^2 \leq 2 \|v^*\|_2 \left( \frac{\delta \|v^*\|_1}{\sqrt{k}} + A \right) + \left( \frac{\delta \|v^*\|_1}{\sqrt{k}} + A \right)^2 \]
\[ \leq 2 \left( \frac{\delta \|v^*\|_1}{\sqrt{k}} + A \right) + \left( \frac{\delta \|v^*\|_1}{\sqrt{k}} + A \right)^2. \] (3.79)

---

4 Let \( i^* = \lfloor \sqrt{m} \|v^*\|_2 \rfloor \) and \( \eta^* = \frac{i^*}{\sqrt{m}} \). Using the fact that, for any \( x \in \mathbb{R} \), \( \lfloor x \rfloor - 1 < x \leq \lfloor x \rfloor \), we have \( \eta^* - 1/\sqrt{m} < \|v^*\|_2 \leq \eta^* \) or, equivalently, \( \|v^*\|_2 = \eta^* + \xi \) where \( -1/\sqrt{m} < \xi \leq 0 \). Now let \( j^* = \lfloor \|v^*\|_1 \rfloor \). One has \( j^* - 1 < \|v^*\|_1 \leq j^* \|v^*\|_2 \) which, using the fact that \( \|v^*\|_2 \leq 1 \), implies \( j^* \|v^*\|_2 - 1 < \|v^*\|_1 \leq j^* \|v^*\|_2 \). This in turn implies

\[ j^* \eta^* + j^* \xi - 1 < \|v^*\|_1 \leq j^* \eta^* \]

Take \( \ell^* = j^* \eta^* \) and note that \( j^* \xi - 1 > -3 \), since \( j^* \) is at most \( \lceil \sqrt{m} \rceil \).
Using this in (3.77) and recalling from (3.21) that \( \lambda_n = \beta / (2k) \), we obtain the following bound

\[
g^* \leq 6 \delta \frac{\|v^*\|_1}{\sqrt{k}} + 2 \left( \delta \frac{\|v^*\|_1}{\sqrt{k}} + A \right) \left( \delta \frac{\|v^*\|_1}{\sqrt{k}} + A \right)^2 - \frac{\beta}{2} \left( \frac{\|v^*\|_1}{\sqrt{k}} \right)^2.
\]

Note that this is quadratic in \( \|v^*\|_1 / \sqrt{k} \), i.e.

\[
g^* \leq a \left( \frac{\|v^*\|_1}{\sqrt{k}} \right)^2 + b \left( \frac{\|v^*\|_1}{\sqrt{k}} \right) + c
\]

where \( a = \delta^2 - \frac{\beta}{2} \), \( b = 8 \delta + 2 \delta A \), and \( c = 2A + A^2 \).

By choosing \( \delta \) sufficiently small, say \( \delta^2 \leq \beta / 4 \), we can make \( a \) negative. This makes the quadratic form \( ax^2 + bx + c \) achieve a maximum of \( c + b^2 / 4(-a) \), at the point \( x^* = b/2(-a) \).

Note that we have \( b/2(-a) \to 0 \) and \( c \to 0 \) as \( \epsilon, \delta \to 0 \) and \( m, k \to \infty \). Consequently, we can make this maximum (and hence \( g^* \)) arbitrarily small eventually, say less than \( \alpha / 2 \), by choosing \( \delta \) and \( \epsilon \) sufficiently small.

Combining this bound on \( g^* \) with our bound (3.77) on \( f^* \), and recalling that \( \gamma_1 \to \alpha \) and \( \gamma_2 \to 0 \) by Lemma 8, we conclude that

\[
f^* \leq \mu^2 (\alpha + o(1)) + (1 - \mu^2) \left\{ \frac{\alpha}{2} + o(1) \right\} \leq \alpha + o(1),
\]

as claimed.

**Appendix 3.D Proof of Lemma 11**

In this section, we prove Lemma 11, a general result on \( \| \cdot \|_{\infty, 2} \)-norm of Wishart matrices. Some of the intermediate results are of independent interest and are stated as separate lemmas. Two sets of large deviation inequalities will be used, one for chi-squared RVs \( \chi^2_n \) and one for “sums of Gaussian product” random variates. To define the latter precisely, let \( Z_1 \) and \( Z_2 \) be independent Gaussian RVs, and consider the sum \( \sum_{i=1}^n X_i \) where \( X_i \overset{iid}{\sim} Z_1 Z_2 \), for \( 1 \leq i \leq n \). The following tail bounds are known \[58, 19\]:

\[
\mathbb{P}(\left| n^{-1} \sum_{i=1}^n X_i \right| > t) \leq C \exp(-3nt^2 / 2), \quad \text{as } t \to 0 \tag{3.80}
\]

\[
\mathbb{P}(\left| n^{-1} \chi^2_n - 1 \right| > t) \leq 2 \exp(-3nt^2 / 16), \quad 0 \leq t < 1/2, \tag{3.81}
\]

where \( C \) is some positive constant.
Let $W$ be a $p \times p$ centered Wishart matrix as defined in (3.32). Consider the following linear combination of off-diagonal entries of the first row

$$\sum_{j=2}^{n} a_j W_{1j} = n^{-1} \sum_{i=1}^{n} g_{i1} \sum_{j=2}^{p} g_{ij} a_j$$

Let $\xi^i := \|a\|^{-1}_2 \sum_{j=2}^{p} g_{ij} a_j$, where $a = (a_2, \ldots, a_p) \in \mathbb{R}^{p-1}$. Note that $\{\xi^i\}_{i=1}^{n}$ is a collection of independent standard Gaussian RVs. Moreover, $\{\xi^i\}_{i=1}^{n}$ is independent of $\{g_{i1}\}_{i=1}^{n}$. Now, we have

$$\sum_{j=2}^{p} a_j W_{1j} = n^{-1} \|a\|_2^2 \sum_{i=1}^{n} g_{i1} \xi^i,$$

which is a (scaled) sum of Gaussian products (as defined above). Using (3.80), we obtain

$$P\left(\left|\sum_{j=2}^{p} a_j W_{1j}\right| > t\right) \leq C \exp \left(- \frac{3nt^2}{\|a\|_2^2}\right)$$

(3.82)

Combining the bounds in (3.82) and (3.81), we can bound a full linear combination of first-row entries. More specifically, let $x = (x_1, \ldots, x_p) \in \mathbb{R}^p$, with $x_1 \neq 0$ and $\sum_{j=2}^{p} x_j \neq 0$, and consider the linear combination $\sum_{j=1}^{p} x_j W_{1j}$. Noting that $W_{11} = n^{-1} \sum_i (g_{i1})^2 - 1$ is a centered $\chi^2_n$, we obtain

$$P\left(\left|\sum_{j=1}^{p} x_j W_{1j}\right| > t\right) \leq P\left(|x_{11}| + \left|\sum_{j=2}^{p} x_j W_{1j}\right| > t\right)$$

$$\leq P\left(|x_{11}| > t/2\right) + P\left[\left|\sum_{j=2}^{p} x_j W_{1j}\right| > t/2\right]$$

$$\leq 2 \exp \left(- \frac{3nt^2}{16 \cdot 4x_1^2}\right) + C \exp \left(- \frac{3nt^2}{2 \cdot 4 \sum_{j=2}^{p} x_j^2}\right)$$

$$\leq 2 \max\{2, C\} \exp \left(- \frac{3nt^2}{16 \cdot 4 \sum_{j=1}^{p} x_j^2}\right).$$

Note that the last inequality holds, in general, for $x \neq 0$. Since there is nothing special about the “first” row, we can conclude the following.

**Lemma 21.** For $t > 0$ small enough, there are (numerical constants) $c > 0$ and $C > 0$ such that for all $x \in \mathbb{R}^p \setminus \{0\}$,

$$P\left(\left|\sum_{j=1}^{p} x_j W_{ij}\right| > t\right) \leq C \exp \left(- c nt^2/\|x\|_2^2\right),$$

(3.83)

for $1 \leq i \leq p$. 
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Now, let \( I, J \subset \{1, \ldots, p\} \) be index sets\(^5\), both allowed to depend on \( p \) (though we have omitted the dependence for brevity). Choose \( x \) such that \( x_j = 0 \) for \( j \notin J \) and \( \|x\|_2 = 1 \). Note that \( \|W_{I,J}x_J\|_\infty = \max_{i \in I} |\sum_{j \in J} W_{ij}x_j| = \max_{i \in I} |\sum_{j=1}^{p} W_{ij}x_j| \), suggesting the following lemma.

**Lemma 22.** Consider some index set \( I \) such that \(|I| \to \infty\) and \( n^{-1} \log |I| \to 0 \) as \( n, p \to \infty \) and some \( x_j \in S^{[J]^{-1}} \). Then, there exists an absolute constant \( B > 0 \) such that

\[
\|W_{I,J}x_J\|_\infty \leq B \sqrt{\frac{\log |I|}{n}}
\]

as \( n, p \to \infty \), with probability 1.

**Proof.** Applying the union bound in conjunction with the bound (3.83) yields

\[
\mathbb{P}\left( \max_{i \in I} \left| \sum_{j \in J} W_{ij}x_j \right| > t \right) \leq |I| C \exp(-cnt^2).
\]

Letting \( t = B \sqrt{n^{-1} \log |I|} \), the right-hand side simplifies to \( C \exp(- (cB^2 - 1) \log |I|) \). Taking \( B > \sqrt{2c^{-1}} \) and applying Borel–Cantelli lemma completes the proof.

Note that as a corollary, setting \( x_J = (1, 0, \ldots, 0) \) yields bounds on the \( \infty \)-norm of columns (or, equivalently, rows) of Wishart matrices.

Lemma 22 may be used to obtain the desired bound on \( \|W_{I,J}\|_{\infty,2} \). For simplicity, let \( y \in \mathbb{R}^{|J|} \) represent a generic \( |J| \)-vector. Recall that \( \|W_{I,J}\|_{\infty,2} = \max_{y \in S^{|J|^{-1}}} \|W_{I,J}y\|_\infty \). We use a standard discretization argument, covering the unit \( \ell^2 \)-ball of \( \mathbb{R}^{|J|} \) using an \( \epsilon \)-net, say \( \mathcal{N} \). It can be shown [68] that there exists such a net with cardinality \(|\mathcal{N}| < (3/\epsilon)^{|J|} \). For every \( y \in S^{|J|^{-1}} \), let \( u_y \in \mathcal{N} \) be the point such that \( \|y - u_y\|_2 \leq \epsilon \). Then

\[
\|W_{I,J}y\|_\infty \leq \|W_{I,J}\|_{\infty,2} \|y - u_y\|_2 + \|W_{I,J}u_y\|_\infty \leq \|W_{I,J}\|_{\infty,2} \epsilon + \|W_{I,J}u_y\|_\infty.
\]

Taking the maximum over \( y \in S^{|J|^{-1}} \) and rearranging yields the inequality

\[
\|W_{I,J}\|_{\infty,2} \leq (1 - \epsilon)^{-1} \max_{u \in \mathcal{N}} \|W_{I,J}u\|_\infty.
\]

Using this bound (3.86), we can now provide the proof of Lemma 11 as follows. Let \( \mathcal{N} = \{u_1, \ldots, u_{|\mathcal{N}|}\} \) be a \( \frac{1}{2} \)-net of the ball \( S^{|J|^{-1}} \), with cardinality \(|\mathcal{N}| < 6^{|J|} \). Then from our bound (3.86), we have

\[
\mathbb{P}(\|W_{I,J}\|_{\infty,2} > t) \leq \mathbb{P}(2 \max_{u \in \mathcal{N}} \|W_{I,J}u\|_\infty > t) \\
\leq |\mathcal{N}| \cdot \mathbb{P}(\|W_{I,J}u_1\|_\infty > t/2) \\
\leq 6^{|J|} \cdot C|I| \exp(-cnt^2/4).
\]

---

\(^5\)We always assume that these index sets form an increasing sequence of sets. More precisely, with \( I = I_p \), we assume \( I_1 \subset I_2 \subset \cdots \). We also assume \(|I_p| \to \infty \) as \( p \to \infty \).
In the last line, we used (3.85). Taking \( t = D^n \sqrt{|I| + \sqrt{\log |I|}} \) with \( D^n \) large enough and using Borel-Cantelli lemma completes the proof.

**Appendix 3.E Proof of Lemma 16**

The mixture covariance can be expressed as

\[
\Sigma_M := \mathbb{E}[xx^T] = \mathbb{E} \left[ \mathbb{E} \left[ xx^T | U \right] \right] = \sum_{S \in \tilde{S}} \frac{1}{|S|} \mathbb{E} \left[ xx^T | U = S \right] = \sum_{S \in \tilde{S}} \frac{1}{|S|} \left( I_p + \beta z^*(S)z^*(S)^T \right) = I_p + \frac{\beta}{|S|} \sum_{S \in \tilde{S}} z^*(S)z^*(S)^T =: I_p + \frac{\beta}{k|S|} Y,
\]

where

\[
Y_{ij} = \sum_{S \in \tilde{S}} [\sqrt{k} z^*(S)]_i [\sqrt{k} z^*(S)^T]_j = \sum_{S \in \tilde{S}} \mathbb{I}\{i \in S\} \mathbb{I}\{j \in S\} = \sum_{S \in \tilde{S}} \mathbb{I}\{\{i, j\} \subset S\}.
\]

Let \( R := \{1, \ldots, k-1\} \) and \( R^c := \{k, \ldots, p\} \). Note that we always have \( R \subset S \) for \( S \in \tilde{S} \).

In general, we have

\[
Y_{ij} = \begin{cases} 
\frac{|\tilde{S}|}{k}, & \text{if both } i, j \in R, \\
1, & \text{if exactly one of } i \text{ or } j \in R, \\
0, & \text{if both } i, j \notin R.
\end{cases}
\]

Consequently, \( Y \) takes the form

\[
Y = \begin{pmatrix} 
|\tilde{S}| & \ldots & |\tilde{S}| & 1 & 1 & \ldots & 1 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
|\tilde{S}| & \ldots & |\tilde{S}| & 1 & 1 & \ldots & 1 \\
1 & \ldots & 1 & 1 & 0 & \ldots & 0 \\
1 & \ldots & 1 & 0 & 1 & \ldots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & \ldots & 1 & 0 & 0 & \ldots & 1
\end{pmatrix}
\]

or

\[
Y = \begin{pmatrix} 
|\tilde{S}| & 1_R^T & 1_R^T \\
1_R & 1_{R^c}^T & 1_{R^c}^T \\
1_{R^c} & 1_R & 1_{R^c} 
\end{pmatrix}
\]

where \( 1_R \), for example, denotes the vector of all ones over the index set \( R \). We conjecture an eigenvector of the form

\[
v = \begin{pmatrix} 
\tilde{1}_R \\
b \tilde{1}_{R^c}
\end{pmatrix}
\]
and let us denote the associated eigenvalue as \( \lambda \). Thus, we assume \( Yv = \lambda v \), or, in more detail,

\[
\begin{align*}
|\tilde{S}| |R| \begin{pmatrix} \mathbf{1}_R & b \end{pmatrix} = \lambda \begin{pmatrix} \mathbf{1}_R \end{pmatrix}, \\
|R| \begin{pmatrix} \mathbf{1}_R & b \end{pmatrix} = \lambda b \begin{pmatrix} \mathbf{1}_R \end{pmatrix},
\end{align*}
\]

where we have used, for example, \( \begin{pmatrix} \mathbf{1} \end{pmatrix}^T \begin{pmatrix} \mathbf{1} \\ R \end{pmatrix} = |R| \). Note that \( |R^c| = |\tilde{S}| = p - k + 1 \). Rewriting in terms of \( |\tilde{S}| \), we get

\[
|\tilde{S}| (|R| + b) = \lambda,
\]

from which we conclude, assuming \( \lambda \neq 0 \), that \( b = \frac{1}{|\tilde{S}|} \). This, in turn, implies \( \lambda = |\tilde{S}| |R| + 1 \).

Thus far, we have determined an eigenpair. We can now subtract \( \lambda \frac{v}{\|v\|_2} \left( \frac{v}{\|v\|_2} \right)^T = (\lambda/\|v\|_2^2) vv^T \) and search for the rest of the eigenvalues in the remainder. Note that

\[
\begin{align*}
\lambda \|v\|_2^2 = \lambda |R| + b^2 |R^c| = |\tilde{S}| |R| + 1 = |\tilde{S}|.
\end{align*}
\]

Thus, we have

\[
\frac{\lambda}{\|v\|_2^2} vv^T = \begin{pmatrix} |\tilde{S}| \begin{pmatrix} \mathbf{1}_R \end{pmatrix}^T \begin{pmatrix} \mathbf{1}_R \end{pmatrix} & \begin{pmatrix} \mathbf{1}_R \end{pmatrix}^T \begin{pmatrix} \mathbf{1}_R^c \end{pmatrix} \\
\begin{pmatrix} \mathbf{1}_R^c \end{pmatrix}^T \begin{pmatrix} \mathbf{1}_R \end{pmatrix} & \begin{pmatrix} \mathbf{1}_R^c \end{pmatrix}^T \begin{pmatrix} \mathbf{1}_R^c \end{pmatrix} + \frac{1}{|\tilde{S}|} \begin{pmatrix} \mathbf{1}_R^c \end{pmatrix}^T \begin{pmatrix} \mathbf{1}_R^c \end{pmatrix} \end{pmatrix}
\]

implying

\[
Y - \frac{\lambda}{\|v\|_2^2} vv^T = \begin{pmatrix} 0 & 0 \\
0 & I - \frac{1}{|\tilde{S}|} \begin{pmatrix} \mathbf{1}_R^c \end{pmatrix}^T \begin{pmatrix} \mathbf{1}_R^c \end{pmatrix} \end{pmatrix}.
\]

The nonzero block of the remainder has one eigenvalue equal to \( 1 - \frac{|R^c|}{|\tilde{S}|} = 0 \) and the rest of \( |R^c| - 1 \) of its eigenvalues equal to 1. Thus, the remainder has \( |R| + 1 \) of its eigenvalues equal to zero and \( |R^c| - 1 \) of them equal to one.

Overall, we conclude that eigenvalues of \( Y \) are as follows:

\[
\begin{align*}
\begin{cases}
|\tilde{S}| |R| + 1, & 1 \text{ time}, \\
1, & |R^c| - 1 \text{ times}, \quad \text{or} \quad (p - k + 1)(k - 1) + 1, & 1 \text{ time}, \\
0, & |R| \text{ times}, & \begin{cases}
(p - k + 1)(k - 1) + 1, & 1 \text{ time}, \\
1, & p - k \text{ times}, \\
0, & k - 1 \text{ times}.
\end{cases}
\end{cases}
\end{align*}
\]

The eigenvalues of \( Y \) are mapped to those of \( \Sigma_M \) by the affine map \( x \rightarrow 1 + \frac{\beta}{k|\tilde{S}|} x \), so that \( \Sigma_M \) has eigenvalues

\[
1 + \frac{\beta(k - 1)}{k}, \quad 1 + \frac{\beta}{k(p - k + 1)}, \quad 1 + \frac{\beta}{k(p - k + 1)}, \quad 1
\]

with multiplicities \( 1, p - k \) and \( k - 1 \), respectively. The log determinant stated in the lemma then follows by straightforward calculation.
Appendix 3.F Proof of Theorem 7(a)

Since in part (a) of the theorem we are using the weaker scaling \( n > \theta_w r \), we have more freedom in choosing the sign matrix \( \hat{U} \). We choose the upper-left block \( \hat{U}_{SS} \) as in part (b) so that Lemma 8 applies. Also let \( \hat{z} := (\hat{z}_S, \hat{z}_c) \) as in (3.24), where \( \hat{z}_S \) is the (unique) maximal eigenvector of the \( k \times k \) block \( \Phi_{SS} \); it has the correct sign by Lemma 8.

We set the off-diagonal and lower-right blocks of the sign matrix to

\[
\hat{U}_{Sc} = \frac{1}{\lambda_n} \Delta_{Sc}, \quad \hat{U}_{Sc} = \frac{1}{\lambda_n} \Delta_{Sc}
\]  

(3.88)

so that \( \Phi_{Sc} = 0 \) and \( \Phi_{Sc} = 0 \). With these blocks of \( \Phi \) being zero, \( \hat{z} \) is the maximal eigenvector of \( \Phi \), hence an optimal solution of (3.9), if and only if \( \hat{z}_S \) is the maximal eigenvector of \( \Phi_{SS} \); the latter is true by definition. Note that this argument is based on the remark following Lemma 7. It only remains to show that the choices of (3.88) lead to valid sign matrices.

Recalling that vector \( \infty \)-norm of a matrix \( A \) is \( \| A \|_\infty := \max_{i,j} |A_{i,j}| \) (see § 2.1.3), we need to show \( \| \hat{U}_{Sc} \|_\infty \leq 1 \) and \( \| \hat{U}_{Sc} \|_\infty \leq 1 \). Using the notation of section 3.4.4 and the mixed-norm inequality (2.14), we have

\[
\| \hat{U}_{Sc} \|_\infty = \frac{\sqrt{\beta}}{\lambda_n} \| \tilde{h}_{Sc} z_s^T \|_\infty \leq \frac{\sqrt{\beta}}{\lambda_n} \| \tilde{h}_{Sc} \|_\infty \| z_s^T \|_\infty
\]

\[
= \frac{\sqrt{\beta}}{\lambda_n} \| \tilde{h}_{Sc} \|_\infty \| z_s^T \|_\infty
\]

\[
\leq \frac{\sqrt{\beta}}{\lambda_n} \| \Gamma_{p-k}^{1/2} \|_\infty,\infty \| h_{Sc} \|_\infty \| z_s^T \|_\infty
\]

\[
= \frac{2k}{\sqrt{\beta}} \mathcal{O}(1) \mathcal{O} \left( \sqrt{\frac{\log(p-k)}{n}} \right) \frac{1}{\sqrt{k}} = \mathcal{O}(1) \frac{1}{\sqrt{k}} \rightarrow 0,
\]

where the last line follows under the scaling assumed and assumption (3.2a) on \( \| \Gamma_{p-k}^{1/2} \|_\infty,\infty \).

For the lower-right block, we use the mixed-norm inequality (2.14) twice together with symmetry to obtain

\[
\| \hat{U}_{Sc} \|_\infty = \frac{1}{\lambda_n} \| \tilde{W}_{Sc} \|_\infty = \frac{1}{\lambda_n} \| \Gamma_{p-k}^{1/2} W_{Sc} \|_\infty
\]

\[
= \frac{1}{\lambda_n} \| \Gamma_{p-k}^{1/2} \|^2_\infty,\infty \| W_{Sc} \|_\infty
\]

\[
= \frac{2k}{\beta} \mathcal{O}(1) \mathcal{O} \left( \sqrt{\frac{\log(p-k)}{n}} \right)
\]

which can be made less than one by choosing \( \theta_w \) large enough. The bound on \( \| W_{Sc} \|_\infty \) used in the last line can be obtained using arguments similar to those of Lemma 11. The proof is complete.
Appendix 3.G  Proofs of §3.6

We start with an inequality relating $\ell_1$, $\ell_\infty$ norms and $\ell_q$ $F$-norm for $q \in (0, 1)$; recall that for $q \in (0, 1)$, we let $\|z\|_q := \sum_j |z_j|^q$. We have the following

$$\|z\|_1 \leq \|z\|_{1-q} \|z\|_q, \quad q \in (0, 1) \tag{3.89}$$

for $z \in \mathbb{R}^p$. For the proof, first assume $\|z\|_\infty \leq 1$, that is, $|z_j| \leq 1$ for $j \in [p]$. For any $q \in (0, 1)$, the function $x \mapsto x^{1-q}$ is increasing on $[0, 1]$. That is, for $x \in [0, 1]$, we have $x^{1-q} \leq 1$ or equivalently $x \leq x^q$. In particular, $\sum_{j=1}^p |z_j| \leq \sum_{j=1}^p |z_j|^q$ which is the desired inequality. The general form is obtained by applying the inequality to $z/\|z\|_\infty$.

The following lemma collects some observations regarding $\ell_1$ norm of $z^*$ and its subvectors and some relations between $k$, $\tau$ and $\kappa$.

Lemma 23. Assume $\|z^*\|_q \leq \kappa$ and $\|z^*\|_2 = 1$. Let $S := \{i : |z^*_i| \geq \tau\}$ and $\kappa := \text{card}(S)$. Then,

$$\|z^*\|_1 \leq \kappa, \quad \|z^*_S\|_1 \leq \tau^{1-q} \kappa, \quad k \leq \tau^{-q} \kappa \tag{3.90}$$

Proof. We have $\|z^*\|_\infty \leq \|z^*\|_2 = 1$ and $\|z^*_S\|_\infty < \tau$. The first two assertions in (3.90) now follow from (3.89). For the third assertion, we note that since $x \mapsto x^q$ is increasing for $q > 0$, we have

$$k = \sum_{j \in S} 1 \leq \sum_{j \in S} \left(\frac{|z^*_j|}{\tau}\right)^q \leq \tau^{-q} \kappa. \tag{3.91}$$

\[\square\]

We can now give a bound on $\|Z^*_S\|_1$. For simplicity, let $a = \|z^*_S\|_1$ and $b = \|z^*_S\|_1$. Then,

$$\|Z^*_S\|_1 = \sum_{(i,j) \not\in S \times S} |z^*_i z^*_j| = b^2 + 2ab \leq 2b(a + b) \leq 2 \tau^{-q} \kappa^2$$  \tag{3.92}

by (3.90) and $a + b = \|z^*\|_1$.

3.G.1  Proof of Lemma 19

We have $\|h(z^*)^T\|_\infty = \max_{i,j} |h_i^*| |z^*_j| \leq \|h\|_\infty \|z^*\|_\infty \leq \|h\|_\infty$. Both $\|h\|_\infty$ and $\|n^{-1}G^T G - I_p\|_\infty$ are bounded by a constant multiple of $\sqrt{\frac{\log p}{n}}$ with stated probability.
3.G.2 Proof of Lemma 20

By triangle inequality, \(|Z_S^* + E_S|_1 \geq |Z_S^*|_1 - |E_S|_1\). We have

\[
T_1 \geq -\|\tilde{\Delta}_S\|_\infty \|E_S\|_1 - \lambda_n \|E_S\|_1
\]
\[
\geq -2\lambda_n \|E_S\|_1
\]
\[
\geq -2\lambda_n k \|E_S\|_2
\]

where the first line follows from Hölder inequality (2.4) in addition to triangle, the second line from assumption \(|\tilde{\Delta}\|_\infty < \lambda_n\) and the last line from (2.5). Similarly, by triangle inequality, \(|Z_{S^c}^* + E_{S^c}|_1 \geq |E_{S^c}|_1 - |Z_{S^c}^*|_1\). Then,

\[
T_2 \geq -\|\tilde{\Delta}_{S^c}\|_\infty \|E_{S^c}\|_1 + \lambda_n \|E_{S^c}\|_1 - 2\lambda_n \|Z_{S^c}^*\|_1
\]
\[
\geq -2\lambda_n \|Z_{S^c}^*\|_1
\]
\[
\geq -2\lambda_n (2\tau^{-1} - q\kappa^2)
\]

where the last line follows from (3.92).
Chapter 4

Approximation properties of certain operator-induced norms on Hilbert spaces

4.1 Introduction

This chapter serves as an interlude to Chapter 5 where we study effects of sampling in functional PCA. The focus here is on a class of approximation-theoretic issues that arise frequently in the analysis of functional estimators in statistics and statistical learning theory. In particular, we will see how the results established here will assist us in determining the functional rate of convergence for the estimators of Chapter 5.

To set the stage, let \( \mathbb{P} \) be a probability measure supported on a compact set \( X \subset \mathbb{R}^d \) and consider the function class

\[
L^2(\mathbb{P}) := \{ f : X \to \mathbb{R} \mid \|f\|_{L^2(\mathbb{P})} < \infty \},
\]

where \( \|f\|_{L^2(\mathbb{P})} := \sqrt{\int_X f^2(x) \, d\mathbb{P}(x)} \) is the usual \( L^2 \) norm\(^1\) defined with respect to the measure \( \mathbb{P} \).

It is often of interest to construct approximations to this \( L^2 \) norm that are “finite-dimensional” in nature, and to study the quality of approximation over the unit ball of some Hilbert space \( \mathcal{H} \) that is continuously embedded within \( L^2 \). For example, in approximation theory and mathematical statistics, a collection of \( n \) design points in \( X \) is often used to define a surrogate for the \( L^2 \) norm. In other settings, one is given some orthonormal basis of \( L^2(\mathbb{P}) \), and defines an approximation based on the sum of squares of the first \( n \) (generalized) Fourier coefficients. For problems of this type, it is of interest to gain a precise understanding of the approximation accuracy in terms of its dimension \( n \) and other problem parameters.

\(^1\)We also use \( L^2(X) \) or simply \( L^2 \) to refer to the space (4.1), with corresponding conventions for its norm. Also, one can take \( X \) to be a compact subset of any separable metric space and \( \mathbb{P} \) a (regular) Borel measure.
The goal in this chapter is to study such questions in reasonable generality for the case of Hilbert spaces $\mathcal{H}$. We let $\Phi_n : \mathcal{H} \to \mathbb{R}^n$ denote a continuous linear operator on the Hilbert space, which acts by mapping any $f \in \mathcal{H}$ to the $n$-vector $([\Phi_n f]_1 \ [\Phi_n f]_2 \ \cdots \ [\Phi_n f]_n)$. This operator defines the $\Phi_n$-semi-norm
\[
\|f\|_{\Phi_n} := \sqrt{\sum_{i=1}^{n} [\Phi_n f]^2_i}. \tag{4.2}
\]
In the sequel, with a minor abuse of terminology, we refer to $\|f\|_{\Phi_n}$ as the $\Phi_n$-norm of $f$. Our goal is to study how well $\|f\|_{\Phi_n}$ approximates $\|f\|_{L^2}$ over the unit ball of $\mathcal{H}$ as a function of $n$, and other problem parameters. We provide a number of examples of the sampling operator $\Phi_n$ in §4.2.2. Since the dependence on the parameter $n$ should be clear, we frequently omit the subscript to simplify notation.

In order to measure the quality of approximation over $\mathcal{H}$, we consider the quantity
\[
R_\Phi(\varepsilon) := \sup \{ \|f\|_{L^2}^2 \mid f \in B_\mathcal{H}, \|f\|_{\Phi}^2 \leq \varepsilon^2 \}, \tag{4.3}
\]
where $B_\mathcal{H} := \{ f \in \mathcal{H} \mid \|f\|_\mathcal{H} \leq 1 \}$ is the unit ball of $\mathcal{H}$. The goal in this chapter is to obtain sharp upper bounds on $R_\Phi$. As discussed in Appendix 4.C, a relatively straightforward argument can be used to translate such upper bounds into lower bounds on the related quantity
\[
T_\Phi(\varepsilon) := \inf \{ \|f\|_{\Phi}^2 \mid f \in B_\mathcal{H}, \|f\|_{L^2}^2 \geq \varepsilon^2 \}. \tag{4.4}
\]
We also note that, for a complete picture of the relationship between the semi-norm $\| \cdot \|_\Phi$ and the $L^2$ norm, one can also consider the related pair
\[
T_\Phi(\varepsilon) := \sup \{ \|f\|_{\Phi}^2 \mid f \in B_\mathcal{H}, \|f\|_{L^2}^2 \leq \varepsilon^2 \}, \quad \text{and} \quad \tag{4.5a}
R_\Phi(\varepsilon) := \inf \{ \|f\|_{L^2}^2 \mid f \in B_\mathcal{H}, \|f\|_{\Phi}^2 \geq \varepsilon^2 \}. \tag{4.5b}
\]
Our methods are also applicable to these quantities, but we limit our treatment to $(R_\Phi, T_\Phi)$ so as to keep the contribution focused.

Certain special cases of linear operators $\Phi$, and associated functionals have been studied in past work. In the special case $\varepsilon = 0$, we have
\[
R_\Phi(0) = \sup \{ \|f\|_{L^2}^2 \mid f \in B_\mathcal{H}, \Phi(f) = 0 \},
\]
a quantity that corresponds to the squared diameter of $B_\mathcal{H} \cap \text{Ker}(\Phi)$, measured in the $L^2$-norm. Quantities of this type are standard in approximation theory (e.g., [35, 78, 79]), for instance in the context of Kolmogorov and Gelfand widths. Our primary interest in this

\footnote{This can be justified by identifying $f$ and $g$ if $\Phi f = \Phi g$, i.e. considering the quotient $\mathcal{H}/\text{Ker} \Phi$.}
chapter is the more general setting with \( \varepsilon > 0 \), for which additional factors are involved in controlling \( R_\Phi(\varepsilon) \). In statistics, there is a literature on the case in which \( \Phi \) is a sampling operator, which maps each function \( f \) to a vector of \( n \) samples, and the norm \( \| \cdot \|_\Phi \) corresponds to the empirical \( L^2 \)-norm defined by these samples. When these samples are chosen randomly, then techniques from empirical process theory [93] can be used to relate the two terms. As discussed in the sequel, our results have consequences for this setting of random sampling.

As an example of a problem in which an upper bound on \( R_\Phi \) is useful, let us consider a general linear inverse problem, in which the goal is to recover an estimate of the function \( f^* \) based on the noisy observations

\[ y_i = [\Phi f^*]_i + w_i, \quad i = 1, \ldots, n, \]

where \( \{w_i\} \) are zero-mean noise variables, and \( f^* \in B_H \) is unknown. An estimate \( \hat{f} \) can be obtained by solving a least-squares problem over the unit ball of the Hilbert space—that is, to solve the convex program

\[ \hat{f} := \arg \min_{f \in B_H} \sum_{i=1}^{n} (y_i - [\Phi f]_i)^2. \]

For such estimators, there are fairly standard techniques for deriving upper bounds on the \( \Phi \)-semi-norm of the deviation \( \hat{f} - f^* \). Our results in this chapter on \( R_\Phi \) can then be used to translate this to a corresponding upper bound on the \( L^2 \)-norm of the deviation \( \hat{f} - f^* \), which is often a more natural measure of performance.

As an example where the dual quantity \( T_\Phi \) might be helpful, consider the packing problem for a subset \( D \subset B_H \) of the Hilbert ball. Let \( M(\varepsilon; D, \| \cdot \|_{L^2}) \) be the \( \varepsilon \)-packing number of \( D \) in \( \| \cdot \|_{L^2} \), i.e., the maximal number of function \( f_1, \ldots, f_M \in D \) such that \( \| f_i - f_j \|_{L^2} \geq \varepsilon \) for all \( i, j = 1, \ldots, M \). Similarly, let \( M(\varepsilon; D, \| \cdot \|_\Phi) \) be the \( \varepsilon \)-packing number of \( D \) in \( \| \cdot \|_\Phi \) norm. Now, suppose that for some fixed \( \varepsilon \), \( T_\Phi(\varepsilon) > 0 \). Then, if we have a collection of functions \( \{f_1, \ldots, f_M\} \) which is an \( \varepsilon \)-packing of \( D \) in \( \| \cdot \|_{L^2} \) norm, then the same collection will be a \( \sqrt{T_\Phi(\varepsilon)} \)-packing of \( D \) in \( \| \cdot \|_\Phi \). This implies the following useful relationship between packing numbers

\[ M(\varepsilon; D, \| \cdot \|_{L^2}) \leq M(\sqrt{T_\Phi(\varepsilon)}; D, \| \cdot \|_\Phi). \]

The remainder of this chapter is organized as follows. We begin in §4.2 with background on the Hilbert space set-up, and provide various examples of the linear operators \( \Phi \) to which our results apply. §4.3 contains the statement of our main result, and illustration of some its consequences for different Hilbert spaces and linear operators. Finally, §4.4 is devoted to the proofs of our results.

### 4.1.1 Notation

For the convenience of the reader, we review some notations used in this chapter. More details can be found in Chapter 2. For any positive integer \( p \), we use \( S^p_+ \) to denote the
cone of $p \times p$ positive semidefinite matrices. For $A, B \in \mathbb{S}_+^p$, we write $A \succeq B$ or $B \preceq A$ to mean $A - B \in \mathbb{S}_+^p$. For any square matrix $A$, let $\lambda_{\min}(A)$ and $\lambda_{\max}(A)$ denote its minimal and maximal eigenvalues, respectively. We will use both $\sqrt{A}$ and $A^{1/2}$ to denote the symmetric square root of $A \in \mathbb{S}_+^p$. We will use $\{x_k\} = \{x_k\}_{k=1}^\infty$ to denote a (countable) sequence of objects (e.g. real-numbers and functions). Occasionally we might denote an $n$-vector as $\{x_1, \ldots, x_n\}$. The context will determine whether the elements between braces are ordered.

The symbols $\ell_2 = \ell_2(\mathbb{N})$ are used to denote the Hilbert sequence space consisting of real-valued sequences equipped with the inner product $\langle \{x_k\}, \{y_k\} \rangle_{\ell_2} := \sum_{k=1}^\infty x_k y_k$. The corresponding norm is denoted as $\| \cdot \|_{\ell_2}$.

4.2 Background and setup

We begin with some background on the class of Hilbert spaces of interest in this paper and then proceed to provide some examples of the sampling operators of interest. For a general review of the functional-analytic concepts used here, one can refer to §2.5.

4.2.1 Hilbert spaces

We consider a class of Hilbert function spaces contained within $L^2(\mathcal{X})$, and defined as follows. Let $\{\psi_k\}_{k=1}^\infty$ be an orthonormal sequence (not necessarily a basis) in $L^2(\mathcal{X})$ and let $\sigma_1 \geq \sigma_2 \geq \sigma_3 \geq \cdots > 0$ be a sequence of positive weights decreasing to zero. Given these two ingredients, we can consider the class of functions

$$\mathcal{H} := \left\{ f \in L^2(\mathbb{P}) \bigg| f = \sum_{k=1}^\infty \sqrt{\sigma_k} \alpha_k \psi_k, \text{ for some } \{\alpha_k\}_{k=1}^\infty \in \ell_2(\mathbb{N}) \right\}, \tag{4.6}$$

where the series in (4.6) is assumed to converge in $L^2$. (The series converges since $\sum_{k=1}^\infty (\sqrt{\sigma_k} \alpha_k)^2 \leq \sigma_1 \| \{\alpha_k\} \|_{\ell_2} < \infty$.) We refer to the sequence $\{\alpha_k\}_{k=1}^\infty \in \ell_2$ as the representative of $f$. Note that this representation is unique due to $\sigma_k$ being strictly positive for all $k \in \mathbb{N}$.

If $f$ and $g$ are two members of $\mathcal{H}$, say with associated representatives $\alpha = \{\alpha_k\}_{k=1}^\infty$ and $\beta = \{\beta_k\}_{k=1}^\infty$, then we can define the inner product

$$\langle f, g \rangle_{\mathcal{H}} := \sum_{k=1}^\infty \alpha_k \beta_k = \langle \alpha, \beta \rangle_{\ell_2}. \tag{4.7}$$

With this choice of inner product, it can be verified that the space $\mathcal{H}$ is a Hilbert space. (In fact, $\mathcal{H}$ inherits all the required properties directly from $\ell_2$.) For future reference, we note that for two functions $f, g \in \mathcal{H}$ with associated representatives $\alpha, \beta \in \ell_2$, their $L^2$-based inner product is given by

$$\langle f, g \rangle_{L^2} = \sum_{k=1}^\infty \sigma_k \alpha_k \beta_k.$$ 

\footnote{In particular, for $f \in \mathcal{H}$, $\|f\|_{L^2} \leq \sqrt{\sigma_1} \|f\|_{\mathcal{H}}$ which shows that the inclusion $\mathcal{H} \subset L^2$ is continuous.}
We note that each $\psi_k$ is in $\mathcal{H}$, as it is represented by a sequence with a single nonzero element, namely, the $k$-th element which is equal to $\sigma_k^{-1/2}$. It follows from (4.7) that \[ \langle \sqrt{\sigma_k} \psi_k, \sqrt{\sigma_j} \psi_j \rangle_{\mathcal{H}} = \delta_{kj}. \] That is, \( \{ \sqrt{\sigma_k} \psi_k \} \) is an orthonormal sequence in $\mathcal{H}$. Now, let $f \in \mathcal{H}$ be represented by $\alpha \in \ell_2$. We claim that the series in (4.6) also converges in $\mathcal{H}$ norm. In particular, \( \sum_{k=1}^{N} \sqrt{\sigma_k} \alpha_k \psi_k \) is in $\mathcal{H}$, as it is represented by the sequence \( \{ \alpha_1, \ldots, \alpha_N, 0, 0, \ldots \} \in \ell_2 \). It follows from (4.7) that \( \| f - \sum_{k=1}^{N} \sqrt{\sigma_k} \alpha_k \psi_k \|_{\mathcal{H}} = \sum_{k=N+1}^{\infty} \alpha_k^2 \) which converges to 0 as $N \to \infty$. Thus, \( \{ \sqrt{\sigma_k} \psi_k \} \) is in fact an orthonormal basis for $\mathcal{H}$.

We now turn to a special case of particular importance to us, namely the reproducing kernel Hilbert space (RKHS) of a continuous kernel. Consider a symmetric bivariate function \( \mathbb{K} : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \), where $\mathcal{X} \subset \mathbb{R}^d$ is compact\(^4\). Furthermore, assume $\mathbb{K}$ to be positive semidefinite and continuous. Consider the integral operator $I_{\mathbb{K}}$ mapping a function $f \in L^2$ to the function $I_{\mathbb{K}} f := \int \mathbb{K}(\cdot, y) f(y) d\mathbb{P}(y)$. As a consequence of Mercer’s theorem [83, 42], $I_{\mathbb{K}}$ is a compact operator from $L^2$ to $C(\mathcal{X})$, the space of continuous functions on $\mathcal{X}$ equipped with the uniform norm\(^5\). Let \( \{ \sigma_k \} \) be the sequence of nonzero eigenvalues of $I_{\mathbb{K}}$, which are positive, can be ordered in nonincreasing order and converge to zero. Let \( \{ \psi_k \} \) be the corresponding eigenfunctions which are continuous and can be taken to be orthonormal in $L^2$. With these ingredients, the space $\mathcal{H}$ defined in equation (4.6) is the RKHS of the kernel function $\mathbb{K}$. This can be verified as follows.

As another consequence of the Mercer’s theorem, $\mathbb{K}$ has the decomposition

\[
\mathbb{K}(x, y) := \sum_{k=1}^{\infty} \sigma_k \psi_k(x) \psi_k(y)
\] (4.8)

where the convergence is absolute and uniform (in $x$ and $y$). In particular, for any fixed $y \in \mathcal{X}$, the sequence \( \{ \sqrt{\sigma_k} \psi_k(y) \} \) is in $\ell_2$. (In fact, \( \sum_{k=1}^{\infty} (\sqrt{\sigma_k} \psi_k(y))^2 = \mathbb{K}(y, y) < \infty \).) Hence, $\mathbb{K}(\cdot, y)$ is in $\mathcal{H}$, as defined in (4.6), with representative \( \{ \sqrt{\sigma_k} \psi_k(y) \} \). Furthermore, it can be verified that the convergence in (4.6) can be taken to be also pointwise\(^6\). To be more specific, for any $f \in \mathcal{H}$ with representative \( \{ \alpha_k \} \) in $\ell_2$, we have $f(y) = \sum_{k=1}^{\infty} \sqrt{\sigma_k} \alpha_k \psi_k(y)$, for all $y \in \mathcal{X}$. Consequently, by definition of the inner product (4.7), we have

\[
\langle f, \mathbb{K}(\cdot, y) \rangle_{\mathcal{H}} = \sum_{k=1}^{\infty} \alpha_k \sqrt{\sigma_k} \psi_k(y) = f(y),
\]

so that $\mathbb{K}(\cdot, y)$ acts as the representer of evaluation. This argument shows that for any fixed $y \in \mathcal{X}$, the linear functional on $\mathcal{H}$ given by $f \mapsto f(y)$ is bounded, since we have

\[
|f(y)| = \left| \langle f, \mathbb{K}(\cdot, y) \rangle_{\mathcal{H}} \right| \leq \| f \|_{\mathcal{H}} \| \mathbb{K}(\cdot, y) \|_{\mathcal{H}},
\]

---

\(^4\)Also assume that $\mathbb{P}$ assign positive mass to every open Borel subset of $\mathcal{X}$.

\(^5\)In fact, $I_{\mathbb{K}}$ is well defined over $L^1 \supset L^2$ and the conclusions about $I_{\mathbb{K}}$ hold as a operator from $L^1$ to $C(\mathcal{X})$.

\(^6\)The convergence is actually even stronger, namely it is absolute and uniform, as can be seen by noting that $\sum_{k=n+1}^{m} |\alpha_k \sqrt{\sigma_k} \psi_k(y)| \leq (\sum_{k=n+1}^{m} \alpha_k^2)^{1/2}(\sum_{k=n+1}^{m} \sigma_k \psi_k^2(y))^{1/2} \leq (\sum_{k=n+1}^{m} \alpha_k^2)^{1/2} \max_{y \in \mathcal{X}} k(y, y)$. 
hence $H$ is indeed the RKHS of the kernel $K$. This fact plays an important role in the sequel, since some of the linear operators that we consider involve pointwise evaluation.

A comment regarding the scope: our general results hold for the basic setting introduced in equation (4.6). For those examples that involve pointwise evaluation, we assume the more refined case of the RKHS described above.

### 4.2.2 Linear operators, semi-norms and examples

Let $Φ : H → R^n$ be a continuous linear operator, with co-ordinates $[Φ f]_i$ for $i = 1, 2, ..., n$. It defines the (semi)-inner product

$$⟨f, g⟩_Φ := ⟨Φ f, Φ g⟩_{R^n}, \quad (4.9)$$

which induces the semi-norm $∥·∥_Φ$. By the Riesz representation theorem, for each $i = 1, 2, ..., n$, there is a function $ϕ_i ∈ H$ such that $[Φ f]_i = ⟨ϕ_i, f⟩_H$ for any $f ∈ H$.

Let us illustrate the preceding definitions with some examples.

**Example 1** (Generalized Fourier truncation). Recall the orthonormal basis $\{ψ_i\}_{i=1}^∞$ underlying the Hilbert space. Consider the linear operator $T^{ψ_1}_n : H → R^n$ with coordinates

$$[T^{ψ_1}_n f]_i := ⟨ψ_1, f⟩_{L^2}, \quad \text{for } i = 1, 2, ..., n. \quad (4.10)$$

We refer to this operator as the (generalized) Fourier truncation operator, since it acts by truncating the (generalized) Fourier representation of $f$ to its first $n$ co-ordinates. More precisely, by construction, if $f = ∑_{k=1}^∞ \sqrt{σ_k} α_k ψ_k$, then

$$[Φ f]_i = \sqrt{σ_i} α_i, \quad \text{for } i = 1, 2, ..., n. \quad (4.11)$$

By definition of the Hilbert inner product, we have $α_i = ⟨ψ_i, f⟩_H$, so that we can write $[Φ f]_i = ⟨ϕ_i, f⟩_H$, where $ϕ_i := \sqrt{σ_i} ψ_i$.

**Example 2** (Domain sampling). A collection $x^n_1 := \{x_1, ..., x_n\}$ of points in the domain $X$ can be used to define the (scaled) sampling operator $S_{x_1^n} : H → R^n$ via

$$S_{x_1^n} f := n^{-1/2}(f(x_1) \ldots f(x_n)), \quad \text{for } f ∈ H. \quad (4.12)$$

As previously discussed, when $H$ is a reproducing kernel Hilbert space (with kernel $K$), the (scaled) evaluation functional $f → n^{-1/2}f(x_i)$ is bounded, and its Riesz representation is given by the function $ϕ_i = n^{-1/2}K(•, x_i)$.

**Example 3** (Weighted domain sampling). Consider the setting of the previous example. A slight variation on the sampling operator (4.12) is obtained by adding some weights to the samples

$$Ψ_{x_1^n, w_1^n} f := n^{-1/2}(w_1 f(x_1) \ldots w_n f(x_n)), \quad \text{for } f ∈ H. \quad (4.13)$$
where \( w_1^n = (w_1, \ldots, w_n) \) is chosen such that \( \sum_{k=1}^n w_k^2 = 1 \). Clearly, \( \varphi_i = n^{-1/2} w_i \mathbb{P}(\cdot, x_i) \).

[As an example of how this might arise, consider approximating \( f(t) \) by \( \sum_{k=1}^n f(x_k) G_n(t, x_k) \) where \( \{G_n(\cdot, x_k)\} \) is a collection of functions in \( L^2(X) \) such that \( \langle G_n(\cdot, x_k), G_n(\cdot, x_j) \rangle_{L^2} = n^{-1} w_k^2 \delta_{kj} \). Proper choices of \( \{G_n(\cdot, x_k)\} \) might produce better approximations to the \( L^2 \) norm in the cases where one insists on choosing elements of \( x_n^1 \) to be uniformly spaced, while \( \mathbb{P} \) in (4.1) is not a uniform distribution. Another slightly different but closely related case is when one approximates \( f_2(t) \) over \( X = [0, 1] \), by say \( n^{-1} \sum_{k=1}^{n-1} f_2(x_k) W_n(t-x_k) \) for some function \( W : [-1, 1] \to \mathbb{R}_+ \) and \( x_k = k/n \). Again, non-uniform weights are obtained when \( \mathbb{P} \) is nonuniform.]

\( \diamond \)

4.3 Main result and some consequences

We now turn to the statement of our main result, and the development of some its consequences for various models.

4.3.1 General upper bounds on \( R_\Phi(\varepsilon) \)

We now turn to upper bounds on \( R_\Phi(\varepsilon) \) which was defined previously in (4.3). Our bounds are stated in terms of a real-valued function defined as follows: for matrices \( D, M \in \mathbb{S}_+^p \),

\[
\mathcal{L}(t, M, D) := \max \left\{ \lambda_{\max} \left( D - t \sqrt{D} M \sqrt{D} \right), 0 \right\}, \quad \text{for } t \geq 0. \tag{4.14}
\]

Here \( \sqrt{D} \) denotes the matrix square root, valid for positive semidefinite matrices.

The upper bounds on \( R_\Phi(\varepsilon) \) involve principal submatrices of certain infinite-dimensional matrices—or equivalently linear operators on \( \ell_2(N) \)—that we define here. Let \( \Psi \) be the infinite-dimensional matrix with entries

\[
[\Psi]_{jk} := \langle \psi_j, \psi_k \rangle_\Phi, \quad \text{for } j, k = 1, 2, \ldots, \tag{4.15}
\]

and let \( \Sigma = \text{diag}\{\sigma_1, \sigma_2, \ldots, \} \) be a diagonal operator. For any \( p = 1, 2, \ldots \), we use \( \Psi_p \) and \( \Psi_{\tilde{p}} \) to denote the principal submatrices of \( \Psi \) on rows and columns indexed by \( \{1, 2, \ldots, p\} \) and \( \{p+1, p+2, \ldots\} \), respectively. A similar notation will be used to denote submatrices of \( \Sigma \).

**Theorem 10.** For all \( \varepsilon \geq 0 \), we have:

\[
R_\Phi(\varepsilon) \leq \inf_{p \in \mathbb{N}} \inf_{t \geq 0} \left\{ \mathcal{L}(t, \Psi_p, \Sigma_p) + t \left( \varepsilon + \sqrt{\lambda_{\max} (\Sigma_p^{1/2} \Psi_p \Sigma_p^{1/2})} \right)^2 + \sigma_{p+1} \right\}. \tag{4.16}
\]
Moreover, for any $p \in \mathbb{N}$ such that $\lambda_{\min}(\Psi_p) > 0$, we have

\[ R_\Phi(\varepsilon) \leq \left(1 - \frac{\sigma_{p+1}}{\sigma_1}\right) \frac{1}{\lambda_{\min}(\Psi_p)} \left(\varepsilon + \sqrt{\lambda_{\max}(\Sigma^{1/2}_p \Psi_p \Sigma^{1/2}_p)}\right)^2 + \sigma_{p+1}. \]  

(4.17)

**Remark (a):** These bounds cannot be improved in general. This is most easily seen in the special case $\varepsilon = 0$. Setting $p = n$, bound (4.17) implies that $R_\Phi(0) \leq \sigma_{n+1}$ whenever $\Psi_n$ is strictly positive definite and $\Psi_n = 0$. This bound is sharp in a “minimax sense”, meaning that equality holds if we take the infimum over all bounded linear operators $\Phi : \mathcal{H} \rightarrow \mathbb{R}^n$. In particular, it is straightforward to show that

\[ \inf_{\Phi : \mathcal{H} \rightarrow \mathbb{R}^n, \Phi \text{ surjective}} R_\Phi(0) = \inf_{\Phi : \mathcal{H} \rightarrow \mathbb{R}^n, \Phi \text{ surjective}} \sup_{f \in \mathcal{B}_\mathcal{H}} \{ \|f\|_{L^2}^2 \mid \Phi f = 0 \} = \sigma_{n+1}, \]  

(4.18)

and moreover, this infimum is in fact achieved by some linear operator. Such results are known from the general theory of $n$-widths for Hilbert spaces (e.g., see Chapter IV in Pinkus [78] and Chapter 3 of [41].)

In the more general setting of $\varepsilon > 0$, there are operators for which the bound (4.17) is met with equality. As a simple illustration, recall the (generalized) Fourier truncation operator $T_{\psi_n}$ from Example 1. First, it can be verified that $\langle \psi_k, \psi_j \rangle_{T_{\psi_n}} = \delta_{jk}$ for $j, k \leq n$ and $\langle \psi_k, \psi_j \rangle_{T_{\psi_n}} = 0$ otherwise. Taking $p = n$, we have $\Psi_n = I_n$, that is, the $n$-by-$n$ identity matrix, and $\Psi_n = 0$. Taking $p = n$ in (4.17), it follows that for $\varepsilon^2 \leq \sigma_1$,

\[ R_{T_{\psi_n}}(\varepsilon) \leq \left(1 - \frac{\sigma_{n+1}}{\sigma_1}\right) \varepsilon^2 + \sigma_{n+1}. \]  

(4.19)

As shown in Appendix 4.E, the bound (4.19) in fact holds with equality. In other words, the bounds of Theorems 10 are tight in this case. Also, note that (4.19) implies $R_{T_{\psi_n}}(0) \leq \sigma_{n+1}$ showing that the (generalized) Fourier truncation operator achieves the minimax bound of (4.18). Fig 4.1 provides a geometric interpretation of these results.

**Remark (b):** In general, it might be difficult to obtain a bound on $\lambda_{\max}(\Sigma^{1/2}_p \Psi_p \Sigma^{1/2}_p)$ as it involves the infinite dimensional matrix $\Psi_p$. One may obtain a simple (although not usually sharp) bound on this quantity by noting that for a positive semidefinite matrix, the maximal eigenvalue is bounded by the trace, that is,

\[ \lambda_{\max}(\Sigma^{1/2}_p \Psi_p \Sigma^{1/2}_p) \leq \text{tr} (\Sigma^{1/2}_p \Psi_p \Sigma^{1/2}_p) = \sum_{k > p} \sigma_k |[\Psi]_{kk}|. \]  

(4.20)

Another relatively easy-to-handle upper bound is

\[ \lambda_{\max}(\Sigma^{1/2}_p \Psi_p \Sigma^{1/2}_p) \leq \|\Sigma^{1/2}_p \Psi_p \Sigma^{1/2}_p\|_{\infty} = \sup_{k > p} \sum_{r > p} \sqrt{\sigma_k} \sqrt{\sigma_r} |[\Psi]_{kr}|. \]  

(4.21)
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Figure 4.1: Geometry of Fourier truncation. The plot shows the set \( \{ \| f \|_{L^2}, \| f \|_\Phi \} : \| f \|_H \leq 1 \} \subset \mathbb{R}^2 \) for the case of (generalized) Fourier truncation operator \( T_{\psi_1} \).

These bounds can be used, in combination with appropriate block partitioning of \( \Sigma_p^{1/2} \psi_p \Sigma_p^{1/2} \), to provide sharp bounds on the maximal eigenvalue. Block partitioning is useful due to the following: for a positive semidefinite matrix \( M = \begin{pmatrix} A_1 & C \\ C^T & A_2 \end{pmatrix} \), we have \( \lambda_{\text{max}}(M) \leq \lambda_{\text{max}}(A_1) + \lambda_{\text{max}}(A_2) \). We leave the details on the application of these ideas to examples in §4.3.2.

4.3.2 Some illustrative examples

Theorem 10 has a number of concrete consequences for different Hilbert spaces and linear operators, and we illustrate a few of them in the following subsections.

Random domain sampling

We begin by stating a corollary of Theorem 10 in application to random time sampling in a reproducing kernel Hilbert space (RKHS). Recall from equation (4.12) the time sampling operator \( S_{x_1} \), and assume that the sample points \( \{ x_1, \ldots, x_n \} \) are drawn in an i.i.d. manner according to some distribution \( \mathbb{P} \) on \( \mathcal{X} \). Let us further assume that the eigenfunctions \( \psi_k \), \( k \geq 1 \) are uniformly bounded\(^7\) on \( \mathcal{X} \), meaning that

\[
\sup_{k \geq 1} \sup_{x \in \mathcal{X}} | \psi_k(x) | \leq C_\psi. \tag{4.22}
\]

Finally, we assume that \( \| \sigma \|_1 := \sum_{k=1}^{\infty} \sigma_k < \infty \), and that

\[
\sigma_{pk} \leq C_\sigma \sigma_k \sigma_p, \quad \text{for some positive constant } C_\sigma \text{ and for all large } p, \tag{4.23}
\]

\[
\sum_{k>p^m} \sigma_k \leq \sigma_p, \quad \text{for some positive integer } m \text{ and for all large } p. \tag{4.24}
\]

\(^7\)One can replace sup\(_{x \in \mathcal{X}} \) with essential supremum with respect to \( \mathbb{P} \).
Let \( m_\sigma \) be the smallest \( m \) for which (4.24) holds. These conditions on \( \{\sigma_k\} \) are satisfied, for example, for both a polynomial decay \( \sigma_k = \mathcal{O}(k^{-\alpha}) \) with \( \alpha > 1 \) and an exponential decay \( \sigma_k = \mathcal{O}(\rho^k) \) with \( \rho \in (0, 1) \). In particular, for the polynomial decay, using the tail bound (4.63) in Appendix 4.B, we can take \( m_\sigma = \lceil \alpha / (\alpha - 1) \rceil \) to satisfy (4.24). For the exponential decay, we can take \( m_\sigma = 1 \) for \( \rho \in (0, 1/2) \) and \( m_\sigma = 2 \) for \( \rho \in (1/2, 1) \) to satisfy (4.24).

Define the function
\[
\mathcal{G}_n(\varepsilon) := \frac{1}{\sqrt{n}} \sqrt{\sum_{j=1}^{\infty} \min\{\sigma_j, \varepsilon^2\}},
\] (4.25)
as well as the critical radius
\[
r_n := \inf\{\varepsilon > 0 : \mathcal{G}_n(\varepsilon) \leq \varepsilon^2\}.
\] (4.26)

**Corollary 4.** Suppose that \( r_n > 0 \) and \( 64 C_\psi^2 m_\sigma r_n^2 \log(2mr_n^2) \leq 1 \). Then for any \( \varepsilon^2 \in [r_n^2, \sigma_1) \), we have
\[
\mathbb{P}\left[ R_{\mathcal{G}_n}(\varepsilon) > (\tilde{C}_\psi + \tilde{C}_\sigma) \varepsilon^2 \right] \leq 2 \exp\left( - \frac{1}{64 C_\psi^2 r_n^2} \right),
\] (4.27)
where \( \tilde{C}_\psi := 2(1 + C_\psi)^2 \) and \( \tilde{C}_\sigma := 3(1 + C_\sigma^{-1})C_\sigma\|\sigma\|_1 + 1 \).

We provide the proof of this corollary in Appendix 4.A. As a concrete example consider a polynomial decay \( \sigma_k = \mathcal{O}(k^{-\alpha}) \) for \( \alpha > 1 \), which satisfies assumptions on \( \{\sigma_k\} \). Using the tail bound (4.63) in Appendix 4.B, one can verify that \( r_n^2 = \mathcal{O}(n^{-\alpha/(\alpha+1)}) \). Note that, in this case,
\[
r_n^2 \log(2mr_n^2) = \mathcal{O}(n^{-\alpha/2} \log n^{1/2}) = \mathcal{O}(n^{-\alpha/(\alpha+1)} \log n) \to 0, \quad n \to \infty.
\]
Hence conditions of Corollary 4 are met for sufficiently large \( n \). It follows that for some constants \( C_1, C_2 \) and \( C_3 \), we have
\[
R_{\mathcal{G}_n}(C_1 n^{-\alpha/(\alpha+1)}) \leq C_2 n^{-\alpha/(\alpha+1)}
\]
with probability \( 1 - 2 \exp(-C_3 n^{\alpha/(\alpha+1)}) \) for sufficiently large \( n \).

**Sobolev kernel**

Consider the kernel \( K(x, y) = \min(x, y) \) defined on \( X^2 \) where \( X = [0, 1] \). The corresponding RKHS is of Sobolev type and can be expressed as
\[
\{ f \in L^2(X) \mid f \text{ is absolutely continuous, } f(0) = 0 \text{ and } f' \in L^2(X) \}.
\]
Also consider a uniform domain sampling operator $S_{x_i}$, that is, that of (4.12) with $x_i = i/n, i \leq n$ and let $\mathbb{P}$ be uniform (i.e., the Lebesgue measure restricted to $[0, 1]$).

This setting has the benefit that many interesting quantities can be computed explicitly, while also having some practical appeal. The following can be shown about the eigen-decomposition of the integral operator $I_K$ introduced in §4.2,

$$\sigma_k = \left[ \frac{(2k - 1)\pi}{2} \right]^{-2}, \quad \psi_k(x) = \sqrt{2} \sin \left( \sigma_k^{-1/2} x \right), \quad k = 1, 2, \ldots.$$  

In particular, the eigenvalues decay as $\sigma_k = O(k^{-2})$.

To compute the $\Psi$, we write

$$[\Psi]_{kr} = \langle \psi_k, \psi_r \rangle \Phi = \frac{1}{n} \sum_{\ell=1}^{n} \left\{ \cos \left( \frac{(k-r)\ell\pi}{n} \right) - \cos \left( \frac{(k+r-1)\ell\pi}{n} \right) \right\}. \quad (4.28)$$

We note that $\Psi$ is periodic in $k$ and $r$ with period $2n$. It is easily verified that $n^{-1} \sum_{\ell=1}^{n} \cos(q\ell\pi/n)$ is equal to $-1$ for odd values of $q$ and zero for even values, other than $q = 0, \pm 2n, \pm 4n, \ldots$. It follows that

$$[\Psi]_{kr} = \begin{cases} 
1 + \frac{1}{n} & \text{if } k - r = 0, \\
-1 - \frac{1}{n} & \text{if } k + r = 2n + 1, \\
\frac{1}{n}(-1)^{k-r} & \text{otherwise}
\end{cases} \quad (4.29)$$

for $1 \leq k, r \leq 2n$. Letting $I_s \in \mathbb{R}^n$ be the vector with entries, $(I_s)_j = (-1)^{j+1}, j \leq n$, we observe that $\Psi_n = I_n + \frac{1}{n}I_sI_s^T$. It follows that $\lambda_{\min}(\Psi_n) = 1$. It remains to bound the terms in (4.17) involving the infinite sub-block $[\Psi]_{n}$.

The $\Psi$ matrix of this example, given by (4.29), shares certain properties with the $\Psi$ obtained in other situations involving periodic eigenfunctions $\{\psi_k\}$. We abstract away these properties by introducing a class of periodic $\Psi$ matrices. We call $\Psi_n$ a sparse periodic matrix, if each row (or column) is periodic and in each period only a vanishing fraction of elements are large. More precisely, $\Psi_n$ is sparse periodic if there exist positive integers $\gamma$ and $\eta$, and positive constants $c_1$ and $c_2$, all independent of $n$, such that each row of $\Psi_n$ is periodic with period $\gamma n$. and for any row $k$, there exits a subset of elements $S_k = \{\ell_1, \ldots, \ell_\eta\} \subset \{1, \ldots, \gamma n\}$ such that

$$[\Psi]_{k,n+r} \leq c_1, \quad r \in S_k, \quad (4.30a)$$

$$[\Psi]_{k,n+r} \leq c_2 n^{-1}, \quad r \in \{1, \ldots, \gamma n\} \setminus S_k, \quad (4.30b)$$

The elements of $S_k$ could depend on $k$, but the cardinality of this set should be the constant $\eta$, independent of $k$ and $n$. Also, note that we are indexing rows and columns of $\Psi_n$ by $\{n+1, n+2, \ldots\}$; in particular, $k \geq n+1$. For this class, we have the following whose proof can be found in Appendix 4.B.
Figure 4.2: Sparse periodic $\Psi$ matrices. Display (a) is a plot of the $N$-by-$N$ leading principal submatrix of $\Psi$ for the Sobolev kernel $(s,t) \mapsto \min\{s,t\}$. Here $n = 9$ and $N = 6n$; the period is $2n = 18$. Display (b) is the same plot for a Fourier-type kernel. The plots exhibit sparse periodic patterns as defined in §4.3.2.

**Lemma 24.** Assume $\Psi_n$ to be sparse periodic as defined above and $\sigma_k = \mathcal{O}(k^{-\alpha})$, $\alpha \geq 2$. Then,

(a) for $\alpha > 2$, $\lambda_{\max}(\Sigma_n^{1/2} \Psi_n \Sigma_n^{1/2}) = \mathcal{O}(n^{-\alpha})$, $n \to \infty$,

(b) for $\alpha = 2$, $\lambda_{\max}(\Sigma_n^{1/2} \Psi_n \Sigma_n^{1/2}) = \mathcal{O}(n^{-2} \log n)$, $n \to \infty$.

In particular (4.29) implies that $\Psi_n$ is sparse periodic with parameters $\gamma = 2$, $\eta = 2$, $c_1 = 2$ and $c_2 = 1$. Hence, part (b) of Lemma 24 applies. Now, we can use (4.17) with $p = n$ to obtain

$$R_{S_{x_n^p}}(\varepsilon) \leq 2\varepsilon^2 + \mathcal{O}(n^{-2} \log n)$$

(4.31)

where we have also used $(a + b)^2 \leq 2a^2 + 2b^2$.

**Fourier-type kernels**

In this example, we consider an RKHS of functions on $\mathcal{X} = [0,1] \subset \mathbb{R}$, generated by a Fourier-type kernel defined as $\mathbb{K}(x,y) := \kappa(x - y)$, $x,y \in [0,1]$, where

$$\kappa(x) = \zeta_0 + \sum_{k=1}^{\infty} 2\zeta_k \cos(2\pi k x), \quad x \in [-1,1].$$

(4.32)

We assume that $(\zeta_k)$ is a $\mathbb{R}_+$-valued nonincreasing sequence in $\ell_1$, i.e. $\sum_k \zeta_k < \infty$. Thus, the trigonometric series in (4.32) is absolutely (and uniformly) convergent. As for the operator $\Phi$, we consider the uniform time sampling operator $S_{x_n^p}$, as in the previous example. That is, the operator defined in (4.12) with $x_i = i/n$, $i \leq n$. We take $\mathbb{P}$ to be uniform.
CHAPTER 4. APPROXIMATION PROPERTIES OF OPERATOR NORMS

This setting again has the benefit of being simple enough to allow for explicit computations while also practically important. One can argue that the eigen-decomposition of the kernel integral operator is given by

\[
\begin{align*}
\psi_1 &= \psi_0^{(c)}, & \psi_{2k} &= \psi_k^{(c)}, & \psi_{2k+1} &= \psi_k^{(s)}, & k &\geq 1 \\
\sigma_1 &= \zeta_0, & \sigma_{2k} &= \zeta_k, & \sigma_{2k+1} &= \zeta_k, & k &\geq 1
\end{align*}
\]

(4.33) (4.34)

where \(\psi_0^{(c)}(x) := 1\), \(\psi_k^{(c)}(x) := \sqrt{2}\cos(2\pi kx)\) and \(\psi_k^{(s)}(t) := \sqrt{2}\sin(2\pi kx)\) for \(k \geq 1\).

For any integer \(k\), let \(((k))_n\) denote \(k\) modulo \(n\). Also, let \(k \mapsto \delta_k\) be the function defined over integers which is 1 at \(k = 0\) and zero elsewhere. Let \(\iota := \sqrt{-1}\). Using the identity \(n^{-1}\sum_{\ell=1}^n \exp(i2\pi k\ell/n) = \delta_{((k))_n}\), one obtains the following,

\[
\begin{align*}
\langle \psi_k^{(c)}, \psi_j^{(c)} \rangle &\Phi = \left[ \delta_{((k-j))_n} + \delta_{((k+j))_n} \right] \left( \frac{1}{\sqrt{2}} \right)^{\delta_k+\delta_j}, & (4.35a) \\
\langle \psi_k^{(s)}, \psi_j^{(s)} \rangle &\Phi = \delta_{((k-j))_n} - \delta_{((k+j))_n}, & (4.35b) \\
\langle \psi_k^{(c)}, \psi_j^{(s)} \rangle &\Phi = 0, & \text{valid for all } j, k \geq 0. & (4.35c)
\end{align*}
\]

It follows that \(\Psi_n = I_n\) if \(n\) is odd and \(\Psi_n = \text{diag}\{1, 1, \ldots, 1, 2\}\) if \(n\) is even. In particular, \(\lambda_{\min}(\Psi_n) = 1\) for all \(n \geq 1\). It is also clear that the principal submatrix of \(\Psi\) on indices \(\{2, 3, \ldots\}\) has periodic rows and columns with period \(2n\). If follows that \(\Psi_n\) is sparse periodic as defined in §4.3.2 with parameters \(\gamma = 2\), \(\eta = 2\), \(c_1 = 2\) and \(c_2 = 0\).

Suppose for example that the eigenvalues decay polynomially, say as \(\zeta_k = O(k^{-\alpha})\) for \(\alpha > 2\). Then, applying (4.17) with \(p = n\), in combination with Lemma 24 part (a), we get

\[
R_{\Sigma, n}^2(\varepsilon) \leq 2\varepsilon^2 + O(n^{-\alpha}).
\]

(4.36)

As another example, consider the exponential decay \(\zeta_k = \rho^k\), \(k \geq 1\) for some \(\rho \in (0, 1)\), which corresponds to the Poisson kernel. In this case, the tail sum of \(\{\sigma_k\}\) decays as the sequence itself, namely, \(\sum_{k>n} \sigma_k \leq 2 \sum_{k>n} \rho^k = \frac{2\rho^n}{1-\rho}\). Hence, we can simply use the trace bound (4.20) together with (4.17) to obtain

\[
R_{\Sigma, n}^2(\varepsilon) \leq 2\varepsilon^2 + O(\rho^n).
\]

(4.37)

4.4 Proof of Theorem 10

We now turn to the proof of our main theorem. Recall from §4.2.1 the correspondence between any \(f \in \mathcal{H}\) and a sequence \(\alpha \in \ell_2\); also, recall the diagonal operator \(\Sigma : \ell_2 \to \ell_2\) defined by the matrix \(\text{diag}\{\sigma_1, \sigma_2, \ldots\}\). Using the definition of (4.15) of the \(\Psi\) matrix, we have

\[
\|f\|_{\Phi}^2 = \langle \alpha, \Sigma^{1/2} \Psi \Sigma^{1/2} \alpha \rangle_{\ell_2},
\]
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By definition (4.6) of the Hilbert space $H$, we have $\|f\|_H^2 = \sum_{k=1}^{\infty} \alpha_k^2$ and $\|f\|_{L^2}^2 = \sum_k \sigma_k \alpha_k^2$. Letting $B_{\ell^2} = \{\alpha \in \ell^2 \mid \|\alpha\|_{\ell^2} \leq 1\}$ be the unit ball in $\ell^2$, we conclude that $R_\Phi$ can be written as

$$R_\Phi(\varepsilon) = \sup_{\alpha \in B_{\ell^2}} \{Q_2(\alpha) \mid Q_\Phi(\alpha) \leq \varepsilon^2\},$$

(4.38)

where we have defined the quadratic functionals

$$Q_2(\alpha) := \langle \alpha, \Sigma \alpha \rangle_{\ell^2}, \quad \text{and} \quad Q_\Phi(\alpha) := \langle \alpha, \Sigma^{1/2} \Psi \Sigma^{1/2} \alpha \rangle_{\ell^2}. \quad (4.39)$$

Also let us define the symmetric bilinear form

$$B_\Phi(\alpha, \beta) := \langle \alpha, \Sigma^{1/2} \Psi \Sigma^{1/2} \beta \rangle_{\ell^2}, \quad \alpha, \beta \in \ell^2,$$

(4.40)

whose diagonal is $B_\Phi(\alpha, \alpha) = Q_\Phi(\alpha)$.

We now upper bound $R_\Phi(\varepsilon)$ using a truncation argument. Define the set

$$C := \{\alpha \in B_{\ell^2} \mid Q_\Phi(\alpha) \leq \varepsilon^2\},$$

(4.41)

corresponding to the feasible set for the optimization problem (4.38). For each integer $p = 1, 2, \ldots$, consider the following truncated sequence spaces

$$T_p := \{\alpha \in \ell^2 \mid \alpha_i = 0, \quad \text{for all } i > p\}, \quad \text{and}$$

$$T_p^\perp := \{\alpha \in \ell^2 \mid \alpha_i = 0, \quad \text{for all } i = 1, 2, \ldots, p\}.$$

Note that $\ell^2$ is the direct sum of $T_p$ and $T_p^\perp$. Consequently, any fixed $\alpha \in C$ can be decomposed as $\alpha = \xi + \gamma$ for some (unique) $\xi \in T_p$ and $\gamma \in T_p^\perp$. Since $\Sigma$ is a diagonal operator, we have

$$Q_2(\alpha) = Q_2(\xi) + Q_2(\gamma).$$

Moreover, since any $\alpha \in C$ is feasible for the optimization problem (4.38), we have

$$Q_\Phi(\alpha) = Q_\Phi(\xi) + 2B_\Phi(\xi, \gamma) + Q_\Phi(\gamma) \leq \varepsilon^2.$$  

(4.42)

Note that since $\gamma \in T_p^\perp$, it can be written as $\gamma = (0_p, c)$, where $0_p$ is a vector of $p$ zeroes, and $c = (c_1, c_2, \ldots) \in \ell^2$. Similarly, we can write $\xi = (x, 0)$ where $x \in \mathbb{R}^p$. Then, each of the terms $Q_\Phi(\xi), B_\Phi(\xi, \gamma), Q_\Phi(\gamma)$ can be expressed in terms of block partitions of $\Sigma^{1/2} \Psi \Sigma^{1/2}$. For example,

$$Q_\Phi(\xi) = \langle x, Ax \rangle_{\mathbb{R}^p}, \quad Q_\Phi(\gamma) = \langle y, Dy \rangle_{\ell^2},$$

(4.43)
where \( A := \Sigma_{p}^{1/2} \Psi_{p} \Sigma_{\bar{p}}^{1/2} \) and \( D := \Sigma_{\bar{p}}^{1/2} \Psi_{\bar{p}} \Sigma_{p}^{1/2} \), in correspondence with the block partitioning notation of Appendix 4.F. We now apply inequality (4.85) derived in Appendix 4.F. Fix some \( \rho^2 \in (0, 1) \) and take
\[
\kappa^2 := \rho^2 \lambda_{\text{max}}(\Sigma_{p}^{1/2} \Psi_{p} \Sigma_{\bar{p}}^{1/2}),
\]
so that condition (4.88) is satisfied. Then, (4.85) implies
\[
Q_{\Phi}(\xi) + 2B_{\Phi}(\xi, \gamma) + Q_{\Phi}(\gamma) \geq \rho^2 Q_{\Phi}(\xi) - \frac{\kappa^2}{1 - \rho^2} \|\gamma\|_2^2.
\]
(4.45)

Combining (4.42) and (4.45), we obtain
\[
Q_{\Phi}(\xi) \leq \varepsilon^2 + \frac{\lambda_{\text{max}}(\Sigma_{p}^{1/2} \Psi_{p} \Sigma_{\bar{p}}^{1/2})}{1 - \rho^2} \|\gamma\|_2^2.
\]
(4.46)

We further note that \( \|\gamma\|_2 \leq \|\gamma\|_2^2 + \|\xi\|_2^2 = \|\alpha\|_2^2 \leq 1 \). It follows that
\[
Q_{\Phi}(\xi) \leq \tilde{\varepsilon}^2, \quad \text{where} \quad \tilde{\varepsilon}^2 := \frac{\varepsilon^2}{\rho^2} + \frac{\lambda_{\text{max}}(\Sigma_{p}^{1/2} \Psi_{p} \Sigma_{\bar{p}}^{1/2})}{1 - \rho^2}.
\]
(4.47)

Let us define
\[
\tilde{C} := \{ \xi \in B_{\ell_2} \cap T_{p} \mid Q_{\Phi}(\xi) \leq \tilde{\varepsilon}^2 \}.
\]
(4.48)

Then, our arguments so far show that for \( \alpha \in \mathcal{C} \),
\[
Q_2(\alpha) = Q_2(\xi) + Q_2(\gamma) \leq \sup_{\xi \in \tilde{C}} Q_2(\xi) + \sup_{\gamma \in B_{\ell_2} \cap T_{p}} Q_2(\gamma).
\]
(4.49)

Taking the supremum over \( \alpha \in \mathcal{C} \) yields the upper bound
\[
R_{\Phi}(\varepsilon) \leq S_{p} + S_{p}^\perp.
\]

It remains to bound each of the two terms on the right-hand side. Beginning with the term \( S_{p}^\perp \) and recalling the decomposition \( \gamma = (0, c) \), we have \( Q_2(\gamma) = \sum_{k=1}^\infty \sigma_{k+p} c_k^2 \), from which it follows that
\[
S_{p}^\perp = \sup \left\{ \sum_{k=1}^\infty \sigma_{k+p} c_k^2 \mid \sum_{k=1}^\infty c_k^2 \leq 1 \right\} = \sigma_{p+1},
\]
since \( \{\sigma_k\}_{k=1}^\infty \) is a nonincreasing sequence by assumption.
We now control the term $S_p$. Recalling the decomposition $\xi = (x, 0)$ where $x \in \mathbb{R}^p$, we have

$$S_p = \sup_{\xi \in \mathcal{C}} Q_2(\xi) = \sup \left\{ \langle x, \Sigma_p x \rangle : \langle x, x \rangle \leq 1, \langle x, \Sigma_p^{1/2} \Psi_p \Sigma_p^{1/2} x \rangle \leq \bar{\varepsilon}^2 \right\}$$

$$= \sup_{\langle x, x \rangle \leq 1} \inf_{t \geq 0} \left\{ \langle x, \Sigma_p x \rangle + t \left( \bar{\varepsilon}^2 - \langle x, \Sigma_p^{1/2} \Psi_p \Sigma_p^{1/2} x \rangle \right) \right\}$$

$$\leq \inf_{t \geq 0} \left\{ \sup_{\langle x, x \rangle \leq 1} \langle x, \Sigma_p^{1/2} (I_p - t \Psi_p) \Sigma_p^{1/2} x \rangle + t \bar{\varepsilon}^2 \right\}$$

where inequality (a) follows by Lagrange (weak) duality. It is not hard to see that for any symmetric matrix $M$, one has

$$\sup \left\{ \langle x, Mx \rangle : \langle x, x \rangle \leq 1 \right\} = \max \left\{ 0, \lambda_{\text{max}}(M) \right\}.$$

Putting the pieces together and optimizing over $\rho^2$, noting that

$$\inf_{r \in (0, 1)} \left\{ \frac{a}{r} + \frac{b}{1 - r} \right\} = (\sqrt{a} + \sqrt{b})^2$$

for any $a, b > 0$, completes the proof of the bound (4.16).

We now prove bound (4.17), using the same decomposition and notation established above, but writing an upper bound on $Q_2(\alpha)$ slightly different form (4.49). In particular, the argument leading to (4.49), also shows that

$$R_\Phi(\varepsilon) \leq \sup_{\xi \in T_p, \gamma \in T_p^\perp} \left\{ Q_2(\xi) + Q_2(\gamma) \mid \xi + \gamma \in B_{t_2}, \Phi(\xi) \leq \bar{\varepsilon}^2 \right\}.$$

Recalling the expression (4.39) for $Q_\Phi(\xi)$ and noting that $\Psi_p \succeq \lambda_{\text{min}}(\Psi_p) I_p$ implies $A = \Sigma_p^{1/2} \Psi_p \Sigma_p^{1/2} \succeq \lambda_{\text{min}}(\Psi_p) \Sigma_p$, we have

$$Q_\Phi(\xi) \geq \lambda_{\text{min}}(\Psi_p) Q_2(\xi).$$

Now, since we are assuming $\lambda_{\text{min}}(\Psi_p) > 0$, we have

$$R_\Phi(\varepsilon) \leq \sup_{\xi \in T_p, \gamma \in T_p^\perp} \left\{ Q_2(\xi) + Q_2(\gamma) \mid \xi + \gamma \in B_{t_2}, Q_2(\xi) \leq \frac{\bar{\varepsilon}^2}{\lambda_{\text{min}}(\Psi_p)} \right\}.$$

The RHS of the above is an instance of the Fourier truncation problem with $\varepsilon^2$ replaced with $\bar{\varepsilon}^2/\lambda_{\text{min}}(\Psi_p)$. That problem is worked out in detail in Appendix 4.E. In particular, applying equation (4.83) in Appendix 4.E with $\varepsilon^2$ changed to $\bar{\varepsilon}^2/\lambda_{\text{min}}(\Psi_p)$ completes the proof of (4.17). Figure 4.3 provides a graphical representation of the geometry of the proof.
Figure 4.3: Geometry of the proof of (4.17). Display (a) is a plot of the set $Q := \{(Q_2(\alpha), Q_\Phi(\alpha)) : \|\alpha\|_\ell^2 = 1\} \subset \mathbb{R}^2$. This is a convex set as a consequence of Hausdorff-Toeplitz theorem on convexity of the numerical range and preservation of convexity under projections. Display (b) shows the set $\tilde{Q} := \text{conv}(0, Q)$, i.e., the convex hull of $\{0\} \cup Q$. Observe that $R_\Phi(\varepsilon) = \sup \{x : (x, y) \in \tilde{Q}, y \leq \varepsilon^2\}$. For any fixed $r \in (0, 1)$, the bound of (4.17) is a piecewise linear approximation to one side of $\tilde{Q}$ as shown in Display (b).

4.5 Conclusion

We considered the problem of bounding (squared) $L^2$ norm of functions in a Hilbert unit ball, based on restrictions on an operator-induced norm acting as a surrogate for the $L^2$ norm. In particular, given that $f \in B_H$ and $\|f\|^2_\Phi \leq \varepsilon^2$, our results enable us to obtain, by estimating norms of certain finite and infinite dimensional matrices, inequalities of the form

$$\|f\|^2_{L^2} \leq c_1 \varepsilon^2 + h_{\Phi, H}(\sigma_n)$$

where $\{\sigma_n\}$ are the eigenvalues of the operator embedding $H$ in $L^2$, $h_{\Phi, H}(\cdot)$ is an increasing function (depending on $\Phi$ and $H$) and $c_1 \geq 1$ is some constant. We considered examples of operators $\Phi$ (uniform time sampling and Fourier truncation) and Hilbert spaces $H$ (Sobolev, Fourier-type RKHSs) and showed that it is possible to obtain optimal scaling $h_{\Phi, H}(\sigma_n) = O(\sigma_n)$ in most of those cases. We also considered random time sampling, under polynomial eigen-decay $\sigma_n = O(n^{-\alpha})$, and effectively showed that $h_{\Phi, H}(\sigma_n) = O(n^{-\alpha/(\alpha+1)})$ (for $\varepsilon$ small enough), with high probability as $n \to \infty$. This last result complements those on related quantities obtained by techniques form empirical process theory, and we conjecture it to be sharp.

Appendix 4.A Analysis of random time sampling

This section is devoted to the proof of Corollary 4 on random time sampling in reproducing kernel Hilbert spaces. The proof is based on an auxiliary result, which we begin by stating. Fix some positive integer $m$ and define

$$\nu(\varepsilon) = \nu(\varepsilon; m) := \inf \left\{ p : \sum_{k>p^m} \sigma_k \leq \varepsilon^2 \right\}.$$  \hspace{1cm} (4.53)
With this notation, we have

**Lemma 25.** Assume $\varepsilon^2 < \sigma_1$ and $32C_\psi^2 m \nu(\varepsilon) \log \nu(\varepsilon) \leq n$. Then,

$$
\mathbb{P}\{R_{S_{\varepsilon^2}}(\varepsilon) > \bar{C}_\psi \varepsilon^2 + \bar{C}_\sigma \sigma_\nu(\varepsilon)\} \leq 2 \exp\left(-\frac{1}{32C_\psi^2 \nu(\varepsilon)} \frac{n}{\nu(\varepsilon)}\right).
$$

We prove this claim in §4.A.2 below.

### 4.A.1 Proof of Corollary 4

To apply the lemma, recall that we assume that there exists $m$ such that for all (large) $p$, one has

$$
\sum_{k > p^m} \sigma_k \leq \sigma_p,
$$

and we let $m_\sigma$ be the smallest such $m$. We define

$$
\mu(\varepsilon) := \inf \{p : \sigma_p \leq \varepsilon^2\},
$$

and note that by (4.55), we have $\nu(\varepsilon;m_\sigma) \leq \mu(\varepsilon)$. Then, Lemma 25 states that as long as $\varepsilon^2 < \sigma_1$ and $32C_\psi^2 m_\sigma \mu(\varepsilon) \log \mu(\varepsilon) \leq n$, we have

$$
\mathbb{P}\{R_{S_{\varepsilon^2}}(\varepsilon) > (\bar{C}_\psi + \bar{C}_\sigma)\varepsilon^2\} \leq 2 \exp\left(-\frac{1}{32C_\psi^2 \mu(\varepsilon)} \frac{n}{\mu(\varepsilon)}\right).
$$

Now by the definition of $\mu(\varepsilon)$, we have $\sigma_j > \varepsilon^2$ for $j < \mu(\varepsilon)$, and hence

$$
G_n^2(\varepsilon) \geq \frac{1}{n} \sum_{j < \mu(\varepsilon)} \min\{\sigma_j, \varepsilon^2\} = \frac{\mu(\varepsilon) - 1}{n} \varepsilon^2 \geq \frac{\mu(\varepsilon)}{2n} \varepsilon^2,
$$

since $\mu(\varepsilon) \geq 2$ when $\varepsilon^2 < \sigma_1$. One can argue that $\varepsilon \mapsto G_n(\varepsilon)/\varepsilon$ is nonincreasing. It follows from definition (4.26) that for $\varepsilon \geq r_n$, we have

$$
\mu(\varepsilon) \leq 2n \left(\frac{G(\varepsilon)}{\varepsilon}\right)^2 \leq 2n \left(\frac{G(r_n)}{r_n}\right)^2 \leq 2nr_n^2,
$$

which completes the proof of Corollary 4.
4.A.2 Proof of Lemma 25

For $\xi \in \mathbb{R}^p$, let $\xi \otimes \xi$ be the rank-one operator on $\mathbb{R}^p$ given by $\eta \mapsto \langle \xi, \eta \rangle_2 \xi$. For an operator $A$ on $\mathbb{R}^p$, let $\|A\|_2$ denote its usual operator norm, $\|A\|_2 := \sup_{\|x\|_2 \leq 1} \|Ax\|_2$. Recall that for a symmetric (i.e., real self-adjoint) operator $A$ on $\mathbb{R}^p$, $\|A\|_2 = \sup\{\|\lambda\| : \lambda$ an eigenvalue of $A\}$. It follows that $\|A\|_2 \leq \alpha$ is equivalent to $-\alpha I_p \preceq A \preceq \alpha I_p$.

Our approach is to first show that $\|\Psi_p - I_p\|_2 \leq \frac{1}{2}$ for some properly chosen $p$ with high probability. It then follows that $\lambda_{\min}(\Psi_p) \geq \frac{1}{2}$ and we can use bound (4.17) for that value of $p$. Then, we need to control $\lambda_{\max}(\sum_{k \geq p}^m \Psi_{\bar{p}}^{1/2} \Psi_{\bar{p}}^{1/2})$. To do this, we further partition $\Psi$ into blocks. In order to have a consistent notation, we look at the whole matrix $\Psi$ and let $\Psi^{(k)}$ be the principal submatrix indexed by $\{(k - 1)p + 1, \ldots, (k - 1)p + p\}$, for $k = 1, 2, \ldots, m - 1$. Throughout the proof, $m$ is assumed to be a fixed positive integer. Also, let $\Psi^{(\infty)}$ be the principal submatrix of $\Psi$ indexed by $\{p^m + 1, p^m + 2, \ldots\}$. This provides a full partitioning of $\Psi$ for which $\Psi^{(1)}, \ldots, \Psi^{(m)}$ and $\Psi^{(\infty)}$ are the diagonal blocks, the first $p^{m - 1}$ of which are $p$-by-$p$ matrices and the last an infinite matrix. To connect with our previous notations, we note that $\Psi^{(1)} = \Psi_p$ and that $\Psi^{(2)}, \ldots, \Psi^{(m - 1)}, \Psi^{(\infty)}$ are diagonal blocks of $\Psi_{\bar{p}}$. Let us also partition the $\Sigma$ matrix and name its diagonal blocks similarly.

We will argue that, in fact, we have $\|\Psi^{(k)} - I_p\|_2 \leq \frac{1}{2}$ for all $k = 1, \ldots, m - 1$, with high probability. Let $A_p$ denote the event on which this claim holds. In particular, on event $A_p$, we have $\Psi^{(k)} \preceq \frac{3}{2} I_p$ for $k = 2, \ldots, m - 1$; hence, we can write

$$
\lambda_{\max}(\sum_{k \geq p}^m \Psi_{\bar{p}}^{1/2} \Psi_{\bar{p}}^{1/2}) \leq \sum_{k=2}^{p-1} \lambda_{\max}(\sqrt{\Sigma^{(k)}}\Psi^{(k)}\sqrt{\Sigma^{(k)}}) + \lambda_{\max}(\sqrt{\Sigma^{(\infty)}}\Psi^{(\infty)}\sqrt{\Sigma^{(\infty)}})
$$

$$
\leq \frac{3}{2} \sum_{k=2}^{p-1} \lambda_{\max}(\Sigma^{(k)}) + \text{tr}\left(\sqrt{\Sigma^{(\infty)}}\Psi^{(\infty)}\sqrt{\Sigma^{(\infty)}}\right)
$$

$$
= \frac{3}{2} \sum_{k=2}^{p-1} \sigma_{(k-1)p+1} + \sum_{k > p^m} \sigma_k |\Psi|_{kk}. \quad (4.58)
$$

Using assumptions (4.23) on the sequence $\{\sigma_k\}$, the first sum can be bounded as

$$
\sum_{k=2}^{p-1} \sigma_{(k-1)p+1} \leq \sum_{k=2}^{p-1} \sigma_{(k-1)p} \leq \sum_{k=2}^{p-1} C_\sigma \sigma_{k-1} \sigma_p \leq C_\sigma \|\sigma\|_1 \sigma_p
$$

Using the uniform boundedness assumption (4.53), we have $|\Psi|_{kk} = n^{-1} \sum_{i=1}^n \psi_i^2(x_i) \leq C_\psi^2$. Hence the second sum in (4.58) is bounded above by $C_\psi^2 \sum_{k > p^m} \sigma_k$.

We can now apply Theorem 10. Assume for the moment that $\varepsilon^2 \geq \sum_{k > p^m} \sigma_k$ so that the right-hand side of (4.58) is bounded above by $\frac{3}{2} C_\sigma \|\sigma\|_1 \sigma_p + C_\psi^2 \varepsilon^2$. Applying bound (4.17),
on event $A_p$, with $r = (1 + C_\psi)^{-1}$, we get
\[
R_{S_{\pi_1}}(\varepsilon^2) \leq 2\left\{ r^{-1}\varepsilon^2 + (1 - r)^{-1}\left( \frac{3}{2}C_\sigma \|\sigma\|_1\sigma_p + C_\psi^2\varepsilon^2 \right) \right\} + \sigma_{p+1}
\]
\[
= 2(1 + C_\psi)\varepsilon^2 + 3(1 + C_\psi^{-1})C_\sigma \|\sigma\|_1\sigma_p + \sigma_{p+1}.
\]
\[
\leq \tilde{C}_\psi \varepsilon^2 + \tilde{C}_\sigma \sigma_p
\]
where $\tilde{C}_\psi := 2(1 + C_\psi)^2$ and $\tilde{C}_\sigma := 3(1 + C_\psi^{-1})C_\sigma \|\sigma\|_1 + 1$. To summarize, we have shown the following
\[
\text{Event } A_p \quad \text{and} \quad \varepsilon^2 \geq \sum_{k > p^m} \sigma_k \implies R_{S_{\pi_1}}(\varepsilon^2) \leq \tilde{C}_\psi \varepsilon^2 + \tilde{C}_\sigma \sigma_p. \quad (4.59)
\]

It remains to control the probability of $A_p := \cap_{k=1}^{p^m} \left\{ \|\Psi^{(k)} - I_p\|_2 \leq \frac{1}{2} \right\}$. We start with the deviation bound on $\Psi^{(1)} - I_p$, and then extend by union bound. We will use the following lemma which follows, for example, from the Ahlswede-Winter bound [1], or from [85]. (See also [98, 91, 102].)

**Lemma 26.** Let $\xi_1, \ldots, \xi_n$ be i.i.d. random vectors in $\mathbb{R}^p$ with $E\xi_1 \otimes \xi_1 = I_p$ and $\|\xi_1\|_2 \leq C_p$ almost surely for some constant $C_p$. Then, for $\delta \in (0, 1)$,
\[
P\left\{ \left\| \frac{1}{n} \sum_{i=1}^{n} \xi_i \otimes \xi_i - I_p \right\|_2 > \delta \right\} \leq p \exp\left( - \frac{n\delta^2}{4C_p^2} \right). \quad (4.60)
\]

Recall that for the time sampling operator, $[\Phi \psi_k]_i = \frac{1}{\sqrt{n}}\psi_k(x_i)$ so that from (4.15),
\[
\Psi_{k\ell} = \frac{1}{n} \sum_{i=1}^{n} \psi_k(x_i)\psi_\ell(x_i)
\]
Let $\xi_i := (\psi_k(x_i), 1 \leq k \leq p) \in \mathbb{R}^p$ for $i = 1, \ldots, n$. Then, $\{\xi_i\}$ satisfy the conditions of Lemma 26. In particular, letting $e_k$ denote the $k$-th standard basis vector of $\mathbb{R}^p$, we note that
\[
\langle e_k, E(\xi_i \otimes \xi_i)e_\ell \rangle_2 = E\langle e_k, \xi_i \rangle_2\langle e_\ell, \xi_i \rangle_2 = \langle \psi_k, \psi_\ell \rangle_{L^2} = \delta_{k\ell}
\]
and $\|\xi_i\|_2 \leq \sqrt{p}C_\psi$, where we have used uniform boundedness of $\{\psi_k\}$ as in (4.22). Furthermore, we have $\Psi^{(1)} = n^{-1} \sum_{i=1}^{n} \xi_i \otimes \xi_i$. Applying Lemma 26 with $C_p = \sqrt{p}C_\psi$ yields,
\[
P\{ \|\Psi^{(1)} - I_p\|_2 > \delta \} \leq p \exp\left( - \frac{\delta^2 n}{4C_\psi^2 p} \right). \quad (4.61)
\]

\footnote{We are using the alternate form of the bound based on $(\sqrt{A} + \sqrt{B})^2 = \inf_{r \in (0, 1)} \{ Ar^{-1} + B(1 - r)^{-1} \}$.}
Similar bounds hold for $\Psi^{(k)}$, $k = 2, \ldots, p^{m-1}$. Applying the union bound, we get
\[ \mathbb{P} \bigcup_{k=1}^{p^{m-1}} \{ \| \Psi^{(k)} - I_p \|_2 > \delta \} \leq \exp \left( m \log p - \frac{\delta^2 n}{4C^2 \psi p} \right). \]

For simplicity, let $A = A_{n,p} := n/(4C^2 \psi p)$. We impose $m \log p \leq A\delta^2$ so that the exponent in (4.61) is bounded above by $-A\delta^2$. Furthermore, for our purpose, it is enough to take $\delta = \frac{1}{2}$. It follows that
\[ \mathbb{P}(A_p^c) = \mathbb{P} \bigcup_{k=1}^{p^{m-1}} \{ \| \Psi^{(k)} - I_p \|_2 > \frac{1}{2} \} \leq \exp \left( -\frac{1}{32C^2 \psi n} \right), \quad (4.62) \]
if $32C^2 \psi mp \log p \leq n$. Now, by (4.59), under $\varepsilon^2 \geq \sum_{k>p^m} \sigma_k$, $R_{S_{\varepsilon^n}}(\varepsilon^2) > \tilde{C}_\psi \varepsilon^2 + \tilde{C}_\sigma \sigma_p$ implies $A_p^c$. Thus, the exponential bound in (4.62) holds for $\mathbb{P}\{R_{S_{\varepsilon^n}}(\varepsilon^2) > \tilde{C}_\psi \varepsilon^2 + \tilde{C}_\sigma \sigma_p\}$ under the assumptions. We are to choose $p$ and the bound is optimized by making $p$ as small as possible. Hence, we take $p$ to be
\[ \nu(\varepsilon) := \inf \{ p : \varepsilon^2 \geq \sum_{k>p^m} \sigma_k \} \] which proves Lemma 25. (Note that, in general, $\nu(\varepsilon)$ takes its values in $\{0, 1, 2, \ldots\}$. The assumption $\varepsilon^2 < \sigma_1$ guarantees that $\nu(\varepsilon) \neq 0$.)

**Appendix 4.B  Proof of Lemma 24**

Assume $\sigma_k = Ck^{-\alpha}$, for some $\alpha \geq 2$. First, note the following upper bound on the tail sum
\[ \sum_{k>p^m} \sigma_k \leq C \int_{p^m}^\infty x^{-\alpha} dx = C_1(\alpha) p^{1-\alpha}. \quad (4.63) \]
Furthermore, from the bounds (4.30a) and (4.30b), we have, for $k \geq n + 1$,
\[ [\Psi]_{kk} \leq \min\{c_1, c_2\}. \quad (4.64) \]
To simplify notation, let us define $I_n := \{1, 2, \ldots, \gamma n\}$.

Consider the case $\alpha > 2$. We will use the $\ell_\infty - \ell_\infty$ upper bound of (4.21), with $p = n$. Fix some $k \geq n + 1$. Note that $\sigma_k \leq \sigma_{n+1}$. Then, recalling the assumptions on $\Psi$ and the definition of $S_k$, we have
\[
\sum_{\ell \geq n+1} \sqrt{\sigma_k} \sqrt{\sigma_\ell} [\Psi]_{k,\ell} \leq \sqrt{\sigma_{n+1}} \sum_{q=0}^{\infty} \sum_{r=1}^{\gamma n} \sqrt{\sigma_{n+r+q\gamma n}} [\Psi]_{k,n+r+q\gamma n} \\
= \sqrt{\sigma_{n+1}} \sum_{q=0}^{\infty} \sum_{r=1}^{\gamma n} \sqrt{\sigma_{n+r+q\gamma n}} [\Psi]_{k,n+r} \\
\leq \sqrt{\sigma_{n+1}} \sum_{q=0}^{\infty} \left\{ c_1 \sum_{r \in S_k} \sqrt{\sigma_{n+r+q\gamma n}} + \frac{c_2}{n} \sum_{r \in I_n \setminus S_k} \sqrt{\sigma_{n+r+q\gamma n}} \right\}. \quad (4.65)
\]
Using (4.63), the second double sum in (4.65) is bounded by
\[
\sum_{q=0}^{\infty} \sum_{r \in I_n \setminus S_k} \sqrt{\sigma_{n+r+q\gamma n}} \leq \sum_{\ell > n} \sqrt{\sigma_{\ell}} \leq C_2(\alpha) n^{1-\alpha/2}.
\] (4.66)

Recalling that \(S_k \subset I_n\) and \(|S_k| = \eta\), the first double sum in (4.65) can be bounded as follows
\[
\sum_{q=0}^{\infty} \sum_{r \in S_k} \sqrt{\sigma_{n+r+q\gamma n}} = \sqrt{C} \sum_{q=0}^{\infty} \sum_{r \in S_k} (n + r + q\gamma n)^{-\alpha/2}
\leq \sqrt{C} \sum_{q=0}^{\infty} \sum_{r \in S_k} (n + q\gamma n)^{-\alpha/2}
\leq \sqrt{C} \eta \sum_{q=0}^{\infty} (1 + q\gamma)^{-\alpha/2} n^{-\alpha/2}
\leq \sqrt{C} \eta \left(1 + \gamma^{-\alpha/2} \sum_{q=1}^{\infty} q^{-\alpha/2}\right) n^{-\alpha/2}
= C_3(\alpha, \gamma, \eta) n^{-\alpha/2}
\] (4.67)
where in the last line we have used \(\sum_{q=1}^{\infty} q^{-\alpha/2} < \infty\) due to \(\alpha/2 > 1\). Combining (4.65), (4.66) and (4.67) and noting that \(\sqrt{\sigma_{n+1}} \leq \sqrt{C} n^{-\alpha/2}\), we obtain
\[
\sum_{\ell \geq n+1} \sqrt{\sigma_{\ell}} \sqrt{\sigma_k} [\Psi]_{k,\ell} \leq \sqrt{C} n^{-\alpha/2} \left\{c_1 C_3(\alpha, \gamma, \eta) n^{-\alpha/2} + \frac{c_2}{n} C_2(\alpha) n^{1-\alpha/2}\right\} = C_4(\alpha, \eta, \gamma) n^{-\alpha}.
\] (4.68)

Taking supremum over \(k \geq 1\) and applying the \(\ell_\infty - \ell_\infty\) bound of (4.21), with \(p = n\), concludes the proof of part (a).

Now, consider the case \(\alpha = 2\). The above argument breaks down in this case because \(\sum_{q=1}^{\infty} q^{-1/2} < \infty\) does not converge for \(\alpha = 2\). A remedy is to further partition the matrix \(\Sigma^{1/2}_n \Psi_n \Sigma^{1/2}_n\). Recall that the rows and columns of this matrix are indexed by \(\{n+1, n+2, \ldots\}\). Let \(A\) be the principal submatrix indexed by \(\{n+1, n+2, \ldots, n^2\}\) and \(D\) be the principal submatrix indexed by \(\{n^2+1, n^2+2, \ldots\}\). We will use a combination of the bounds (4.30a) and (4.30b), and the well-known perturbation bound \(\lambda_{\max} \left[\left(\begin{array}{cc} A & C \\ C^T & B \end{array}\right)\right] \leq \lambda_{\max}(A) + \lambda_{\max}(D)\), to write
\[
\lambda_{\max} \left(\Sigma^{1/2}_n \Psi_n \Sigma^{1/2}_n\right) \leq \lambda_{\max}(A) + \lambda_{\max}(D) \leq \|A\|_\infty + \text{tr}(D).
\] (4.69)

The second term is bounded as
\[
\text{tr}(D) = \sum_{k > n^2} \sigma_k [\Psi]_{kk} \leq \min\{c_1, c_2\} \sum_{k > n^2} \sigma_k = \min\{c_1, c_2\} (n^2)^{1-2} = C_5(\gamma) n^{-2},
\] (4.70)
where we have used (4.63) and (4.64). To bound the first term, fix $k \in \{n+1, \ldots, n^2\}$. By an argument similar to that of part (a) and noting that $\gamma \geq 1$, hence $\gamma n^2 \geq n^2$, we have

$$\sum_{\ell=n+1}^{n^2} \sqrt{\sigma_k} \sqrt{\sigma_\ell} |[\Psi]_{k,\ell}| \leq \sqrt{\sigma_{n+1}} \sum_{q=0}^{n} \sum_{r=1}^{\gamma n} \sqrt{\sigma_{n+r+q\gamma n}} |[\Psi]_{k,n+r}|$$

$$\leq \sqrt{\sigma_{n+1}} \sum_{q=0}^{n} \left\{ c_1 \sum_{r \in S_k} \sqrt{\sigma_{n+r+q\gamma n}} + \frac{c_2}{n} \sum_{r \in I_n \setminus S_k} \sqrt{\sigma_{n+r+q\gamma n}} \right\}.$$  (4.71)

Using $\gamma \geq 1$ again, the second double sum in (4.71) is bounded as

$$\sum_{q=0}^{n} \sum_{r \in I_n \setminus S_k} \sqrt{\sigma_{n+r+q\gamma n}} \leq \sum_{q=0}^{n} \sqrt{\sigma_{n+q\gamma n}} \leq \sqrt{C} \sum_{\ell=2}^{3\gamma n^2} \sum_{\ell=1}^{\frac{1}{3\gamma n^2}} \leq \sqrt{C} \log(3\gamma n^2) \leq C_6(\gamma) \log n,$$  (4.72)

for sufficiently large $n$. Note that we have used the bound $\sum_{\ell=2}^{\frac{1}{p}} \ell^{-1} \leq \int_{1}^{p} x^{-1} dx = \log p$. The first double sum in (4.71) is bounded as follows

$$\sum_{q=0}^{\infty} \sum_{r \in S_k} \sqrt{\sigma_{n+r+q\gamma n}} = \sqrt{C} \sum_{q=0}^{n} \sum_{r \in S_k} (n+r+q\gamma n)^{-1}$$

$$\leq \sqrt{C} \eta \sum_{q=0}^{n} (1+q\gamma)^{-1} n^{-1}$$

$$\leq \sqrt{C} \eta \left(1 + \gamma^{-1} + \gamma^{-1} \sum_{q=2}^{n} q^{-1}\right) n^{-1}$$

$$= C_7(\gamma, \eta) n^{-1} \log n,$$  (4.73)

for $n$ sufficiently large. Combining (4.71), (4.72) and (4.73), taking supremum over $k$ and using the simple bound $\sqrt{\sigma_{n+1}} \leq \sqrt{C} n^{-1}$, we get

$$\|A\|_{\infty} \leq \sqrt{C} n^{-1} \left\{ c_1 C_7(\gamma, \eta) \frac{\log n}{n} + \frac{c_2}{n} C_6(\gamma) \log n \right\} = C_8(\gamma, \eta) \frac{\log n}{n^2}$$  (4.74)

which in view of (4.70) and (4.69) completes the proof of part (b).

**Appendix 4.C  Relationship between $R_\Phi(\varepsilon)$ and $T_\Phi(\varepsilon)$**

In this appendix, we prove the claim made in §4.1 about the relation between the upper quantities $R_\Phi$ and $T_\Phi$ and the lower quantities $\underline{T}_\Phi$ and $\underline{R}_\Phi$. We only carry out the proof for
$R_\Phi$; the dual version holds for $T_\Phi$. To simplify the argument, we look at slightly different versions of $R_\Phi$ and $T_\Phi$, defined as

\begin{align}
R^\diamond_\Phi(\varepsilon) &:= \sup \{ \|f\|_{L^2}^2 : f \in B_H, \|f\|_\Phi^2 < \varepsilon^2 \}, \\
T^\diamond_\Phi(\delta) &:= \inf \{ \|f\|_\Phi^2 : f \in B_H, \|f\|_{L^2}^2 > \delta^2 \}
\end{align}

and prove the following

\[ R^\diamond_\Phi^{-1}(\delta) = T^\diamond_\Phi(\delta) \quad (4.77) \]

where $R^\diamond_\Phi^{-1}(\delta) := \inf \{ \varepsilon^2 : R^\diamond_\Phi(\varepsilon) > \delta^2 \}$ is a generalized inverse of $R^\diamond_\Phi$. To see (4.77), we note that $R^\diamond_\Phi(\varepsilon) > \delta^2$ iff there exists $f \in B_H$ such that $\|f\|_\Phi^2 < \varepsilon^2$ and $\|f\|_{L^2}^2 > \delta^2$. But this last statement is equivalent to $T^\diamond_\Phi(\delta) < \varepsilon^2$. Hence,

\[ R^\diamond_\Phi^{-1}(\delta) = \inf \{ \varepsilon^2 : T^\diamond_\Phi(\delta) < \varepsilon^2 \} \quad (4.78) \]

which proves (4.77).

Using the following lemma, we can use relation (4.77) to convert upper bounds on $R_\Phi$ to lower bounds on $T_\Phi$.

**Lemma 27.** Let $t \mapsto p(t)$ be a nondecreasing function (defined on the real line with values in the extended real line.). Let $q$ be its generalized inverse defined as $q(s) := \inf \{ t : p(t) > s \}$. Let $r$ be a properly invertible (i.e., one-to-one) function such that $p(t) \leq r(t)$, for all $t$. Then,

(a) $q(p(t)) \geq t$, for all $t$,

(b) $q(s) \geq r^{-1}(s)$, for all $s$.

**Proof.** Assume (a) does not hold, that is, $\inf \{ \alpha : p(\alpha) > p(t) \} < t$. Then, there exists $\alpha_0$ such that $p(\alpha_0) > p(t)$ and $\alpha_0 < t$. But this contradicts $p(t)$ being nondecreasing. For part (b), note that (a) implies $t \leq q(p(t)) \leq q(r(t))$, since $q$ is nondecreasing by definition. Letting $t := r^{-1}(s)$ and noting that $r(r^{-1}(s)) = s$, by assumption, proves (b).

Let $p = R^\diamond_\Phi$, $q = T^\diamond_\Phi$ and $r(t) = At + B$ for some constant $A > 0$. Noting that $R^\diamond_\Phi \leq R_\Phi$ and $T_\Phi(\cdot + \gamma) \geq T^\diamond_\Phi$ for any $\gamma > 0$, we obtain from Lemma 27 and (4.77) that

\[ R_\Phi(\varepsilon) \leq A\varepsilon^2 + B \implies T_\Phi(\delta +) \geq \frac{\delta^2}{A} - B, \quad (4.79) \]

where $T_\Phi(\delta +)$ denotes the right limit of $T_\Phi$ as $\delta^2$. This may be used to translate an upper bound of the form (4.17) on $R_\Phi$ to a corresponding lower bound on $T_\Phi$. 
Appendix 4.D  The $2 \times 2$ subproblem

The following subproblem arises in the proof of Theorem 10.

\[ F(\varepsilon^2) := \sup \left\{ \begin{pmatrix} r & s \\ 0 & v^2 \end{pmatrix} \begin{pmatrix} u^2 & 0 \\ 0 & v^2 \end{pmatrix} \begin{pmatrix} r \\ s \end{pmatrix} : r^2 + s^2 \leq 1, \begin{pmatrix} r & s \\ 0 & d^2 \end{pmatrix} \begin{pmatrix} a^2 & 0 \\ 0 & d^2 \end{pmatrix} \begin{pmatrix} r \\ s \end{pmatrix} \leq \varepsilon^2 \right\}, \quad (4.80) \]

where $u^2, v^2, a^2$ and $d^2$ are given constants and the optimization is over $(r, s)$. Here, we discuss the solution in some detail; in particular, we provide explicit formulas for $F(\varepsilon^2)$.

Without loss of generality assume $u^2 \geq v^2$. Then, it is clear that $F(\varepsilon^2) \leq u^2$ and $F(\varepsilon^2) = u^2$ for $\varepsilon^2 \geq u^2$. Thus, we are interested in what happens when $\varepsilon^2 < u^2$.

The problem is easily solved by drawing a picture. Let $x(r, s)$ and $y(r, s)$ be as denoted in the last display. Consider the set

\[ S := \{ (x(r, s), y(r, s)) : r^2 + s^2 \leq 1 \} = \{ r^2(u^2, a^2) + s^2(v^2, d^2) + q^2(0, 0) : r^2 + s^2 + q^2 = 1 \} = \text{conv} \{ (u^2, a^2), (v^2, d^2), (0, 0) \}. \quad (4.81) \]

That is, $S$ is the convex hull of the three points $(u^2, a^2)$, $(v^2, d^2)$ and the origin $(0, 0)$.

Then, two (or maybe three) different pictures arise depending on whether $a^2 > d^2$ (and whether $d^2 \geq v^2$ or $d^2 < v^2$) or $a^2 \leq d^2$; see Fig. 4.4. It follows that we have two (or three) different pictures for the function $\varepsilon^2 \mapsto F(\varepsilon^2)$. In particular, for $a^2 > d^2$ and $d^2 < v^2$, \[ F(\varepsilon^2) = v^2 \min \left\{ \frac{\varepsilon^2}{d^2}, 1 \right\} + (u^2 - v^2) \max \left\{ 0, \frac{\varepsilon^2 - d^2}{a^2 - d^2} \right\}, \quad (4.82) \]

for $a^2 > d^2$ and $d^2 \geq v^2$, $F(\varepsilon^2) = \varepsilon^2$, and for $a^2 \leq d^2$, \[ F(\varepsilon^2) = u^2 \min \left\{ \frac{\varepsilon^2}{a^2}, 1 \right\}. \]

All the equations above are valid for $\varepsilon^2 \in [0, \sigma_1]$.

Appendix 4.E  Details of Fourier truncation example

Here we establish the claim that the bound (4.19) holds with equality. Recall that for the (generalized) Fourier truncation operator $T_{\psi_i^1}$, we have

\[ R_{T_{\psi_i^1}}(\varepsilon^2) = \sup \left\{ \sum_{k=1}^{\infty} \sigma_k \alpha_k^2 : \sum_{k=1}^{\infty} \alpha_k^2 \leq 1, \sum_{k=1}^{n} \sigma_k \alpha_k^2 \leq \varepsilon^2 \right\} \]
Figure 4.4: Top plots illustrate the set $S$ as defined in (4.81), in various cases. The bottom plots are the corresponding\(\varepsilon^2 \mapsto F(\varepsilon^2)\).

Let \(\alpha = (t\xi, s\gamma)\), where \(t, s \in \mathbb{R}\), \(\xi = (\xi_1, \ldots, \xi_n) \in \mathbb{R}^n\), \(\gamma = (\gamma_1, \gamma_2, \ldots) \in \ell_2\) and \(\|\xi\|_2 = 1 = \|\gamma\|_2\). Let \(u^2 = u^2(\xi) := \sum_{k=1}^n \sigma_k \xi_k^2\) and \(v^2 = v^2(\gamma) := \sum_{k>n} \sigma_k \gamma_k^2\).

Let us fix \(\xi\) and \(\gamma\) for now and try to optimize over \(t\) and \(s\). That is, we look at\n\[
G(\varepsilon^2; \xi, \gamma) := \sup \left\{ t^2 u^2 + s^2 v^2 : t^2 + s^2 \leq 1, t^2 u^2 \leq \varepsilon^2 \right\}.
\]

This is an instance of the 2-by-2 problem (4.80), with \(a^2 = u^2\) and \(d^2 = 0\). Note that our assumption that \(u^2 \geq v^2\) holds in this case, for all \(\xi\) and \(\gamma\), because \(\{\sigma_k\}\) is a nonincreasing sequence. Hence, we have, for \(\varepsilon^2 \leq \sigma_1\),\n\[
G(\varepsilon^2; \xi, \gamma) = v^2 + (u^2 - v^2) \frac{\varepsilon^2}{u^2} = v^2(\gamma) + \left(1 - \frac{v^2(\gamma)}{u^2(\xi)}\right) \varepsilon^2.
\]

Now we can maximize \(G(\varepsilon^2; \xi, \gamma)\) over \(\xi\) and then \(\gamma\). Note that \(G\) is increasing in \(u^2\). Thus, the maximum is achieved by selecting \(u^2\) to be \(\sup_{\|\xi\|_2=1} u^2(\xi) = \sigma_1\). Thus,\n\[
\sup_{\xi} G(\varepsilon^2; \xi, \gamma) = \left(1 - \frac{\varepsilon^2}{\sigma_1}\right) v^2(\gamma) + \varepsilon^2.
\]

For \(\varepsilon^2 < \sigma_1\), the above is increasing in \(v^2\). Hence the maximum is achieved by setting \(v^2\) to be \(\sup_{\|\gamma\|_2=1} v^2(\gamma) = \sigma_{n+1}\). Hence, for \(\varepsilon^2 \leq \sigma_1\),\n\[
R_{\psi_1}(\varepsilon^2) := \sup_{\xi, \gamma} G(\varepsilon^2; \xi, \gamma) = \left(1 - \frac{\sigma_{n+1}}{\sigma_1}\right) \varepsilon^2 + \sigma_{n+1}.
\]
Appendix 4.F  A quadratic inequality

In this appendix, we derive an inequality which will be used in the proof of Theorem 10. Consider a positive semidefinite matrix $M$ (possibly infinite-dimensional) partitioned as

$$M = \begin{pmatrix} A & C \\ C^T & D \end{pmatrix}.$$

Assume that there exists $\rho^2 \in (0, 1)$ and $\kappa > 0$ such that

$$\begin{pmatrix} A & C \\ C^T & (1 - \rho^2)D + \kappa^2 I \end{pmatrix} \succeq 0. \quad (4.84)$$

Let $(x, y)$ be a vector partitioned to match the block structure of $M$. Then we have the following.

**Lemma 28.** Under (4.84), for all $x$ and $y$,

$$x^T Ax + 2x^T Cy + y^T Dy \geq \rho^2 x^T Ax - \frac{\kappa^2}{1 - \rho^2} \|y\|^2_2. \quad (4.85)$$

**Proof.** By assumption (4.84), we have

$$\begin{pmatrix} \sqrt{1 - \rho^2} x^T \\ \frac{1}{\sqrt{1 - \rho^2}} y^T \end{pmatrix} \begin{pmatrix} A & C \\ C^T & (1 - \rho^2)D + \kappa^2 I \end{pmatrix} \begin{pmatrix} \sqrt{1 - \rho^2} x \\ \frac{1}{\sqrt{1 - \rho^2}} y \end{pmatrix} \succeq 0. \quad (4.86)$$

Writing (4.84) as a perturbation of the original matrix,

$$\begin{pmatrix} A & C \\ C^T & D \end{pmatrix} + \begin{pmatrix} 0 & 0 \\ 0 & -\rho^2 D + \kappa^2 I \end{pmatrix} \succeq 0, \quad (4.87)$$

we observe that a sufficient condition for (4.84) to hold is $\rho^2 D \preceq \kappa^2 I$. That is, it is sufficient to have

$$\rho^2 \lambda_{\text{max}}(D) \leq \kappa^2. \quad (4.88)$$

Rewriting (4.84) differently, as

$$\begin{pmatrix} (1 - \rho^2)A & 0 \\ 0 & (1 - \rho^2)D \end{pmatrix} + \begin{pmatrix} \rho^2 A & C \\ C^T & \kappa^2 I \end{pmatrix} \succeq 0, \quad (4.89)$$

we find another sufficient condition for (4.84), namely, $\rho^2 A - \kappa^{-2}CC^T \succeq 0$. In particular, it is also sufficient to have

$$\kappa^{-2} \lambda_{\text{max}}(CC^T) \leq \rho^2 \lambda_{\text{min}}(A). \quad (4.90)$$
Chapter 5

Sampled forms of functional PCA in reproducing kernel Hilbert spaces

As mentioned in §1.4, the aim of this chapter is to study effects of “sampling” on functional PCA (fPCA). We recall our functional-theoretic take on sampling, namely a continuous linear operator \( \Phi : \mathcal{H} \mapsto \mathbb{R}^m \) acting on some Hilbert subspace \( \mathcal{H} \) of \( L^2 \) which usually represents some smooth subclass of functions in \( L^2 \). We also recall the basic setup: there are functions \( x_i(t), t \in [0, 1] \) in \( \mathcal{H} \) for \( i = 1, \ldots, n \), generated i.i.d. from a probabilistic model (to be discussed below) which are acted upon by \( \Phi \). We observe the collection \( \{\Phi x_i\}^n_{i=1} \subset \mathbb{R}^m \) in noise. The index \( n \) is referred to as the number of statistical samples, and the index \( m \) as the number of functional samples.

Our model for the functions \( \{x_i\} \) will be an extension to function spaces of the spiked covariance model introduced by Johnstone and his collaborators [55, 58], and studied by various authors [58, 75, 3]. We consider such models with \( r \) components, each lying within the Hilbert ball \( \mathbb{B}_\mathcal{H}(\rho) \) of radius \( \rho \), with the goal of recovering the \( r \)-dimensional subspace spanned by the spiked components in this functional model. We analyze our \( M \)-estimators within a high-dimensional framework that allows both the number of statistical samples \( n \) and the number of functional samples \( m \) to diverge together. Our theoretical contribution is to provide non-asymptotic bounds on the estimation error as a function of the pair \((m, n)\). Although our rates also explicitly track the number of components \( r \) and the smoothness parameter \( \rho \), we do not make any effort to obtain optimal dependence on these parameters.

The general asymptotic properties of PCA in function spaces have been investigated by various authors (e.g., [33, 22, 49].) Accounting for smoothness of functions by introducing various roughness/smoothness penalties is a standard approach, used in the papers [82, 77, 86, 20] among others. The problem of principal component analysis for sampled functions, with a functional-theoretic take on sampling as ours, is discussed in [14], for the noiseless case. A more recent line of work is devoted to the case of functional PCA with noisy sampled functions [27, 105, 51]. Cardot [27] considers estimation via spline-based approximation, and derives MISE rates in terms of various parameters of the model. Hall et
al. [51] study estimation via local linear smoothing, and establish minimax-optimality in certain settings that involve a fixed number of functional samples. Both of these papers [27, 51] have studied trade-offs between the numbers of statistical and functional samples; we refer the reader to Hall et al. [51] for an illuminating discussion of connections between FDA and LDA approaches (i.e. having full versus sampled functions), which inspired much of the present work. We note that the regularization present in our $M$-estimator is closely related to classical roughness penalties [82, 86] in the special case of spline kernels, although the discussion there applies to fully-observed functions, as opposed to the sampled models considered here.

As mentioned above, our sampled model resembles very much that of spiked covariance model for high-dimensional principal component analysis which was studied in some detail in Chapter 3; in contrast, here the smoothness condition on functional components translates into an ellipsoid condition on the vector principal components. Perhaps an even more significant difference is that, here, the effective scaling of noise in $\mathbb{R}^m$ is substantially smaller in some cases (e.g., the case of time sampling). This could explain why the difficulty of “high-dimensional” setting is not observed in such cases as one lets $m, n \to \infty$. On the other hand, a difficulty particular to our sampled model is the lack of orthonormality between components (after sampling) which leads to identifiability issues; it also makes recovering individual components difficult.

Elements of the technique we use to analyze the $M$-estimator (such as establishing a perturbation inequality and uniformly controlling the terms involving noise, etc.) have become more or less standard in recent years. We refer the reader to [93] for some general discussions. These techniques lead to finite-sample bounds which hold with high probability. We also draw on the recent work, namely [70], on bounding Gaussian complexities of balls in a RKHS. Techniques from non-asymptotic random matrix theory, for example as discussed in [34] and §2.4.2, are employed in bounding norms of random matrices. We provide a slight extension, in Appendix 5.G, of one such result. Results on controlling suprema of linear product-of-Gaussians processes are also established (cf. Appendix 5.F).

The remainder of this chapter is organized as follows. Section 5.1 is devoted to background material on reproducing kernel Hilbert spaces, adjoints of operators, as well as the class of sampled functional models that we study in this chapter. More details can be found in Chapter 4.2. In Section 5.2, we describe $M$-estimators for sampled functional PCA, and discuss various implementation details. Section 5.3 is devoted to the statements of our main results, and discussion of their consequences for particular sampling models. In subsequent sections, we provide the proofs of our results, with some more technical aspects deferred to the appendices. Section 5.4 is devoted to bounds on the subspace-based error, whereas Section 5.5 is devoted to bounds on error in the function space. Section 5.6 provides matching lower bounds on the minimax error, showing that our analysis is sharp. We conclude with a discussion in Section 5.7.
CHAPTER 5. SAMPLED FUNCTIONAL PCA IN RKHS

5.1 Background and problem set-up

In this section, we begin by introducing background on reproducing kernel Hilbert spaces, as well as linear operators and their adjoints. We then introduce the functional and observation model that we study in this chapter, and conclude with discussion of some approximation-theoretic issues that play an important role in parts of our analysis.

5.1.1 Reproducing Kernel Hilbert Spaces

We begin with a quick overview of some standard properties of reproducing kernel Hilbert spaces; we refer the reader to the books [99, 47] and §2.5 for more details. A reproducing kernel Hilbert space (or RKHS for short) is a Hilbert space $H$ of functions $f : T \rightarrow \mathbb{R}$ that is equipped with an associated kernel $K : T \times T \rightarrow \mathbb{R}$. We assume the kernel to be continuous and $T \subset \mathbb{R}^d$ to be compact. For concreteness, we think of $T = [0, 1]$ throughout this chapter, but any compact set of $\mathbb{R}^d$ suffices. For each $t \in T$, the function $R_t := K(\cdot, t)$ belongs to the Hilbert space $H$, and it acts as the representer of evaluation, meaning that $\langle f, R_t \rangle_H = f(t)$ for all $f \in H$.

The kernel $K$ defines an integral operator $T_K$ on $L^2(T)$, mapping the function $f$ to the function $g(s) = \int_T K(s, t)f(t)dt$. By the spectral theorem in Hilbert spaces, this operator can be associated with a sequence of eigenfunctions $\psi_k, k = 1, 2, \ldots$ in $H$, orthogonal in $H$ and orthonormal in $L^2(T)$, and a sequence of non-negative eigenvalues $\mu_1 \geq \mu_2 \geq \ldots$. Most useful for this chapter is the fact that any function $f \in H$ has an expansion in terms of these eigenfunctions and eigenvalues, namely

$$f = \sum_{k=1}^{\infty} \sqrt{\mu_k} \alpha_k \psi_k$$

(5.1)

for some $(\alpha_k) \in \ell^2$. In terms of this expansion, we have the representations $\|f\|_H^2 = \sum_{k=1}^{\infty} \alpha_k^2$ and $\|f\|_{L^2}^2 = \sum_{k=1}^{\infty} \mu_k \alpha_k^2$. Many of our results involve the decay rate of these eigenvalues: in particular, for some parameter $\alpha > 1/2$, we say that the kernel operator has eigenvalues with polynomial-$\alpha$ decay if there is a constant $c > 0$ such that

$$\mu_k \leq \frac{c}{k^{2\alpha}}$$

for all $k = 1, 2, \ldots$. (5.2)

Let us consider an example to illustrate.

**Example 4** (Sobolev class with smoothness $\alpha = 1$). In the case $T = [0, 1]$ and $\alpha = 1$, we can consider the kernel function $K(s, t) = \min\{s, t\}$. As discussed in Appendix 5.A, this kernel generates the class of functions

$$H := \{ f \in L^2([0, 1]) \mid f(0) = 0, f \text{ absolutely continuous and } f' \in L^2([0, 1]) \}.$$
The class \(\mathcal{H}\) is an RKHS with inner product \(\langle f, g \rangle_{\mathcal{H}} = \int_0^1 f'(t)g'(t)dt\), and the ball \(B_{\mathcal{H}}(\rho)\) corresponds to a Sobolev space with smoothness \(\alpha = 1\). The eigen-decomposition of the kernel integral operator is

\[
\mu_k = \left(\frac{(2k - 1)\pi}{2}\right)^{-2}, \quad \psi_k(t) = \sqrt{2} \sin \left(\mu_k^{-1/2} t\right), \quad k = 1, 2, \ldots.
\]

Consequently, this class has polynomial decay with parameter \(\alpha = 1\).

We note that there are natural generalizations of this example to \(\alpha = 2, 3, \ldots\), corresponding to the Sobolev classes of \(\alpha\)-times differentiable functions (e.g., see the books [47, 13]).

In this chapter, the operation of generalized sampling is defined in terms of a bounded linear operator \(\Phi : \mathcal{H} \to \mathbb{R}^m\) on the Hilbert space. Its adjoint is a mapping \(\Phi^* : \mathbb{R}^m \to \mathcal{H}\), defined by the relation \(\langle \Phi f, a \rangle_{\mathbb{R}^m} = \langle f, \Phi^* a \rangle_{\mathcal{H}}\) for all \(f \in \mathcal{H}\) and \(a \in \mathbb{R}^m\). In order to compute a representation of the adjoint, we note that by the Riesz representation theorem, the \(j\)-th coordinate of this mapping—namely, \(f \mapsto [\Phi f]_j\)—can be represented as an inner product \(\langle \phi_j, f \rangle_{\mathcal{H}}\), for some element \(\phi_j \in \mathcal{H}\), and we can write

\[
\Phi f = \begin{bmatrix} \langle \phi_1, f \rangle_{\mathcal{H}} & \langle \phi_2, f \rangle_{\mathcal{H}} & \cdots & \langle \phi_m, f \rangle_{\mathcal{H}} \end{bmatrix}^T.
\]

Consequently, we have \(\langle \Phi(f), a \rangle_{\mathbb{R}^m} = \sum_{j=1}^m a_j \langle \phi_j, f \rangle_{\mathcal{H}} = \langle \sum_{j=1}^m a_j \phi_j, f \rangle_{\mathcal{H}}\), so that for any \(a \in \mathbb{R}^m\), the adjoint can be written as

\[
\Phi^* a = \sum_{j=1}^m a_j \phi_j.
\]

This adjoint operator plays an important role in our analysis.

### 5.1.2 Functional model and observations

Let \(s_1 \geq s_2 \geq s_3 \geq \cdots \geq s_r > 0\) be a fixed sequence of positive numbers, and let \(\{f_j^n\}_{j=1}^r\) be a fixed sequence of functions orthonormal in \(L^2[0, 1]\). Consider a collection of \(n\) i.i.d. random functions \(\{x_1, \ldots, x_n\}\), generated according to the model

\[
x_i(t) = \sum_{j=1}^r s_j \beta_{ij} f_j^n(t), \quad \text{for } i = 1, \ldots, n,
\]

where \(\{\beta_{ij}\}\) are i.i.d. \(N(0,1)\) across all pairs \((i, j)\). This model corresponds to a finite-rank instantiation of functional PCA, in which the goal is to estimate the span of the unknown eigenfunctions \(\{f_j^n\}_{j=1}^r\). Typically, these eigenfunctions are assumed to satisfy certain
smoothness conditions; in this chapter, we model such conditions by assuming that the eigenfunctions belong to a reproducing kernel Hilbert space $H$ embedded within $L^2[0,1]$; more specifically, they lie in some ball in $H$,

$$\|f_j^*\|_H \leq \rho, \quad j = 1, \ldots, r. \tag{5.7}$$

For statistical problems involving estimation of functions, the random functions might only be observed at certain times $(t_1, \ldots, t_m)$, such as in longitudinal data analysis, or we might collect only projections of each $x_i$ in certain directions, such as in tomographic reconstruction. More concretely, in a time-sampling model, we observe $m$-dimensional vectors of the form

$$y_i = \left[ x_i(t_1) \ x_i(t_2) \ \cdots \ x_i(t_m) \right]^T + \sigma_0 w_i, \quad \text{for } i = 1, 2, \ldots, n, \tag{5.8}$$

where $\{t_1, t_2, \ldots, t_m\}$ is a fixed collection of design points, and $w_i \in \mathbb{R}^m$ is a noise vector. Another observation model is the basis truncation model in which we observe the projections of $f$ onto the first $m$ basis functions $\{\psi_j\}_{j=1}^m$ of the kernel operator—namely,

$$y_i = \left[ \langle \psi_1, x_i \rangle_{L^2} \ \langle \psi_2, x_i \rangle_{L^2} \ \cdots \ \langle \psi_m, x_i \rangle_{L^2} \right]^T + \sigma_0 w_i, \quad \text{for } i = 1, 2, \ldots, n, \tag{5.9}$$

where $\langle \cdot, \cdot \rangle_{L^2}$ represents the inner product in $L^2[0,1]$.

In order to model these and other scenarios in a unified manner, we introduce a linear operator $\Phi_m$ that maps any function $x$ in the Hilbert space to a vector $\Phi_m(x)$ of $m$ samples, and then consider the linear observation model

$$y_i = \Phi_m(x_i) + \sigma_m w_i, \quad \text{for } i = 1, 2, \ldots, n. \tag{5.10}$$

This model (5.10) can be viewed as a functional analog of the spiked covariance models introduced by Johnstone [55, 58] as an analytically-convenient model for studying high-dimensional effects in classical PCA.

Both the time-sampling (5.8) and frequency truncation (5.9) models can be represented in this way, for appropriate choices of the operator $\Phi_m$. Recall the representation (5.4) of $\Phi_m$ in terms of the functions $\{\phi_j\}_{j=1}^m$.

- For the time sampling model (5.8), we set $\phi_j = K(\cdot, t_j)/\sqrt{m}$, so that by the reproducing property of the kernel, we have $\langle \phi_j, f \rangle_H = f(t_j)/\sqrt{m}$ for all $f \in H$, and $j = 1, 2, \ldots, m$. With these choices, the operator $\Phi_m$ maps each $f \in H$ to the $m$-vector of rescaled samples $\frac{1}{\sqrt{m}} \left[ f(t_1) \ \cdots \ f(t_m) \right]^T$. Defining the rescaled noise $\sigma_m = \frac{\sigma_0}{\sqrt{m}}$ yields an instantiation of the model (5.10) which is equivalent to time-sampling (5.8).

- For the basis truncation model (5.9), we set $\phi_j = \mu_j \psi_j$ so that the operator $\Phi$ maps each function $f \in H$ to the vector of basis coefficients $\left[ \langle \psi_1, f \rangle_{L^2} \ \cdots \ \langle \psi_m, f \rangle_{L^2} \right]^T$. Setting $\sigma_m = \sigma_0$ then yields another instantiation of the model (5.10), this one equivalent to basis truncation (5.9).
A remark on notation before proceeding: in the remainder of the chapter, we use \((\Phi, \sigma)\) as shorthand notation for \((\Phi_m, \sigma_m)\), since the index \(m\) should be implicitly understood throughout our analysis.

In this chapter, we provide and analyze estimators for the \(r\)-dimensional eigen-subspace spanned by \(\{f^*_j\}\), in both the sampled domain \(\mathbb{R}^m\), and in the functional domain. To be more specific, for \(j = 1, \ldots, r\), define the vectors \(z^*_j := \Phi f^*_j \in \mathbb{R}^m\), and the subspaces 
\[ Z^* := \text{span}\{z^*_1, \ldots, z^*_r\} \subset \mathbb{R}^m, \quad \text{and} \quad \hat{Z}^* := \text{span}\{f^*_1, \ldots, f^*_r\} \subset \mathcal{H}, \]
and let \(\hat{Z}\) and \(\hat{Z}^*\) denote the corresponding estimators. In order to measure the performance of the estimators, we will use projection-based distances between subspaces. In particular, let \(P_Z\) and \(\hat{P}_{Z^*}\) be orthogonal projection operators into \(Z^*\) and \(\hat{Z}^*\), respectively, considered as subspaces of \(\ell^m_2 := (\mathbb{R}^m, \|\cdot\|_2)\). Similarly, let \(P_{\hat{Z}}\) and \(\hat{P}_{\hat{Z}^*}\) be orthogonal projection operators into \(\hat{Z}^*\) and \(\hat{Z}\), respectively, considered as subspaces of \((\mathcal{H}, \|\cdot\|_{L^2})\). We are interested in bounding the deviations 
\[ d_{HS}(\hat{Z}, Z^*) := \|P_{\hat{Z}} - P_{Z^*}\|_{HS}, \quad \text{and} \quad d_{HS}(\hat{Z}^*, \hat{Z}) := \|P_{\hat{Z}^*} - P_{\hat{Z}}\|_{HS}, \]  
where \(\|\cdot\|_{HS}\) is the Hilbert-Schmidt norm of an operator (or matrix).

### 5.1.3 Approximation-theoretic quantities

One object that plays an important role in our analysis is the matrix \(K := \Phi \Phi^* \in \mathbb{R}^{m \times m}\). From the form of the adjoint, it can be seen that \([K]_{ij} = \langle \phi_i, \phi_j \rangle_{\mathcal{H}}\). For future reference, let us compute this matrix for the two special cases of linear operators considered thus far.

- For the time sampling model (5.8), we have \(\phi_j = K(\cdot, t_j)/\sqrt{m}\) for all \(j = 1, \ldots, m\), and hence \([K]_{ij} = \frac{1}{m} \langle K(\cdot, t_i), K(\cdot, t_j) \rangle_{\mathcal{H}} = \frac{1}{m} K(t_i, t_j)\), using the reproducing property of the kernel.

- For the basis truncation model (5.9), we have \(\phi_j = \mu_j \psi_j\), and hence \([K]_{ij} = \langle \mu_i \psi_i, \mu_j \psi_j \rangle_{\mathcal{H}} = \mu_i \delta_{ij}\). Thus, in this special case, we have \(K = \text{diag}(\mu_1, \ldots, \mu_m)\).

In general, the matrix \(K\) is a type of Gram matrix, and so is symmetric and positive semidefinite. We assume throughout this chapter that the functions \(\{\phi_j\}_{j=1}^m\) are linearly independent in \(\mathcal{H}\), which implies that \(K\) is strictly positive definite. Consequently, it has a set of eigenvalues which can be ordered as 
\[ \hat{\mu}_1 \geq \hat{\mu}_2 \geq \ldots \geq \hat{\mu}_m > 0. \]  
Under this condition, we may use \(K\) to define a norm on \(\mathbb{R}^m\) via \(\|z\|_K^2 := z^T K^{-1} z\). Moreover, we have the following interpolation lemma, which is proved Appendix 5.B.1:
Lemma 29. For any $f \in \mathcal{H}$, we have $\|\Phi f\|_K \leq \|f\|_H$, with equality if and only if $f \in \text{Ra}(\Phi^*)$. Moreover, for any $z \in \mathbb{R}^m$, the function $g = \Phi^* K^{-1} z$ has smallest Hilbert norm of all functions satisfying $\Phi g = z$, and is the unique function with this property.

This lemma is useful in constructing a function-based estimator, as will be clarified in Section 5.2.

In our analysis of the functional error $d_{HS}(\hat{F}, F^*)$, a number of approximation-theoretic quantities play an important role. As a mapping from an infinite-dimensional space $\mathcal{H}$ to $\mathbb{R}^m$, the operator $\Phi$ has a non-trivial nullspace. Given the observation model (5.10), we receive no information about any component of a function $f^*$ that lies within this nullspace. For this reason, we define the width of the nullspace in the $L^2$-norm, namely the quantity

$$N_m(\Phi) := \sup \{ \|f\|_2^2 \mid f \in \text{Ker}(\Phi), \|f\|_H \leq 1 \}.$$  \hfill (5.13)

In addition, the observation operator $\Phi$ induces a semi-norm on the space $\mathcal{H}$, defined by

$$\|f\|_\Phi^2 := \|\Phi f\|_2^2 = \sum_{j=1}^m [\Phi f]_j^2.$$  \hfill (5.14)

It is of interest to assess how well this semi-norm approximates the $L^2$-norm. Accordingly, we define the quantity

$$D_m(\Phi) := \sup_{f \in \text{Ra}(\Phi^*) \|f\|_H \leq 1} \left| \|f\|_2^2 - \|f\|_\Phi^2 \right|;$$  \hfill (5.15)

which measures the worst-case gap between these two (semi)-norms, uniformly over the Hilbert ball of radius one, restricted to the subspace of interest $\text{Ra}(\Phi^*)$. Given knowledge of the linear operator $\Phi$, the quantity $D_m(\Phi)$ can be computed in a relatively straightforward manner. In particular, recall the definition of the matrix $K$, and let us define a second matrix $\Theta \in \mathbb{S}_+^m$ with entries $\Theta_{ij} := \langle \varphi_i, \varphi_j \rangle_{L^2}$.

Lemma 30. We have the equivalence

$$D_m(\Phi) = \| K - K^{-1/2} \Theta K^{-1/2} \|_2,$$  \hfill (5.16)

where $\| \cdot \|_2$ denotes the $\ell_2$-operator norm.

See Appendix 5.B.2 for the proof of this claim.

5.2 $M$-estimator and implementation

With this background in place, we now turn to the description of our $M$-estimator, as well as practical details associated with its implementation.
5.2.1 M-estimator

We begin with some preliminaries on notation, and our representation of subspaces. For each $j = 1, \ldots, m$, define the vector $z^*_j := \Phi f^*_j$, corresponding to the image of the function $f^*_j$ under the observation operator. We let $\mathcal{Z}^*$ denote the $r$-dimensional subspace of $\mathbb{R}^m$ spanned by $\{z^*_1, \ldots, z^*_r\}$, where $z^*_j = \Phi f^*_j$. Our initial goal is to construct an estimate $\hat{\mathcal{Z}}$, itself an $r$-dimensional subspace, of the unknown subspace $\mathcal{Z}^*$.

We represent subspaces by elements of the Stiefel manifold $V_r(\mathbb{R}^m)$, which consists of of $m \times r$ matrices $Z$ with orthonormal columns $V_r(\mathbb{R}^m) := \{Z \in \mathbb{R}^{m \times r} | Z^TZ = I_r\}$.

A given matrix $Z$ acts as a representative of the subspace spanned by its columns, denoted by $\text{col}(Z)$. For any $U \in V_r(\mathbb{R}^r)$, the matrix $ZU$ also belongs to the Stiefel manifold, and since $\text{col}(Z) = \text{col}(ZU)$, we may call $ZU$ a version of $Z$. We let $P_Z = ZZ^T \in \mathbb{R}^{m \times m}$ be the orthogonal projection onto $\text{col}(Z)$. For two matrices $Z_1, Z_2 \in V_r(\mathbb{R}^m)$, we measure the distance between the associated subspaces via $d_{HS}(Z_1, Z_2) := \|P_{Z_1} - P_{Z_2}\|_{HS}$, where $\|\cdot\|_{HS}$ is the Hilbert-Schmidt (or Frobenius) matrix norm.

Subspace-based estimator

With this notation, we now specify an $M$-estimator for the subspace $\mathcal{Z}^* = \text{span}\{z^*_1, \ldots, z^*_r\}$. Let us begin with some intuition. Given the $n$ samples $\{y_1, \ldots, y_n\}$, let us define the $m \times m$ sample covariance matrix $\hat{\Sigma}_n := \frac{1}{n} \sum_{i=1}^n y_iy_i^T$. Given the observation model (5.10), a straightforward computation shows that

$$\mathbb{E}[\hat{\Sigma}_n] = \sum_{j=1}^r s_j^2 z_j^*(z_j^*)^T + \sigma^2_m I_m.$$  \hfill (5.17)

Thus, as $n$ becomes large, we expect that the top $r$ eigenvectors of $\hat{\Sigma}_n$ might give a good approximation to $\text{span}\{z^*_1, \ldots, z^*_r\}$. By the Courant-Fischer variational representation, these $r$ eigenvectors can be obtained by maximizing the objective function

$$\langle \hat{\Sigma}_n, P_Z \rangle := \text{tr}(\hat{\Sigma}_n ZZ^T)$$

over all matrices $Z \in V_r(\mathbb{R}^m)$.

However, this approach fails to take into account the smoothness constraints that the vectors $z^*_j = \Phi f^*_j$ inherit from the smoothness of the eigenfunctions $f^*_j$. Since $\|f^*_j\|_H \leq \rho$ by assumption, Lemma 29 implies that

$$\|z^*_j\|_K^2 = (z^*_j)^TK^{-1}z^*_j \leq \|f^*_j\|_H^2 \leq \rho^2$$  \hfill for all $j = 1, 2, \ldots, r$. 

Consequently, if we define the matrix \( Z^* := [z^*_1 \cdots z^*_r] \in \mathbb{R}^{m \times r} \), then it must satisfy the trace smoothness condition
\[
\langle\langle K^{-1}, Z^*(Z^*)^T \rangle\rangle = \sum_{j=1}^{r} (z^*_j)^T K^{-1} z^*_j \leq r \rho^2.
\] (5.18)

This calculation motivates the constraint \( \langle\langle K^{-1}, P Z \rangle\rangle \leq 2r \rho^2 \) in our estimation procedure.

Based on the preceding intuition, we are led to consider the optimization problem
\[
\hat{Z} \in \arg \max_{Z \in V_r(\mathbb{R}^m)} \left\{ \langle\langle \hat{\Sigma}_n, P Z \rangle\rangle \mid \langle\langle K^{-1}, P Z \rangle\rangle \leq 2r \rho^2 \right\},
\] (5.19)
where we recall that \( P_Z = ZZ^T \in \mathbb{R}^{m \times m} \). Given any optimal solution \( \hat{Z} \), we return the subspace \( \hat{\mathcal{F}} = \text{col}(\hat{Z}) \) as our estimate of \( \mathcal{F}^* \). As discussed at more length in Section 5.2.2, it is straightforward to compute \( \hat{Z} \) in polynomial time. The reader might wonder why we have included an additional factor of two in this trace smoothness condition. This slack is actually needed due to the potential infeasibility of the matrix \( Z^* \) for the program (5.19), which arises since the columns \( Z^* \) are not guaranteed to be orthonormal. As shown by our analysis, the additional slack allows us to find a matrix \( \tilde{Z}^* \in V_r(\mathbb{R}^m) \) that spans the same subspace as \( Z^* \), and is also feasible for the program (5.19). More formally, we have:

**Lemma 31.** Under condition (5.26b), there exists a matrix \( \tilde{Z}^* \in V_r(\mathbb{R}^m) \) such that
\[
\text{Ra}(\tilde{Z}^*) = \text{Ra}(Z^*), \quad \text{and} \quad \langle\langle K^{-1}, \tilde{Z}^*(\tilde{Z}^*)^T \rangle\rangle \leq 2r \rho^2.
\] (5.20)

See Appendix 5.B.3 for the proof of this claim.

**The functional estimate \( \hat{\mathcal{F}} \)**

Having obtained an estimate\(^1\) \( \hat{\mathcal{F}} = \text{span}\{\hat{z}_1, \ldots, \hat{z}_r\} \) of \( \mathcal{F}^* = \text{span}\{z^*_1, \ldots, z^*_r\} \), we now need to construct a \( r \)-dimensional subspace \( \hat{\mathcal{F}} \) of the Hilbert space as an estimate of \( \mathcal{F}^* = \text{span}\{f^*_1, \ldots, f^*_r\} \). We do so using the interpolation suggested by Lemma 29. For each \( j = 1, \ldots, r \), define the function
\[
\hat{f}_j := \Phi^* K^{-1} \hat{z}_j = \sum_{i=1}^{m} (K^{-1} \hat{z}_j)_i \phi_i.
\] (5.21)

Since \( K = \Phi \Phi^* \) by definition, this construction ensures that \( \Phi \hat{f}_j = \hat{z}_j \). Moreover, Lemma 29 guarantees that \( \hat{f}_j \) has the minimal Hilbert norm (and hence is smoothest in a certain

\(^1\)Here, \( \{\hat{z}_j\}_{j=1}^r \subset \mathbb{R}^m \) is any collection of vectors that span \( \hat{\mathcal{F}} \). As we are ultimately only interested in the resulting functional “subspace”, it does not matter which particular collection we choose.
sense) over all functions that have this property. Finally, since $\Phi$ is assumed to be surjective (equivalently, $K$ assumed invertible), $\Phi^* K^{-1}$ maps linearly independent vectors to linearly independent functions, and hence preserves dimension. Consequently, the space $\tilde{\mathcal{F}} := \text{span}\{\tilde{f}_1, \ldots, \tilde{f}_r\}$ is an $r$-dimensional subspace of $\mathcal{H}$ which we take as our estimate of $\mathcal{F}^*$.

5.2.2 Implementation details

In this section, we consider some practical aspects of implementing the $M$-estimator, and present some simulations to illustrate its qualitative properties. We begin by observing that once the subspace vectors $\{\tilde{z}_j\}_{j=1}^r$ have been computed, then it is straightforward to compute the function estimates $\{\hat{f}_j\}_{j=1}^r$, as weighted combinations of the functions $\{\phi_j\}_{j=1}^m$. Accordingly, we focus our attention on solving the program (5.19).

On the surface, the problem (5.19) might appear non-convex, due to the Stiefel manifold constraint. However, it can be reformulated as a semidefinite program (SDP), a well-known class of convex programs, as clarified in the following:

**Lemma 32.** The problem (5.19) is equivalent to solving the SDP

$$\hat{X} \in \arg \max_{X \succeq 0} \langle \tilde{\Sigma}_n, X \rangle \text{ such that } \|X\|_2 \leq 1, \text{tr}(X) = r, \text{ and } \langle K^{-1}, X \rangle \leq 2r\rho^2, \quad (5.22)$$

for which there always exists an optimal rank $r$ solution. Moreover, by Lagrangian duality, for some $\beta > 0$, the problem is equivalent to

$$\hat{X} \in \arg \max_{X \succeq 0} \langle \tilde{\Sigma}_n - \beta K^{-1}, X \rangle \text{ such that } \|X\|_2 \leq 1 \text{ and } \text{tr}(X) = r, \quad (5.23)$$

which can be solved by an eigendecomposition of $\tilde{\Sigma}_n - \beta K^{-1}$.

As a consequence, for a given Lagrange multiplier $\beta$, the regularized form of the estimator can be solved with the cost of solving an eigenvalue problem. For a given constraint $2r\rho^2$, the appropriate value of $\beta$ can be found by a path-tracing algorithm, or a simple dyadic splitting approach.

In order to illustrate the estimator, we consider the time sampling model (5.8), with uniformly spaced samples, in the context of a first-order Sobolev RKHS (with kernel function $K(s, t) = \min(s, t)$). The parameters of the model are taken to be $r = 4$, $(s_1, s_2, s_3, s_4) = (1, 0.5, 0.25, 0.125)$, $\sigma_0 = 1$, $m = 100$ and $n = 75$. The regularized form (5.23) of the estimator is applied and the results are shown in Fig. 5.1. The top row corresponds to the four “true” signals $\{f^*_j\}$, the leftmost being $f^*_1$ (i.e. having the highest signal-to-noise ratio.) and the rightmost $f^*_4$. The subsequent rows show the corresponding estimates $\{\hat{f}_j\}$, obtained using different values of $\beta$. The second, third and fourth rows correspond to $\beta = 0$, $\beta = 0.0052$ and $\beta = 0.83$. 

One observes that without regularization ($\beta = 0$), the estimates for two weakest signals ($f_3^*$ and $f_4^*$) are poor. The case $\beta = 0.0052$ is roughly the one which achieves the minimum for the dual problem. One observes that the quality of the estimates of the signals, and in particular the weakest ones, are considerably improved. The optimal (oracle) value of $\beta$, that is the one which achieves the minimum error between $\{f_j^*\}$ and $\{\hat{f}_j\}$, is $\beta = 0.0075$ in this problem. The corresponding estimates are qualitatively similar to those of $\beta = 0.0052$ and are not shown.

The case $\beta = 0.83$ shows the effect of over-regularization. It produces very smooth signals and although it fails to reveal $f_1^*$ and $f_2^*$, it reveals highly accurate versions of $f_3^*$ and $f_4^*$. It is also interesting to note that the smoothest signal, $f_4^*$, now occupies the position of the second (estimated) principal component. That is, the regularized PCA sees an effective signal-to-noise ratio which is influenced by smoothness. This suggests a rather practical
appeal of the method in revealing smooth signals embedded in noise. One can vary \( \beta \) from zero upward and if some patterns seem to be present for a wide range of \( \beta \) (and getting smoother as \( \beta \) is increased), one might suspect that they are indeed present in data but masked by noise.

### 5.3 Main results

We now turn to the statistical analysis of our estimators, in particular deriving high-probability upper bounds on the error of the subspace-based estimate \( \hat{Z} \), and the functional estimate \( \hat{F} \). In both cases, we begin by stating general theorems that applies to arbitrary linear operators \( \Phi \)—Theorems 11 and 12 respectively—and then derive a number of corollaries for particular instantiations of the observation operator.

#### 5.3.1 Subspace-based estimation rates (for \( \hat{Z} \))

We begin by stating high-probability upper bounds on the error \( d_{HS}(\hat{Z}, Z^*) \) of the subspace-based estimates. Our rates are stated in terms of a function that involves the eigenvalues of the matrix \( K = \Phi \Phi^* \in \mathbb{R}^m \), ordered as \( \hat{\mu}_1 \geq \hat{\mu}_2 \geq \cdots \geq \hat{\mu}_m > 0 \). Consider the function \( F : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) given by

\[
F(t) := \left[ \sum_{j=1}^{m} \min\{t^2, r \rho \hat{\mu}_j \} \right]^{1/2}. \tag{5.24}
\]

As will be clarified in our proofs, this function provides a measure of the statistical complexity of the function class \( \mathcal{R}_a(\Phi^*) = \{ f \in \mathcal{H} \mid f = \sum_{j=1}^{m} a_j \phi_j \text{ for some } a \in \mathbb{R}^m \} \).

We require a few regularity assumptions. Define the quantity

\[
C_m(f^*) := \max_{1 \leq i,j \leq r} \left| \langle f_i^*, f_j^* \rangle_{\Phi} - \delta_{ij} \right| = \max_{1 \leq i,j \leq r} \left| \langle z^*_i, z^*_j \rangle_{\mathbb{R}^m} - \delta_{ij} \right|, \tag{5.25}
\]

which measures the departure from orthonormality of the vectors \( z^*_j := \Phi f^*_j \) in \( \mathbb{R}^m \). A straightforward argument using a polarization identity shows that \( C_m(f^*) \) is upper bounded (up to a constant factor) by the uniform quantity \( D_m(\Phi) \), as defined in equation (5.15). Recall that the random functions are generated according to the model \( x_i = \sum_{j=1}^{r} s_j \beta_{ij} f_j^* \), where the signal strengths are ordered as \( 1 = s_1 \geq s_2 \geq \cdots \geq s_r > 0 \), and that \( \sigma_m \) denotes the noise standard deviation in the observation model (5.10).

In terms of these quantities, we require the following assumptions:
(A1) \( \frac{s_r^2}{s_1^2} \geq \frac{1}{2} \), and \( \sigma_0^2 := \sup_m \sigma_m^2 \leq \kappa s_1^2 \).  

(5.26a)

(A2) \( C_m(f^*) \leq \frac{1}{2r} \), and 

(5.26b)

(A3) \( \frac{\sigma_m}{\sqrt{\kappa n}} F(t) \leq \sqrt{\kappa t} \) for the same constant \( \kappa \) as in (A1). 

(5.26c)

(A4) \( r \leq \min \left\{ \frac{m}{2}, \frac{n}{4}, \kappa \frac{\sqrt{n}}{\sigma_m} \right\} \).

(5.26d)

Remarks: The first part of condition (A1) is to prevent the ratio \( s_r/s_1 \) from going to zero as the pair \((m,n)\) increases, where the constant \(1/2\) is chosen for convenience. Such a lower bound is necessary for consistent estimation of the eigen-subspace corresponding to \( \{s_1, \ldots, s_r\} \). The second part of condition (A1), involving the constant \( \kappa \), provides a lower bound on the signal-to-noise ratio \( s_r/\sigma_m \). Condition (A2) is required to prevent degeneracy among the vectors \( z_j^* = \Phi f_j^* \) obtained by mapping the unknown eigenfunctions to the observation space \( \mathbb{R}^m \). (In the ideal setting, we would have \( C_m(f^*) = 0 \), but our analysis shows that the upper bound in (A2) is sufficient.) Condition (A3) is required so that the critical tolerance \( \epsilon_{m,n} \) specified below is well-defined; as will be clarified, it is always satisfied for the time-sampling model, and holds for the basis truncation model whenever \( n \geq m \). Condition (A4) is easily satisfied, since the RHS of (5.26d) goes to \( \infty \) while we usually take \( r \) to be fixed. Our results, however, hold if \( r \) grows slowly with \( m \) and \( n \) subject to (5.26d).

Theorem 11. Under conditions (A1)—(A3) for a sufficiently small constant \( \kappa \), let \( \epsilon_{m,n} \) be the smallest positive number satisfying the inequality

\[
\frac{\sigma_m}{\sqrt{n}} r^{3/2} F(\epsilon) \leq \kappa \epsilon^2.
\]

Then there are universal positive constants \((c_0, c_1, c_2)\) such that

\[
P\left[d_{HS}(\hat{3}, 3^*) \leq c_0 \epsilon_{m,n}^2 \right] \geq 1 - \varphi(n, \epsilon_{m,n}),
\]

where \( \varphi(n, \epsilon_{m,n}) := c_1 \left\{ r^2 \exp \left( -c_2 r^{-3} \frac{n}{\sigma_m} (\epsilon_{m,n} \wedge \epsilon_{m,n}^2) \right) + r \exp \left( -\frac{n}{64} \right) \right\} \).

Theorem 11 is a general result, applying to an arbitrary bounded linear operator \( \Phi \). However, we can obtain a number of concrete results by making specific choices of this sampling operator, as we explore in the following sections.

Consequences for time-sampling

Let us begin with the time-sampling model (5.8), in which we observe the sampled functions

\[ y_i = [x_i(t_1) \ x_i(t_2) \ \ldots \ x_i(t_m)]^T + \sigma_0 w_i, \quad \text{for } i = 1, 2, \ldots, m. \]
As noted earlier, this set-up can be modeled in our general setting (5.10) with $\phi_j = \mathcal{K}(\cdot, t_j)/\sqrt{m}$ and $\sigma_m = \sigma_0/\sqrt{m}$.

In this case, by the reproducing property of the RKHS, the matrix $K = \Phi\Phi^\ast$ has entries of the form $K_{ij} = \langle \phi_i, \phi_j \rangle_{\mathcal{H}} = \frac{\mathcal{K}(t_i, t_j)}{m}$. Letting $\hat{\mu}_1 \geq \hat{\mu}_2 \geq \ldots \geq \hat{\mu}_m > 0$ denote its ordered eigenvalues, we say that the kernel matrix $K$ has polynomial-decay with parameter $\alpha > 1/2$ if there is a constant $c$ such that $\hat{\mu}_j \leq c j^{-2\alpha}$ for all $j = 1, 2, \ldots, m$. Since the kernel matrix $K$ represents a discretized approximation of the kernel integral operator defined by $\mathcal{K}$, this type of polynomial decay is to be expected whenever the kernel operator has polynomial-$\alpha$ decaying eigenvalues. For example, the usual spline kernels that define Sobolev spaces have this type of polynomial decay [47]. In Appendix 5.A, we verify this property explicitly for the kernel $K(s, t) = \min\{s, t\}$ that defines the Sobolev class with smoothness $\alpha = 1$.

For any such kernel, we have the following consequence of Theorem 11:

**Corollary 5** (Achievable rates for time-sampling). Consider the case of a time-sampling operator $\Phi$. In addition to conditions (A1) and (A2), suppose that the kernel matrix $K$ has polynomial-decay with parameter $\alpha > 1/2$. Then we have

$$P\left[ d_{HS}^2(\hat{3}, 3^\ast) \leq c_0 \min \left\{ \left( \frac{\kappa_{r, \rho} \sigma_0^2}{mn} \right)^{\frac{2n}{2n+1}}, r^3 \frac{\sigma_0^2}{n} \right\} \right] \geq 1 - \varphi(n, m), \quad (5.29)$$

where $\kappa_{r, \rho} := r^{3+\frac{1}{2\alpha}} \rho^{\frac{1}{\alpha}}$, and $\varphi(n, m) := c_1 \left\{ \exp \left( - c_2 \left\{ \left( r^{-2} \rho^2 mn \right)^{\frac{1}{2n+1}} \wedge m \right\} \right) + \exp(-n/64) \right\}$. \[Remarks:\] (a) Disregarding constant pre-factors not depending on the pair $(m, n)$, Corollary 5 guarantees that solving the program (5.19) returns a subspace estimate $\hat{3}$ such that

$$d_{HS}^2(\hat{3}, 3^\ast) \preceq \min \left\{ (mn)^{-\frac{2n}{2n+1}}, n^{-1} \right\} \quad \text{with high probability as } (m, n) \text{ increase.}$$

Depending on the scaling of the number of time samples $m$ relative to the number of functional samples $n$, either term in this upper bound can be the smallest (and hence active) one. For instance, it can be verified that whenever $m \geq n^{\frac{2n}{2n+1}}$, then the first term is smallest, so that we achieve the rate $d_{HS}^2(\hat{3}, 3^\ast) \preceq (mn)^{-\frac{2n}{2n+1}}$. The appearance of the term $(mn)^{-\frac{2n}{2n+1}}$ is quite natural, as it corresponds to the minimax rate of a non-parametric regression problem with smoothness $\alpha$, based on $m$ samples each of variance $n^{-1}$. Later, in Section 5.3.3, we provide results guaranteeing that this scaling is minimax optimal under reasonable conditions on the choice of sample points (in particular, see Theorem 13(a)).

(b) To be clear, although the bound (5.29) allows for the possibility that the error is of order lower than $n^{-1}$, we note that the probability with which the guarantee holds includes a term of the order $\exp(-n/64)$. Consequently, in terms of expected error, we cannot guarantee a rate faster than $n^{-1}$. 


Proof. We need to bound the critical value $\epsilon_{m,n}$ defined in the theorem statement (5.27). Define the function $\mathcal{G}(t) := \sum_{j=1}^{m} \min\{\hat{\mu}_j, t^2\}$, and note that $\mathcal{F}(t) = \sqrt{r \rho} \mathcal{G}(\frac{t}{\sqrt{r \rho}})$ by construction. Under the assumption of polynomial-$\alpha$ eigendecay, we have

$$\mathcal{G}(t) \leq \int_0^\infty \min\{cx^{-2\alpha}, t^2\} \, dx,$$

and some algebra then shows that $\mathcal{G}(t) \lesssim t^{1-1/(2\alpha)}$. Disregarding constant factors, an upper bound on the critical $\epsilon_{m,n}$ can be obtained by solving the equation

$$\epsilon^2 = \frac{\sigma_m}{\sqrt{n}} r^{3/2} \sqrt{r \rho} \left(\frac{\epsilon}{\sqrt{r \rho}}\right)^{1-1/(2\alpha)}.$$

Doing so yields the upper bound $\epsilon^2 \lesssim \left[\frac{\sigma_m^2 r^3 (\sqrt{r \rho})^\frac{1}{2}}{n}\right]^{2\alpha/(2\alpha - 1)}$. Otherwise, we also have the trivial upper bound $\mathcal{F}(t) \leq \sqrt{m} t$, which yields the alternative upper bound $\epsilon_{m,n} \lesssim \left(\frac{m \sigma_m^2 r^3}{n}\right)^{1/2}$. Recalling that $\sigma_m = \sigma_0 / \sqrt{m}$ and combining the pieces yields the claim. Notice that this last (trivial) bound on $\mathcal{F}(t)$ implies that condition (A3) is always satisfied for the time-sampling model.

Consequences for basis truncation

We now turn to some consequences for the basis truncation model (5.9).

**Corollary 6** (Achievable rates for basis truncation). Consider a basis truncation operator $\Phi$ in a Hilbert space with polynomial-$\alpha$ decay. Under conditions (A1), (A2) and $m \leq n$, we have

$$\mathbb{P}[\|\hat{\mathcal{F}} - \mathcal{F}\|^2_{\text{HS}}(\hat{\mathcal{F}}, \mathcal{F}^*) \leq \sigma_0 \left(\frac{\kappa_{r,\rho} \sigma_0^2}{n}\right)^{\frac{2\alpha}{2\alpha + 1}}] \geq 1 - \varphi(n,m),$$

where $\kappa_{r,\rho} := r^{3+\frac{1}{2\alpha}} \rho^{\frac{1}{2\alpha}}$, and $\varphi(n,m) := c_1 \{ \exp(- c_2 (r^{-2} \rho^2 n)^{\frac{1}{2\alpha + 1}}) + \exp(-n/64) \}$.

Proof. We note that as long as $m \leq n$, condition (A3) is satisfied, since $\frac{m}{\sqrt{n}} \mathcal{F}(t) \leq \sigma_0 \sqrt{\frac{m}{n}} t \leq \sigma_0 t$. The rest of the proof follows that of Corollary 5, noting that in the last step we have $\sigma_m = \sigma_0$ for the basis truncation model.

5.3.2 Function-based estimation rates (for $\hat{\mathcal{F}}$)

As mentioned earlier, given the consistency of $\hat{\mathcal{F}}$, the consistency of $\hat{\mathcal{F}}$ is closely related to approximation properties of the semi-norm $\| \cdot \|_{\Phi}$ induced by $\Phi$, and in particular how closely it approximates the $L^2$-norm. These approximation-theoretic properties are captured in part by the nullspace width $N_m(\Phi)$ and defect $D_m(\Phi)$ defined earlier in equations (5.13).
and (5.15) respectively. In addition to these previously defined quantities, we require bounds on the following global quantity

\[ R_\Phi(\epsilon; \nu) := \sup \{ \| f \|_{L^2}^2 \mid \| f \|_H^2 \leq \nu^2, \| f \|_\Phi^2 \leq \epsilon^2 \}. \]  

(5.31)

A general upper bound on this quantity is of the form

\[ R_\Phi(\epsilon; \nu) \leq c_1 \epsilon^2 + \nu^2 S_m(\Phi). \]  

(5.32)

In fact, it is not hard to show that such a bound exists with \( c_1 = 2 \) and \( S_m(\Phi) = 2(D_m(\Phi) + N_m(\Phi)) \) using the decomposition \( \mathcal{H} = \text{Ra}(\Phi^*) \oplus \text{Ker}(\Phi) \). However, this bound is not sharp. One can show that in most cases of interest, \( S_m(\Phi) \) is of the order of \( N_m(\Phi) \). There are different assumptions which can lead to such a scaling of the remainder term \( S_m(\Phi) \). We refer to Chapter 4 for a general approach. Here, we give a simple condition, which will be verified for the first-order Sobolev RKHS, namely,

\[ (D1) \quad \Theta \leq c_0 K^2 \]

for a positive constant \( c_0 \).

**Lemma 33.** Under (D1), the bound (5.32) holds with \( c_1 = 2c_0 \) and \( S_m(\Phi) = 2N_m(\Phi) \).

This Lemma is proved in Appendix 5.B.4.

**Theorem 12.** Suppose that condition (A1) holds, \( D_m(\Phi) \leq \frac{1}{4\rho r^2} \leq 1 \) and \( N_m(\Phi) \leq 1 \). Then there is a constant \( \kappa'_{r,\rho} \) such that

\[ d_{HS}(\hat{\Phi}, \Phi^*) \leq \kappa'_{r,\rho} \{ \epsilon_{m,n}^2 + S_m(\Phi) + [D_m(\Phi)]^2 \} \]  

(5.33)

with the same probability as in Theorem 11.

As with Theorem 11, this is a generally applicable result, stated in abstract form. By specializing it to different sampling models, we can obtain concrete rates, as illustrated in the following sections.

For future reference, let us introduce another condition regulating the approximation property of \( \| \cdot \|_\Phi \) relative to \( \| \cdot \|_{L^2} \). Consider the matrix \( \Psi \in \mathbb{R}^{m \times m} \) with entries \( \Psi_{ij} := \langle \psi_i, \psi_j \rangle_\Phi \). Since the eigenfunctions are orthogonal in \( L^2 \), the deviation of \( \Psi \) from the identity measures how well the inner product defined by \( \Phi \) approximates the \( L^2 \)-inner product over the first \( m \) eigenfunctions of the kernel operator. In particular, we require an upper bound of the form

\[ (D2) \quad \lambda_{\text{max}}(\Psi) \leq c_1, \]

for some universal constant \( c_1 > 0 \). Condition (D2) will be used when deriving minimax lower bounds.
Consequences for time-sampling

We begin by returning to the case of the time sampling model (5.8), where \( \phi_j = K(\cdot, t_j)/\sqrt{m} \). In this case, condition (D1) needs to be verified by some calculations. For instance, as shown in Appendix 5.A, in the case of the Sobolev kernel with smoothness \( \alpha = 1 \) (namely, \( K(s, t) = \min\{s, t\} \)), we are guaranteed that (D1) holds with \( c_0 = 1 \), whenever the samples \( \{t_j\} \) are chosen uniformly over \([0,1]\); hence, by Lemma 33, \( S_m(\Phi) = 2N_m(\Phi) \). Moreover, in the case of uniform sampling, we expect that the nullspace width \( N_m(\Phi) \) is upper bounded by \( \mu_m + 1 \), so will be proportional to \( m^{-2\alpha} \) in the case of a kernel operator with polynomial-\( \alpha \)-decay. This is verified in Chapter 4 (up to a logarithmic factor) for the case of the first-order Sobolev kernel. In Appendix 5.A, we also show that, for this kernel, \( D_m(\Phi)^2 \) is of the order \( m^{-2\alpha} \), that is, of the same order as \( N_m(\Phi) \).

**Corollary 7.** Consider the basis truncation model (5.9) with uniformly spaced samples, and assume condition (D1) holds and that \( N_m(\Phi) + [D_m(\Phi)]^2 \lesssim m^{-2\alpha} \). Then the \( M \)-estimator returns a subspace estimate \( \hat{\mathcal{F}} \) such that

\[
\frac{d_{HS}^2(\hat{\mathcal{F}}, \mathcal{F}^*)}{\min\{\frac{\sigma_0^2}{nm}, \frac{\sigma_0^2}{n} + \frac{1}{m^{2\alpha}}\}} \leq \kappa_{r,\rho}' \leq \frac{1}{m^{2\alpha}}
\] (5.34)

with the same probability as in Corollary 5.

In this case, there is an interesting trade-off between the bias or approximation error terms which is of order \( m^{-2\alpha} \) and the estimation error. An interesting transition occurs at the point when \( m \gtrsim n^{\frac{1}{2\alpha}} \), at which:

- the bias term \( m^{-2\alpha} \) becomes of the order \( n^{-1} \), so that it is no longer dominant, and
- for the two terms in the estimation error, we have the ordering

\[
(mn)^{-\frac{2\alpha}{2\alpha+1}} \leq (n^{1+\frac{1}{2\alpha}})^{-\frac{2\alpha}{2\alpha+1}} = n^{-1}.
\]

Consequently, we conclude that the scaling \( m = n^{\frac{1}{2\alpha}} \) is the minimal number of samples such that we achieve an overall bound of the order \( n^{-1} \) in the time-sampling model. In Section 5.3.3, we will see that these rates are minimax-optimal.

Consequences for basis truncation

For the basis truncation operator \( \Phi \), we have \( \Theta = K^2 = \text{diag}(\mu_1^2, \ldots, \mu_m^2) \) so that condition (D1) is satisfied trivially with \( c_0 = 1 \). Moreover, Lemma 30 implies \( D_m(\Phi) = 0 \). In addition, a function \( f = \sum_{j=1}^{\infty} \sqrt{\mu_j} a_j \psi_j \) satisfies \( \Phi f = 0 \) if and only if \( a_1 = a_2 = \cdots = a_m = 0 \), so that

\[ N_m(\Phi) = \sup \{ ||f||_{L^2} \mid ||f||_{H^1} \leq 1, \Phi f = 0 \} = \mu_{m+1}. \]

Consequently, we obtain the following corollary of Theorem 12:
Corollary 8. Consider the basis truncation model (5.9) with a kernel operator that has polynomial-\(\alpha\) decaying eigenvalues. Then the \(M\)-estimator returns a function subspace estimate \(\widehat{F}\) such that
\[
\| \widehat{F} - F^* \|_{\Phi}^2 \leq \kappa'_{r,\rho} \left\{ \left( \sigma_0^2 \frac{n}{m} \right)^{\frac{2\alpha}{2\alpha+1}} + \frac{1}{m^{2\alpha}} \right\}
\]
with the same probability as in Corollary 6.

By comparison to Corollary 7, we see that the trade-offs between \((m,n)\) are very different for basis truncation. In particular, there is no interaction between the number of functional samples \(m\) and the number of statistical samples \(n\). Increasing \(m\) only reduces the approximation error, whereas increasing \(n\) only reduces the estimation error. Moreover, in contrast to the time sampling model of Corollary 7, it is impossible to achieve the fast rate \(n^{-1}\), regardless of how we choose the pair \((m,n)\). In Section 5.3.3, we will also see that the rates given in Corollary 8 are minimax optimal.

5.3.3 Lower bounds

We now turn to lower bounds on the minimax risk, demonstrating the sharpness of our achievable results in terms of their scaling with \((m,n)\). In order to do so, it suffices to consider the simple model with a single functional component \(f^* \in \mathcal{B}_H(1)\), so that we observe \(y_i = \beta_i \Phi_m(f^*) + \sigma_m w_i\) for \(i = 1, 2, \ldots, n\), where \(\beta_i \sim N(0,1)\) are i.i.d. standard normal variates. The minimax risk in the \(\Phi\)-semi-norm is given by
\[
\mathcal{M}_{m,n}^H(\delta; \| \cdot \|_{\Phi}) := \inf_{\tilde{f}} \sup_{f^* \in \mathcal{B}_H(1)} \mathbb{P}_{f^*} [\| \tilde{f} - f^* \|_{\Phi}^2 \geq \delta^2].
\]
where the function \(f^*\) ranges over the unit ball \(\mathcal{B}_H(1) = \{ f \in \mathcal{H} \mid \| f \|_H \leq 1 \}\) of some Hilbert space, and \(\tilde{f}\) ranges over measurable functions of the data matrix \((y_1, y_2, \ldots, y_n) \in \mathbb{R}^{m \times n}\).

Theorem 13 (Lower bounds for \(\| \tilde{f} - f^* \|_{\Phi}^2\)). Suppose that the kernel matrix \(K\) has eigenvalues with polynomial-\(\alpha\) decay and \((A1)\) holds.

(a) For the time-sampling model,
\[
\mathcal{M}_{m,n}^H(C \min \left\{ \left( \sigma_0^2 \frac{n}{mn} \right)^{\frac{2\alpha}{2\alpha+1}}, \sigma_0^2 \frac{n}{n} \right\}; \| \cdot \|_{\Phi}) \geq \frac{1}{2}.
\]

(b) For the frequency-truncation model, with \(m \geq (c_0 n)^{\frac{1}{2\alpha+1}}:\)
\[
\mathcal{M}_{m,n}^H(C \left( \sigma_0^2 \frac{n}{n} \right)^{\frac{2\alpha}{2\alpha+1}}; \| \cdot \|_{\Phi}) \geq \frac{1}{2}.
\]
Note that part (a) of Theorem 13 shows that the rates obtained in Corollary 7 for the case of time-sampling are minimax optimal. Similarly, comparing part (b) of the theorem to Corollary 8, we conclude that the rates obtained for frequency truncation model are minimax optimal for \( n \in [m, c_1 m^{2\alpha + 1}] \). The case of \( n > c_1 m^{2\alpha + 1} \) is not of practical interest as will become clear shortly as a consequence of the next theorem.

We now turn to lower bounds on the minimax risk in the \( \| \cdot \|_{L^2} \) norm—namely

\[
M_{m,n}^H (\delta^2; \| \cdot \|_{L^2}) := \inf_{\tilde{f}} \sup_{f^*} \mathbb{P}_{f^*}[\| \tilde{f} - f^* \|_{L^2}^2 \geq \delta^2]. \tag{5.39}
\]

**Theorem 14** (Lower bounds for \( \| \tilde{f} - f^* \|_{L^2}^2 \)). Suppose that condition (D2) holds, and the operator associated with kernel function \( \mathbf{K} \) of the reproducing kernel Hilbert space \( \mathcal{H} \) has eigenvalues with polynomial-\( \alpha \)-decay.

(a) For the time-sampling model, the minimax error is lower bounded as

\[
M_{m,n}^H \left( C \left\{ \min \left\{ \left( \frac{\sigma_0^2}{mn} \right)^{\frac{2\alpha}{2\alpha + 1}}, \frac{\sigma_0^2}{n} \right\} + \left( \frac{1}{m} \right)^{2\alpha} \right\}; \| \cdot \|_{L^2} \right) \geq \frac{1}{2}. \tag{5.40}
\]

(b) For the frequency-truncation model, the minimax error is lower bounded as

\[
M_{m,n}^H \left( C \left\{ \left( \frac{\sigma_0^2}{n} \right)^{\frac{2\alpha}{2\alpha + 1}} + \left( \frac{1}{m} \right)^{2\alpha} \right\}; \| \cdot \|_{L^2} \right) \geq \frac{1}{2}. \tag{5.41}
\]

Verifying condition (D2) requires, in general, some calculations in the case of time-sampling model. It is verified for uniform time-sampling for the first-order Sobolev RKHS in Appendix 5.A. For the frequency-truncation, (D2) always holds trivially since \( \Psi = I_m \).

By this theorem, the \( L^2 \) convergence rates of Corollary 7 and 8 are minimax optimal. Also note that due to the presence of the approximation term \( m^{-2\alpha} \) in (5.41), the \( \Phi \)-norm term \( n^{\frac{2\alpha}{2\alpha + 1}} \) is only dominant when \( m \geq c_2 n^{\frac{1}{2\alpha + 1}} \) implying that this is the interesting regime for Theorem 13(b).

### 5.4 Proof of subspace-based rates

We now turn to the proofs of the results involving the error \( d_{HS}(\hat{3}, 3^*) \) between the estimated \( \hat{3} \) and true subspace \( 3^* \). We begin by proving Theorem 11, and then turn to its corollaries.

#### 5.4.1 Preliminaries

We begin with some preliminaries before proceeding to the heart of the proof. Let us first introduce some convenient notation. Consider the \( n \times m \) matrices

\[
Y := \begin{bmatrix} y_1 & y_2 & \cdots & y_n \end{bmatrix}^T, \quad \text{and} \quad W := \begin{bmatrix} w_1 & w_2 & \cdots & w_n \end{bmatrix}^T,
\]
corresponding to the observation matrix $Y$ and noise matrix $W$ respectively. In addition, we define the matrices $B := (\beta_{ij}) \in \mathbb{R}^{nxr}$ and $S := \text{diag}(s_1, \ldots, s_r) \in \mathbb{R}^{rxr}$. Recalling that $Z^* := (z_1^*, \ldots, z_r^*) \in \mathbb{R}^{mxr}$, the observation model (5.10) can be written in the matrix form $Y = B(Z^*S)^T + \sigma_m W$. Moreover, let us define the matrices $\mathcal{B} := \frac{B^TB}{n} \in \mathbb{R}^{rxr}$ and $\mathcal{W} := \frac{W^TW}{n} \in \mathbb{R}^{mxr}$. Using this notation, some algebra shows that the associated sample covariance $\hat{\Sigma}_n := \frac{1}{n}Y^TY$ can be written in the form

$$\hat{\Sigma}_n = Z^*S\mathcal{B}(Z^*)^T + \Delta_1 + \Delta_2,$$

(5.42)

where $\Delta_1 := \sigma_m[\mathcal{W}S(Z^*)^T + Z^*S\mathcal{W}]$ and $\Delta_2 := \sigma_m^2 \frac{W^TW}{n}$.

Lemma 31, proved in Appendix 5.B.3 shows the existence of a matrix $\tilde{Z}^* \in V_r(\mathbb{R}^m)$ such that $\text{Ra}(\tilde{Z}^*) = \text{Ra}(Z^*)$. As discussed earlier, due to the nature of the Steifel manifold, there are many versions of this matrix $\tilde{Z}^*$, and also of any optimal solution matrix $\hat{Z}$, obtained via right multiplication with an orthogonal matrix. For the subsequent arguments, we need to work with a particular version of $\tilde{Z}^*$ (and $\hat{Z}$) that we describe here.

Now let us fix some convenient versions of $\tilde{Z}^*$ and $\hat{Z}$. As a consequence of CS decomposition, as long as $r \leq m/2$, there exist orthogonal matrices $U, V \in \mathbb{R}^{rxr}$ and an orthogonal matrix $Q \in \mathbb{R}^{mxm}$, such that

$$Q^T\tilde{Z}^*U = \begin{pmatrix} I_r \\ 0 \end{pmatrix}, \quad \text{and} \quad Q^T\hat{Z}V = \begin{pmatrix} \hat{C} \\ \hat{S} \end{pmatrix},$$

(5.43)

where $\hat{C} = \text{diag}(\hat{c}_1, \ldots, \hat{c}_r)$ and $\hat{S} = \text{diag}(\hat{s}_1, \ldots, \hat{s}_r)$ such that $1 \geq \hat{s}_1 \geq \cdots \geq \hat{s}_r \geq 0$ and $\hat{C}^2 + \hat{S}^2 = I_r$. (See Bhatia [15], Theorem VII.1.8, for details on this decomposition.) In the analysis to follow, we work with $\tilde{Z}^*U$ and $\hat{Z}V$ instead of $\tilde{Z}^*$ and $\hat{Z}$. To avoid extra notation, from now on, we will use $\tilde{Z}^*$ and $\hat{Z}$ for these new versions, which we refer to as properly aligned. With this choice, we may assume $U = V = I_r$ in the CS decomposition (5.43).

The following lemma isolates some useful properties of properly aligned subspaces:

**Lemma 34.** Let $\tilde{Z}^*$ and $\hat{Z}$ be properly aligned, and define the matrices

$$\tilde{P} := P_{\tilde{Z}} - P_{\tilde{Z}^*} = \tilde{Z}Z^* - \tilde{Z}^*(\tilde{Z}^*)^T, \quad \text{and} \quad \hat{E} := \hat{Z} - \tilde{Z}^*.$$

(5.44)

In terms of the CS decomposition (5.43), we have

$$\|\hat{E}\|_{HS} \leq \|\hat{P}\|_{HS},$$

(5.45a)

$$(\tilde{Z}^*)^T(P_{\tilde{Z}^*} - P_{\tilde{Z}})\tilde{Z}^* = \hat{S}^2,$$

(5.45b)

define $d_r^2(\tilde{Z}, \tilde{Z}^*) = \|P_{\tilde{Z}^*} - P_{\tilde{Z}}\|_{HS}^2 = 2\|\hat{S}^2\|_{HS}^2 + 2\|\hat{C}\hat{S}\|_{HS}^2 = 2 \sum_k \hat{s}_k^2(\hat{s}_k + \hat{c}_k^2) = 2 \text{tr}(\hat{S}^2).$
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Proof. From the CS decomposition (5.43), we have \( \tilde{Z}^*(\tilde{Z}^*)^T - \tilde{Z}(\tilde{Z})^T = Q\left(\begin{smallmatrix} \hat{S}^2 & -\hat{C}S & 0 \\ -\hat{C}S & \hat{S}^2 & 0 \\ 0 & 0 & 0 \end{smallmatrix}\right)Q^T \), from which relations (5.45b) and (5.45c) follow. From the decomposition (5.43) and the proper alignment condition \( U = V = I_r \), we have \( \|\hat{E}\|^2_{HS} = \|Q^T(\tilde{Z} - \tilde{Z}^*)\|^2_{HS} = \|I_r - \hat{C}\|^2_{HS} + \|\hat{S}\|^2_{HS} \)

\[
= 2 \sum_{i=1}^r (1 - \hat{c}_i) \leq 2 \sum_{i=1}^r \hat{c}_i^2 = 2 \sum_{i=1}^r \hat{s}_i^2 = \|\hat{P}\|^2_{HS} \tag{5.46}
\]

where we have used the relations \( \hat{C}^2 + \hat{S}^2 = I_r \), \( \hat{c}_i \in [0, 1] \), and \( 2 \tr(\hat{S}^2) = \|P_{Z^*} - P_{Z}\|^2_{HS} \).

5.4.2 Proof of Theorem 11

Using the notation introduced in Lemma 34, our goal is to bound the Frobenius norm \( \|\hat{P}\|_{HS} \). Without loss of generality we will assume \( s_1 = 1 \) throughout. Recalling the definition (5.42) of the random matrix \( \Delta \), the following inequality plays a central role in the proof:

**Lemma 35.** Under condition (A1) and \( s_1 = 1 \), we have \( \|\hat{P}\|^2_{HS} \leq 128 \langle\langle \hat{P}, \Delta_1 + \Delta_2 \rangle\rangle \) (5.47)

with probability at least \( 1 - \exp(-n/32) \).

**Proof.** We use the shorthand notation \( \Delta = \Delta_1 + \Delta_2 \) for the proof. Since \( \tilde{Z}^* \) is feasible and \( \tilde{Z} \) is optimal for the program (5.19), we have the basic inequality \( \langle\langle \hat{S}_n, P_{Z^*} \rangle\rangle \leq \langle\langle \hat{S}_n, P_{\tilde{Z}} \rangle\rangle \).

Using the decomposition \( \hat{S} = \Gamma + \Delta \) and rearranging yields the inequality

\[
\langle\langle \Gamma, P_{\tilde{Z}^*} - P_{\tilde{Z}} \rangle\rangle \leq \langle\langle \Delta, P_{\tilde{Z}^*} - P_{\tilde{Z}} \rangle\rangle. \tag{5.48}
\]

From the definition (5.42) of \( \Gamma \) and \( Z^* = \tilde{Z}^*R \), the left-hand side of the inequality (5.48) can be lower bounded as

\[
\langle\langle \Gamma, P_{\tilde{Z}^*} - P_{\tilde{Z}} \rangle\rangle = \langle\langle B, SRT(\tilde{Z}^*)^T(P_{\tilde{Z}^*} - P_{\tilde{Z}})\tilde{Z}^*RS \rangle\rangle
\]

\[
= \tr BSR^T\hat{S}^2RS
\]

\[
\geq \lambda_{\min}(B)\lambda_{\min}(S^2)\lambda_{\min}(R^TR) \tr(\hat{S}^2)
\]

where we have used (5.88) and (5.89) of Appendix 5.I, several times. We note that \( \lambda_{\min}(S^2) = s_r^2 \geq \frac{1}{2} \) and \( \lambda_{\min}(R^TR) \geq \frac{1}{2} \); provided \( rC_m(f^*) \geq \frac{1}{2} \); see equation (5.68). To bound the minimum eigenvalue of \( B \), let \( \gamma_{\min}(B) \) denote the minimum singular value of the \( n \times r \) Gaussian matrix \( B \). The following concentration inequality is well-known (cf. [34, 65]):

\[
\Pr[\gamma_{\min}(B) \leq \sqrt{n} - \sqrt{r} - t] \leq \exp(-t^2/2), \quad \text{for all } t > 0.
\]
Since \( \lambda_{\text{min}}(B) = \gamma^2_{\text{min}}(B/\sqrt{n}) \), we have that \( \lambda_{\text{min}}(B) \geq (1 - \sqrt{r/n} - t)^2 \) with probability at least \( 1 - \exp(-n^2/2) \). Assuming \( r/n \leq \frac{1}{4} \) and setting \( t = \frac{1}{4} \), we get \( \lambda_{\text{min}}(B) \geq \frac{1}{16} \) with probability at least \( 1 - \exp(-n/32) \). Putting the pieces together yields the claim. \( \square \)

The inequality (5.47) reduces the problem of bounding \( \|\hat{P}\|_{HS}^2 \) to the sub-problem of studying the random variable \( \langle \langle \hat{P}, \Delta_1 + \Delta_2 \rangle \rangle \). Based on Lemma 35, our next step is to establish an inequality (holding with high probability) of the form

\[
\langle \langle \hat{P}, \Delta_1 + \Delta_2 \rangle \rangle \leq c_1 \{ \sigma_m \sqrt{n} r^{3/2} \mathcal{F}(\|\hat{E}\|_{HS}) + \kappa \|\hat{E}\|_{HS}^2 + \epsilon_{m,n}^2 \},
\]

(5.49)

where \( c_1 \) is some universal constant, \( \kappa \) is the constant in condition (A1), and \( \epsilon_{m,n} \) is the critical radius from Theorem 11. Doing so is a non-trivial task: both matrices \( \hat{P} \) and \( \Delta \) are random and depend on one another, since the subspace \( \tilde{Z} \) was obtained by optimizing a random function depending on \( \Delta \). Consequently, our proof of the bound (5.49) involves deriving a uniform law of large numbers for a certain matrix class.

Suppose that the bound (5.49) holds, and that the subspaces \( \tilde{Z}^* \) and \( \tilde{Z} \) are properly aligned. Lemma 34 implies that \( \|\hat{E}\|_{HS} \leq \|\hat{P}\|_{HS} \), and since \( \mathcal{F} \) is a non-decreasing function, the inequality (5.49) combined with Lemma 35 implies that

\[
(1 - 128\kappa c_1) \|\hat{P}\|_{HS}^2 \leq c_1 \{ \sigma_m \sqrt{n} r^{3/2} \mathcal{F}([\|\hat{P}\|_{HS} + \epsilon_{m,n}^2]) \},
\]

from which the claim follows as long as \( \kappa \) is suitably small (for instance, \( \kappa \leq \frac{64}{256} \) suffices). Accordingly, in order to complete the proof of Theorem 11, it remains to prove the bound (5.49), and the remainder of our work is devoted to this goal. Given the linearity of trace, we can bound the terms \( \langle \langle \hat{P}, \Delta_1 \rangle \rangle \) and \( \langle \langle \hat{P}, \Delta_2 \rangle \rangle \) separately.

**Bounding \( \langle \langle \hat{P}, \Delta_1 \rangle \rangle \)**

Let \( \{z_j\}, \{z^*_j\} \) and \( \{\hat{e}_j\} \) and \( \{\tilde{w}_j\} \) denote the columns of \( \tilde{Z}, \tilde{Z}^*, \hat{E} \) and \( \hat{W} \), respectively, where we recall the definitions of these quantities from equation (5.42) and Lemma 34. Note that \( \tilde{w}_j = n^{-1} \sum_{i=1}^n w_i \beta_{ij} \). In Appendix 5.C.1, we show that

\[
\langle \langle \hat{P}, \Delta_1 \rangle \rangle \leq \sqrt{6} \sigma r^{3/2} \max_{j,k} |\langle \tilde{w}_j, \hat{e}_j \rangle| + \frac{\sqrt{3}}{2} \sigma r \|\hat{E}\|_{HS}^2 \max_{j,k} |\langle \tilde{w}_j, \tilde{z}^*_j \rangle|.
\]

(5.50)

Consequently, we need to obtain bounds on quantities of the form \( |\langle \tilde{w}_j, v \rangle| \), where the vector \( v \) is either fixed (e.g., \( v = \tilde{z}^*_j \)) or random (e.g., \( v = \hat{e}_j \)). The following lemmas provide us with the requisite bounds:

**Lemma 36.** We have

\[
\max_{j,k} \sigma r^{3/2} |\langle \tilde{w}_j, \hat{e}_j \rangle| \leq C \left\{ \sigma \sqrt{n} r^{3/2} \mathcal{F}(\|\hat{E}\|_{HS}) + \kappa \|\hat{E}\|_{HS}^2 + \kappa \epsilon_{m,n}^2 \right\}
\]

with probability at least \( 1 - c_1 r \exp(-\kappa^2 r^{-3} n \frac{\epsilon_{m,n}^2}{2\sigma^2}) - r \exp(-n/64) \).
Lemma 37. We have
\[ P\left[ \max_{j,k} \sigma r |\tilde{w}_k^T \tilde{z}_j^*| \leq \sqrt{6\kappa} \right] \geq 1 - r^2 \exp(-\kappa^2 r^{-2} n/2\sigma^2). \]
See Appendix 5.C.2 and 5.C.3, respectively, for the proofs of these claims.

Bounding \( \langle \hat{P}, \Delta_2 \rangle \)

Recalling the definition (5.42) of \( \Delta_2 \) and using linearity of the trace, we obtain
\[
\langle \hat{P}, \Delta_2 \rangle = \frac{\sigma^2}{n} \sum_{j=1}^{r} \left\{ (\tilde{z}_j^*)^T W^T W \tilde{z}_j - (\tilde{z}_j^*)^T W^T \tilde{z}_j^* \right\}.
\]
Since \( \hat{e}_j = \tilde{z}_j - \tilde{z}_j^* \), we have
\[
\langle \hat{P}, \Delta_2 \rangle = \sigma^2 \sum_{j=1}^{r} \left\{ 2(\tilde{z}_j^*)^T \left( \frac{1}{n} W^T W - I_r \right) \hat{e}_j + \frac{1}{n} \|W \hat{e}_j\|^2 + 2(\tilde{z}_j^*)^T \hat{e}_j \right\}
\]
\[
\leq \sigma^2 \sum_{j=1}^{r} \left\{ 2 \underbrace{(\tilde{z}_j^*)^T \left( \frac{1}{n} W^T W - I_r \right)}_{T_1(\hat{e}_j; \tilde{z}_j^*)} \hat{e}_j + \frac{1}{n} \underbrace{\|W \hat{e}_j\|^2}_{T_2(\hat{e}_j)} \right\},
\]
where we have used the fact that \( 2 \sum_{j} (\tilde{z}_j^*)^T \hat{e}_j = 2 \sum_{j} [(\tilde{z}_j^*)^T \tilde{z}_j - 1] = 2 \sum_{j} (\hat{e}_j - 1) = -\|\hat{E}\|_{HS}^2 \leq 0. \)

The following lemmas provide high probability bounds on the terms \( T_1 \) and \( T_2 \).

Lemma 38. We have the upper bound
\[
\sigma^2 \sum_{j=1}^{r} T_1(\hat{e}_j; \tilde{z}_j^*) \leq C \left\{ \sigma_0 \frac{\sigma}{\sqrt{n}} \mathcal{F}(\|\hat{E}\|_{HS}) + \kappa \|\hat{E}\|_{HS}^2 + \kappa \epsilon_{m,n}^2 \right\}
\]
with probability \( 1 - c_2 \exp(-\kappa^2 r^{-2} n \frac{\epsilon_{m,n} \epsilon_{m,n}^2}{16\sigma^2}) - r \exp(-n/64) \).

Lemma 39. We have the upper bound \( \sigma^2 \sum_{j=1}^{r} T_2(\hat{e}_j) \leq C \kappa \left\{ \|\hat{E}\|_{HS}^2 + \epsilon_{m,n}^2 \right\} \) with probability at least \( 1 - c_3 \exp(-\kappa^2 r^{-2} n \epsilon_{m,n}^2/2\sigma^2) \).

See Appendices 5.C.4 and 5.C.5, respectively, for the proofs of these claims.
5.5 Proof of functional rates

We now turn to the proof of Theorem 12, which provides upper bounds on the estimation error in the function domain. As in the proof of Theorem 11, let \( \tilde{Z} = (\tilde{z}_1, \ldots, \tilde{z}_r) \in V_r(\mathbb{R}^m) \) and \( \tilde{Z}^* = (\tilde{z}_1^*, \ldots, \tilde{z}_r^*) \in V_r(\mathbb{R}^m) \) represent the subspaces \( \mathfrak{F} \) and \( \mathfrak{F}^* \) respectively, and assume that they are properly aligned (see Lemma 34). For \( j = 1, \ldots, m \), define \( \hat{g}_j := \Phi^* K^{-1} \tilde{z}_j \) and \( g_j^* := \Phi^* K^{-1} \tilde{z}_j^* \). Let \( \{h_j\}_{j=1}^r \) be any basis of \( \mathfrak{F} \), orthonormal in \( L^2 \), and similarly, let \( \{h_j^*\}_{j=1}^r \) be any orthonormal basis of \( \mathfrak{F}^* \). Our goal is to bound the Hilbert-Schmidt norm \( \|P_{\mathfrak{F}} - P_{\mathfrak{F}^*}\|^2_{HS} \). In order to do so, we first observe that

\[
\|P_{\mathfrak{F}} - P_{\mathfrak{F}^*}\|^2_{HS} \leq 2 \sum_{j=1}^r \|\hat{h}_j - h_j^*\|^2_{L^2},
\]

(5.52)

so that it suffices to upper bound \( \sum_{j=1}^r \|\hat{h}_j - h_j^*\|^2_{L^2} \). We relate this quantity to the functions \( \hat{g}_j \) and \( g_j^* \) via the elementary inequality

\[
\|\hat{h}_j - h_j^*\|^2_{L^2} \leq 4 \|\hat{g}_j - g_j^*\|^2_{L^2} + \|\hat{h}_j - \hat{g}_j\|^2_{L^2} + \|g_j^* - h_j^*\|^2_{L^2}.
\]

(5.53)

The remainder of our proof is focused on obtaining suitable upper bounds on each of these three terms.

We begin by bounding the first term \( \|\hat{g}_j - g_j^*\|^2_{L^2} \). Recall the definitions of \( R_\Phi(\epsilon; \nu) \) and \( S_m(\Phi) \) and their relation via inequality (5.32). We exploit the inequality in the following way: suppose that we can show that

\[
\sum_{j=1}^r \|\hat{g}_j - g_j^*\|^2_{L^2} \leq A^2, \quad \text{and} \quad \sum_{j=1}^r \|\hat{g}_j - g_j^*\|^2_{H} \leq B^2.
\]

(5.54)

Let \( S(A, B) = \{(a, b) \in \mathbb{R}^r \times \mathbb{R}^r \mid \sum_{j=1}^r a_j^2 \leq A^2, \sum_{j=1}^r b_j^2 \leq B^2\} \). We may then conclude that

\[
\sum_{j=1}^r \|\hat{g}_j - g_j^*\|^2_{L^2} \leq \sup_{(a, b) \in S(A, B)} \sum_{j=1}^r R_\Phi(a_j; b_j)
\]

\[
\leq \sup_{(a, b) \in S(A, B)} \sum_{j=1}^r \left\{ c_1 a_j^2 + b_j^2 S_m(\Phi) \right\}
\]

\[
= c_1 A^2 + B^2 S_m(\Phi).
\]

(5.55)

where inequality (i) follows by repeated application of inequality (5.32).

It remains to establish upper bounds of the form (5.54). By definition, we have \( \hat{g}_j - g_j^* \in \text{Ra}(\Phi^*) \) and \( \Phi(\hat{g}_j - g_j^*) = \tilde{z}_j - \tilde{z}_j^* \). Recalling the norm \( \|a\|^2_K := a^T K^{-1} a \), we note that the
matrices \( \hat{Z} \) and \( \tilde{Z}^* \) satisfy the trace smoothness condition \( \sum_{j=1}^{r} \| \hat{z}_j \|_K^2 = \langle K^{-1}, ZZ^T \rangle \leq 2r\rho^2 \), and hence
\[
\sum_{j=1}^{r} \| \hat{g}_j - g_j^* \|_H^2 = \sum_{j=1}^{r} \| \hat{z}_j - \tilde{z}_j^* \|_K^2 \leq 2r \left( \| \hat{z}_j \|_K^2 + \| \tilde{z}_j^* \|_K^2 \right) \leq 8r\rho^2 / B^2.
\]
Furthermore, recalling that \( \| f \|_\Phi = \| \Phi f \|_2 \), we have
\[
\sum_{j=1}^{r} \| \hat{g}_j - g_j^* \|_\Phi^2 = \sum_{j=1}^{r} \| \hat{z}_j - \tilde{z}_j^* \|_2^2 = \| \hat{Z} - \tilde{Z}^* \|_{HS}^2 \leq \frac{\| P_{\hat{Z}} - P_{\tilde{Z}^*} \|_{HS}^2}{A^2}.
\]
Consequently, by the bound (5.55) with \( A^2 = \| P_{\hat{Z}} - P_{\tilde{Z}^*} \|_{HS}^2 \) and \( B^2 = 8r\rho^2 \), we conclude that
\[
\sum_{j=1}^{r} \| \hat{g}_j - g_j^* \|_2 \leq c_1 \| P_{\hat{Z}} - P_{\tilde{Z}^*} \|_{HS} + 8r\rho^2 S_m(\Phi).
\]

We now need to bound the remaining two terms in the decomposition (5.53). In order to do so, we exploit the freedom in choosing the orthonormal families \( \{ \hat{h}_j \}_{j=1}^{r} \) and \( \{ h_j^* \}_{j=1}^{r} \).

By appropriate choices, we obtain the following results:

**Lemma 40.** There exists an orthonormal basis \( \{ \hat{h}_j \}_{j=1}^{r} \) of \( \mathfrak{F} \) for which
\[
\sum_{j=1}^{r} \| \hat{h}_j - \hat{g}_j \|_2 = 2r\rho^4 \frac{D_m(\Phi)}{2r^2}.
\]

**Lemma 41.** There exists an orthonormal basis \( \{ h_j^* \}_{j=1}^{r} \) of \( \mathfrak{F}^* \) for which
\[
\sum_{j=1}^{r} \| h_j^* - g_j^* \|_2 = 2r^2 \rho^4 C_m(\mathfrak{F}^*) + 6r\rho^2 S_m(\Phi).
\]

As these proofs are more technical and lengthy, we defer them to Appendices 5.D.1 and 5.D.2 respectively.

Combining all of the pieces, we obtain the upper bound
\[
\| P_{\hat{F}} - P_{\tilde{F}} \|_{HS} \leq c_3 \left\{ \| P_{\hat{Z}} - P_{\tilde{Z}^*} \|_{HS}^2 + \| P_{\hat{F}} - P_{\tilde{F}} \|_{HS}^2 + r^2 \rho^4 D_m(\Phi) + r^2 C_m(\mathfrak{F}^*) + \rho^2 S_m(\Phi) \right\}.
\]

By using polarization identity and decomposition \( \mathcal{H} = \text{Ra}(\Phi^*) \oplus \ker(\Phi) \), one can show that
\[
C_m(\mathfrak{F}^*) \leq \kappa''_\rho(D_m(\Phi) + N_m(\Phi)),
\]
when \( N_m(\Phi) \leq 1 \). (See Appendix 5.B.5 for more details.) Using this inequality and noting that \( S_m(\Phi) \geq N_m(\Phi) \geq [N_m(\Phi)]^2 \) when \( N_m(\Phi) \leq 1 \), the bound (5.59) can be simplified to the form given in Theorem 12.
5.6 Proof of minimax lower bounds

We now turn to the proofs of the minimax lower bounds stated in Theorems 13 and 14. We begin with some preliminary results that apply to both proofs.

5.6.1 Preliminary results

Our proofs proceed via a standard reduction from estimation to multi-way hypothesis testing (e.g., [107, 104]). In particular, let \( \{f^1, \ldots, f^M\} \) be an \( \delta \)-packing set of \( B_H(1) \) in a given norm \( \| \cdot \|_* \). (For our proofs, this norm will be either \( \| \cdot \|_\Phi \) or \( \| \cdot \|_{L^2} \).) Given such a packing set, it is known that the minimax error in the norm \( \| \cdot \|_* \) can be lower bounded by

\[
M_{m,n}^H(\frac{\delta^2}{4}; \| \cdot \|_*) := \inf_{\tilde{f}} \sup_{f^* \in B_H(1)} P_{f^*} \left[ \| \tilde{f} - f^* \|_*^2 \geq \frac{\delta^2}{4} \right] \geq 1 - \frac{I(y; f) + \log 2}{\log M}. \tag{5.61}
\]

where \( y = (y_1, \ldots, y_n) \in \mathbb{R}^{m \times n} \) is the observation matrix, and \( f \) is a random function uniformly distributed over the packing set. The quantity \( I(y; f) \) is the mutual information between \( y \) and \( f \), and a key step in the proofs is obtaining good upper bounds on it.

Let \( P_f \) (respectively \( P_g \)) be the distribution of \( y \) given that \( f^* = f \) (respectively \( f^* = g \)). The mutual information \( I(y; f) \) is intimately related to the Kullback-Leibler (KL) divergence between \( P_f \) and \( P_g \), which is given by

\[
D(P_f \| P_g) = \int p_f(y) \log \frac{p_f(y)}{p_g(y)} dy, \tag{5.62}
\]

where \( p_f \) and \( p_g \) are the densities with respect to Lebesgue measure. Our analysis requires upper bounds on this KL divergence, as provided by the following lemma:

**Lemma 42.** Assume that \( \| f \|_\Phi = \| g \|_\Phi \). Then the Kullback-Leibler divergence is upper bounded as \( D(P_f \| P_g) \leq \frac{n\| f - g \|_\Phi^2}{\sigma_n^2} \).

See Appendix 5.E.1 for the proof.

5.6.2 Proof of Theorem 13

We are now ready to begin the proof of our lower bounds on the minimax error in the (semi)-norm \( \| \cdot \|_\Phi \). In order to leverage the lower bound (5.61), we need to have control on the packing and covering numbers in this norm:

**Lemma 43** (Packing/covering in \( \| \cdot \|_\Phi \)-norm). Suppose that the kernel matrix \( K \) has polynomial-\( \alpha \) decay.
(a) Suppose that \( m \leq (c_0 n)^{\frac{1}{2\alpha}} \) for some constant \( c_0 \). Then there exists a collection of functions \( \{f^1, \ldots, f^M\} \) contained in \( B_{\mathcal{H}}(1) \) such that \( M \geq 4^m \), and

\[
\|f^i\|_\Phi^2 = \frac{\sigma_0^2}{16n} \quad \text{and} \quad \|f^i - f^j\|_\Phi^2 \geq \frac{\sigma_0^2}{64n}, \quad \text{for all } i \neq j \in \{1, 2, \ldots, M\}.
\]

(b) The covering number of the set \( \text{Ra}(\Phi^*) \cap B_{\mathcal{H}}(1) \) in the \( \| \cdot \|_\Phi \)-norm is upper bounded as

\[
\log N_\Phi(\epsilon) \leq c_1 (1/\epsilon)^{\frac{1}{\alpha}}. \tag{5.63}
\]

In the other direction, if \( \epsilon^2 \geq \frac{\kappa_1}{m^{2}} \) for some constant \( \kappa_1 > 0 \), then the packing number is lower bounded as

\[
\log M_\Phi(\epsilon) \geq c_2 (1/\epsilon)^{\frac{1}{\alpha}}. \tag{5.64}
\]

The proof of this auxiliary result is given in Appendix 5.E.2; here we use it to prove Theorem 13.

The case of time sampling

Let us consider part (a) first. Recall that in this case \( \sigma_m = \sigma_0 / \sqrt{m} \). First, supposing that \( m \leq (c_0 n)^{\frac{1}{2\alpha}} \), we establish a lower bound of the order \( 1/n \) on the minimax risk. (Note that if this upper bound on \( m \) holds, then the \( 1/n \) term is the minimum of the two terms in Theorem 13(a).) Let \( \{f^1, \ldots, f^M\} \) be the collection of functions from part Lemma 43(a). Using the Fano bound (5.61) and the inequality \( \log M \geq m \log 4 \), we obtain

\[
\mathcal{M}_{m,n}^\mathcal{H}\left( \frac{\sigma_0^2}{256n}; \| \cdot \|_\Phi \right) \geq 1 - \frac{I(y; f) + \log 2}{m \log 4},
\]

where \( y \) is the matrix of observations \( (y_1, \ldots, y_n) \in \mathbb{R}^{m \times n} \), and the random variable \( f \) ranges uniformly over the packing set \( \{f^1, \ldots, f^M\} \). By the convexity of the Kullback-Leibler divergence, we have

\[
I(y; f) \leq \frac{1}{\binom{M}{2}} \sum_{i \neq j} D(\mathbb{P}_{f^i} \| \mathbb{P}_{f^j}) \leq \frac{1}{\binom{M}{2}} \sum_{i \neq j} \frac{n\|f^i - f^j\|_\Phi^2}{\sigma_m^2} \leq \frac{n}{\sigma_m^2} \frac{\sigma_0^2}{4n} = \frac{m}{4},
\]

where inequality (i) follows from Lemma 42, and inequality (ii) follows from the packing construction in Lemma 43(a). Consequently, we have

\[
\frac{I(y; f) + \log 2}{m \log 4} \leq \frac{m/4 + \log 2}{m \log 4} \leq \frac{1}{2}
\]

for all \( m \geq 2 \), which completes the proof.
Otherwise, we may assume that \( m \geq (c_0 n)^{\frac{1}{2\alpha}} \), under which assumption we prove the lower bound involving the term of order \( (mn)^{-\frac{2\alpha}{2\alpha+1}} \). (Note that this lower bound on \( m \) holds, then the \((mn)^{-\frac{2\alpha}{2\alpha+1}}\) term is the minimum of the two terms in Theorem 13(a).) Let \( \delta^2 = c_3 \left( \frac{\sigma_0^2}{mn} \right)^{\frac{2\alpha}{2\alpha+1}} \) for some \( c_3 > 0 \) to be chosen. Since \( m \geq (c_0 n)^{\frac{1}{2\alpha}} \) by assumption, some algebra shows that \( \delta^2 \geq \frac{\kappa}{mn^{\alpha}} \), so that the lower bound on the packing number from Lemma 43(b) may be applied. Combining this lower bound with the Fano inequality, we obtain

\[
\mathcal{M}_{m,n}(\frac{\delta^2}{4}; \| \cdot \| \phi) \geq 1 - \frac{I(y; f) + \log 2}{c_2(1/\delta)^{1/\alpha}}.
\]

By the upper bounding technique of Yang and Barron [104], the mutual information \( I(y; f) \) is upper bounded by \( \inf_{\epsilon > 0} \{ \nu^2 + \log N_{\text{KL}}(\nu) \} \), where \( N_{\text{KL}} \) is the covering number in the square-root Kullback-Leibler (pseudo)-metric. By Lemma 42 and Lemma 43(b), we have \( N_{\text{KL}}(\nu) \leq c_1 \left( \frac{\sigma_0}{\sqrt{nm}} \nu \right)^{1/\alpha} \). Re-parameterizing in terms of \( \epsilon^2 = \frac{\sigma_0^2}{nm} \nu^2 \), we obtain the upper bound

\[
I(y; f) \leq \inf_{\epsilon > 0} \left\{ \frac{nm}{\sigma_0^2} \epsilon^2 + c_1(1/\epsilon)^{1/\alpha} \right\} \leq \left( \frac{1}{\epsilon_*} \right)^{1/\alpha},
\]

where \( \epsilon_*^2 = c_4 \left( \frac{\sigma_0^2}{nm} \right)^{\frac{2\alpha}{2\alpha+1}} \) for some constant \( c_4 \). Consequently, we have

\[
R := \frac{I(y; f) + \log 2}{c_2(1/\delta)^{1/\alpha}} \leq \left( \frac{1}{\epsilon_*} \right)^{1/\alpha} + \frac{\log 2}{(1/\delta)^{1/\alpha}}.
\]

Note that \( \delta \) and \( \epsilon_* \) are of the same order. By choosing the pre-factor \( c_3 \) sufficiently small, we can thus guarantee that the ratio \( R \) is less than 1/2, from which the claim follows.

### The case of frequency truncation

Recall that in this case \( \sigma_m = \sigma_0 \). Since by assumption \( m \geq (c_0 n)^{\frac{1}{2\alpha}} \), letting \( \delta^2 = c_3 \left( \frac{\sigma_0^2}{n} \right)^{\frac{2\alpha}{2\alpha+1}} \), we have \( \delta^2 \geq \frac{\kappa}{mn^{\alpha}} \) after some algebra. Hence, the lower bound on the packing number from Lemma 43(b) may be applied. Moreover, we have \( N_{\text{KL}}(\nu) \leq c_1 \left( \frac{\sigma_0}{\sqrt{n}} \nu \right)^{1/\alpha} \). The rest of the proof follows that of part (a).

### 5.6.3 Proof of Theorem 14

On one hand, no method can estimate to an accuracy greater than \( \frac{1}{2} N_m(\Phi) \). Indeed, whatever estimator \( \hat{f} \) is used, the adversary can always choose some function \( f^* \) such that \( \Phi(f^*) = 0 \), and \( \| \hat{f} - f^* \|_{L^2} \geq \frac{1}{2} N_m(\Phi) \). To see this, note that on one hand, if \( \| \hat{f} \|_{L^2} \geq \frac{1}{2} N_m(\Phi) \), then the adversary can set \( f^* = 0 \). On the other hand, if \( \| \hat{f} \|_{L^2} < \frac{1}{2} N_m(\Phi) \), then for any \( \delta > 0 \), adversary can choose a function \( f^* \in \text{Ker}(\Phi) \cap B_{\mathcal{H}}(1) \) such that \( \| f^* \|_{L^2} > N_m(\Phi) - \delta \), by
definition (5.13) of $N_m(\Phi)$. We then have $\|f^* - \tilde{f}\|_{L^2} \geq \|f^*\|_{L^2} - \|\tilde{f}\|_{L^2} > \frac{1}{2} N_m(\Phi) - \delta$ where we let $\delta \to 0$. In addition, it follows from the theory of optimal widths in Hilbert spaces [78] that $N_m(\Phi) \gtrsim \mu_{m+1}$, thereby establishing the $m^{-2\alpha}$ lower bound for a kernel operator with polynomial-$\alpha$ decay.

Let us now prove the lower bound involving $(mn)^{-\frac{2\alpha}{2\alpha+1}}$ in part (a). This term is the smaller of the two terms involved in the minimum, when $m \geq n^{\frac{1}{2\alpha}}$; this is the only case we need to consider as for $m < n^{\frac{1}{2\alpha}}$, the minimum is $n^{-1}$ which is dominated by the term $m^{-2\alpha}$. We introduce the shorthand $\Psi^m = \text{span}\{\psi_1, \ldots, \psi_m\} \cap \mathbb{B}_H(1)$, corresponding to the intersection of the unit ball $\mathbb{B}_H(1)$ with the $m$-dimensional subspace of $H$ spanned by the first $m$ eigenfunctions of the kernel. For this proof, our packing/covering constructions take place entirely within this set. The following lemma, proved in Appendix 5.E.3, provides bounds on these packing and covering numbers:

**Lemma 44** (Packing/covering in $||\cdot||_{L^2}$-norm). There is a universal constant $c_1 > 0$ such that

$$\log N_{L^2}(\epsilon; \Psi^m_1) \leq c_1(1/\epsilon)^{\frac{1}{\alpha}}. \quad (5.65)$$

In the other direction, if $\epsilon^2 \geq \frac{\kappa_1}{m^{2\alpha}}$ for some constant $\kappa_1 > 0$, there is a universal constant $c_2 > 0$ such that

$$\log M_{L^2}(\epsilon; \Psi^m_1) \geq c_2(1/\epsilon)^{\frac{1}{\alpha}}. \quad (5.66)$$

Based on this lemma, proving a $(mn)^{-\frac{2\alpha}{2\alpha+1}}$ bound is relatively straightforward, once again using Fano’s inequality (5.61). Choosing $\delta^2 = c_3(\frac{\alpha_0^2}{m})^{\frac{2\alpha_0}{2\alpha+1}}$ for a constant $c_3$ to be specified, we construct a $\delta$-packing in $||\cdot||_{L^2}$ norm, of size $M$ such that $\log M \geq c_2(1/\delta)^{1/\alpha}$. As in the proof of Theorem 13, we upper bound the mutual information in terms of the covering number in the $||\cdot||_\Phi$. By condition (D2), this covering number is upper bounded (up to constant factors) by the covering number in the $||\cdot||_{L^2}$-norm. To see this, note that for any $f \in \Psi^m_1 \cap \mathbb{B}_{L^2}(\epsilon)$, we have $f = \sum_{j=1}^m a_j \psi_j$, with $\sum_{j=1}^m a_j^2 / \mu_j \leq 1$ and $\sum_{j=1}^m a_j^2 \leq \epsilon^2$. Then, condition (D2) implies $\|f\|_\Phi^2 = \langle a, \Phi \rangle \leq c_1 \|a\|_2^2 \leq 2\epsilon^2$, that is $f \in \Psi^m_1 \cap \mathbb{B}_\Phi(\sqrt{c_1} \epsilon)$. Finally, by Lemma 44, the $||\cdot||_{L^2}$ covering number scales as $(1/\epsilon)^{1/\alpha}$, so that the same calculations as before yield the $(mn)^{-\frac{2\alpha}{2\alpha+1}}$ rate as claimed.

The proof of part (b) is similar. We only need to consider the case $m \geq n^{\frac{1}{2\alpha+1}}$. The rest of the argument follows by taking $\delta^2 = c_3(\frac{\alpha_0^2}{m})^{\frac{2\alpha}{2\alpha+1}}$ and recalling that $\sigma_m = \sigma_0$ in this case.

### 5.7 Discussion

We studied the problem of sampling for functional PCA from a functional-theoretic viewpoint. The principal components were assumed to lie in some Hilbert subspace $\mathcal{H}$ of $L^2$, 

usually a RKHS, and the sampling operator, a bounded linear map $\Phi : \mathcal{H} \to \mathbb{R}^m$. The observation model was taken to be the output of $\Phi$ plus some Gaussian noise. The two main examples of $\Phi$ considered were time sampling, $[\Phi f]_j = f(t_j)$, and (generalized) frequency truncation $[\Phi f]_j = \langle \psi_j, f \rangle_{L^2}$. We showed that it is possible to recover the subspace spanned by the original components, by applying a regularized version of PCA in $\mathbb{R}^m$ followed by simple linear mapping back to function space. The regularization involved the “trace-smoothness condition” (5.18) based on the matrix $K = \Phi \Phi^*$ whose eigendecay influenced the rate of convergence in $\mathbb{R}^m$.

We obtained the rates of convergence for the subspace estimators both in the discrete domain, $\mathbb{R}^m$, and the function domain, $L^2$. As examples, for the case of a RKHS $\mathcal{H}$ for which both the kernel integral operator and the kernel matrix $K$ have polynomial-$\alpha$ eigendecay (i.e., $\mu_j \asymp \tilde{\mu}_j \asymp j^{-2\alpha}$), the following rates in $HS$-projection distance for subspaces in the function domain were worked out in details:

<table>
<thead>
<tr>
<th>time sampling</th>
<th>frequency truncation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\frac{1}{m})^{2\alpha} + (\frac{1}{n})^{2\alpha}$</td>
<td>$(\frac{1}{n})^{2\alpha} + (\frac{1}{m})^{2\alpha}$</td>
</tr>
</tbody>
</table>

The two terms in each rate can be associated, respectively, with the estimation error (due to noise) and approximation error (due to having finite samples of an infinite dimensional object). Both rates exhibit a trade-off between the number of statistical samples ($n$) and that of functional samples ($m$). The two rates are qualitatively different: the two terms in the time sampling case interact to give an overall fast rate of $n^{-\frac{1}{2\alpha}}$ for the optimal trade-off $m \asymp n^{\frac{1}{2\alpha}}$, while there is no interaction between the two terms in the frequency truncation; the optimal trade-off gives an overall rate of $n^{-\frac{2\alpha}{2\alpha+1}}$, a characteristics of nonparametric problems. Finally, these rates were shown to be minimax optimal.

Appendix 5.A A special kernel

In this appendix, we examine a simple reproducing kernel Hilbert space, corresponding to a Sobolev or spline class with smoothness $\alpha = 1$. We provide expressions for various approximation-theoretic quantities appearing in our results, such as $D_m(\Phi)$, $N_m(\Phi)$ and $\Psi$. Further background on the calculations given here can be found in the paper [4].

Let us consider the time sampling model (5.8) with uniformly spaced points $t_j = j/m$ for $j = 1, \ldots, m$. Elementary calculations show that $K = (m^{-1}K(t_i, t_j)) = \frac{1}{m} L L^T$, where $L \in \mathbb{R}^{m \times m}$ is lower triangular with all the nonzero entries equal 1. It can be shown that the eigenvalues of $K$ are given by $\hat{\mu}_k := \left\{4m^2 \sin^2 \left(\frac{\mu_k}{2m+1}\right)\right\}^{-1}$ for $k = 1, 2, \ldots, m$. Using the inequalities $\frac{2}{\pi} x \leq \sin(x) \leq x$, for $0 \leq x \leq \pi/2$, we have

$$
\left(\frac{2m+1}{2m}\right)^2 \mu_k \leq \hat{\mu}_k \leq \frac{\pi^2}{4} \left(\frac{2m+1}{2m}\right)^2 \mu_k,
$$

where $\mu_k$ is the $k$-th eigenvalue of the kernel matrix $K$.
showing that \( \hat{\mu}_k \) is a good approximation of \( \mu_k \), even for moderate values of \( m \).

Recalling the definition of \( \Psi \in \mathbb{R}^{m \times m} \) from Section 5.3.2, it can be shown that it takes the form \( \Psi = I_m + \frac{1}{m} \mathbb{I} \mathbb{I}^T \), where \( \mathbb{I} \in \mathbb{R}^m \) is the vector with entries \( [\mathbb{I}]_j = (-1)^{j+1} \). Since \( \lambda_{\text{max}}(\Psi) = 2 \), condition (D2) is clearly satisfied.

Now we consider the quantity \( D_m(\Phi) \); by Lemma 30, it suffices to bound the operator norm of \( K - \frac{1}{2} (K^2 - \Theta)K^{-1/2} \). Some algebra shows that \( K^2 - \Theta = m^{-4/2} hh^T + \frac{1}{6} m^2 K \), where \( h = (1, 2, \ldots, m) \), so that

\[
D_m(\Phi) = \frac{1}{2m} h^T K^{-1} h + \frac{1}{6m^2} \leq \frac{1}{m}.
\]

Finally, it was shown in Chapter 4 that \( N_m(\Phi) \gtrsim \log m / m^2 \).

### Appendix 5.B Auxiliary lemmas

Here we collect the proofs of various auxiliary lemmas.

#### 5.B.1 Proof of Lemma 29

The space \( \text{Ra}(\Phi^*) \) is finite-dimensional and hence closed, which guarantees validity of the well-known decomposition \( \mathcal{H} = \text{Ra}(\Phi^*) \oplus \text{Ker}(\Phi) \). In particular, for any \( f \in \mathcal{H} \), there is \( a \in \mathbb{R}^m \) and \( f^\perp \in \text{Ker}(\Phi) \) such that \( f = \Phi^* a + f^\perp \). Then, \( \Phi f = Ka \), and

\[
\|f\|^2_\mathcal{H} \geq \|\Phi^* a\|^2_\mathcal{H} = \langle \Phi^* a, \Phi^* a \rangle_{\mathbb{R}^m} = \langle Ka, Ka \rangle_K = \|\Phi f\|^2_K.
\]

Equality holds iff \( f^\perp = 0 \) which gives the desired condition.

#### 5.B.2 Proof of Lemma 30

By a well-known result, for a symmetric matrix, the numerical radius is equal to the operator norm. Thus, we have

\[
\|K - K^{-1/2} \Theta K^{-1/2}\|_2 = \sup_{a \in \mathbb{R}^m \setminus \{0\}} \frac{|a^T (K^{-1/2} \Theta K^{-1/2}) a|}{\|a\|^2_2}.
\]

Making the substitution \( b = K^{-1/2} a \), or equivalently \( a = K^{1/2} b \), we obtain

\[
\|K - K^{-1/2} \Theta K^{-1/2}\|_2 = \sup_{b \in \mathbb{R}^m \setminus \{0\}} \frac{|b^T (K^2 - \Theta) b|}{b^T K b}.
\]

Now define the function \( f = \Phi^* b \in \text{Ra}(\Phi^*) \). With this definition, we have the following equivalences:

\[
b^T K b = \|\Phi^* b\|^2_\mathcal{H} = \|f\|^2_\mathcal{H}, \quad b^T K^2 b = \|\Phi f\|^2_2 = \|f\|^2_\Phi, \quad \text{and} \quad b^T \Theta b = \sum_{j=1}^m b_j \phi_j^2_{L^2} = \|f\|^2_{L^2},
\]

from which the claim follows.
5.3 Proof of Lemma 31
The (truncated) QR decomposition \[44\] of \(Z^*\) has the form \(Z^* = \tilde{Z}^* R\), where \(\tilde{Z}^* \in V_r(\mathbb{R}^m)\), and \(R \in \mathbb{R}^{r \times r}\) is upper triangular with nonnegative diagonal entries. By construction, we have \(\text{Ra}(\tilde{Z}^*) = \text{Ra}(Z^*)\). Moreover, from the trace smoothness condition (5.18), we have

\[r \rho^2 \geq \sum_{j=1}^r \|z_j^*\|_K^2 = \text{tr} \left( (Z^*)^T K^{-1} Z^* \right) \geq \lambda_{\text{min}}(R^T R) \text{tr} \left( (\tilde{Z}^*)^T K^{-1} \tilde{Z}^* \right) \tag{5.67}\]

where the final inequality follows from the bound (5.89) in Appendix 5.I. Recalling the definition (5.25), we have

\[C_m(f^*) = \|Z^* - I_r\|_{\text{op}} = \|R^T R - I_r\|_{\text{op}}.\]

Since \(\lambda_j(R^T R) = \lambda_j(R^T R - I_r) + 1\), we have

\[\max_{j=1,...,r} |\lambda_j(R^T R) - 1| \leq \|R^T R - I_r\|_2 \leq r\|R^T R - I_r\|_\infty = rC_m(f^*). \tag{5.68}\]

Since \(rC_m(f^*) \leq \frac{1}{2}\), we conclude that \(\lambda_{\text{min}}(R^T R) \geq \frac{1}{2}\). Combined with our earlier bound (5.67), we conclude that \(\tilde{Z}^*\) indeed satisfies the trace-smoothness condition.

5.4 Proof of Lemma 33
We only need to consider the case \(\nu = 1\); the general case follows by rescaling. Consider the following local one-sided version of \(D_m(\Phi)\),

\[U_{\text{loc}}(\epsilon; \Phi) := \sup_{\substack{f \in \text{Ra}(\Phi^*), \\ \|f\|_H \leq 1, \\ \|f\|_K^2 \leq \epsilon^2}} \|f\|_{L^2}^2. \tag{5.69}\]

Using an argument similar to that of Lemma 30, (5.69) is equivalent to

\[U_{\text{loc}}(\epsilon; \Phi) = \sup_{b^T b \leq 1, \ b^T K b \leq \epsilon^2} b^T K^{-1/2} \Theta K^{-1/2} b. \tag{5.70}\]

Using Lagrange duality, we have

\[U_{\text{loc}}(\epsilon; \Phi) \leq \inf_{t \geq 0} \left[ \max \left( \lambda_{\text{max}}(K^{-1/2} \Theta K^{-1/2} - tK), 0 \right) + \epsilon t^2 \right] \leq c_0 \epsilon^2 \tag{5.71}\]

since (D1) implies \(\lambda_{\text{max}}(K^{-1/2} \Theta K^{-1/2} - c_0 K) \leq 0\).

For \(f \in \mathcal{H}\), let \(f = g + f^\perp\) be its decomposition according to \(\mathcal{H} = \text{Ra}(\Phi^*) \oplus \text{Ker}(\Phi)\). Then, \(\|g\|_{\mathcal{H}}^2 + \|f^\perp\|_{\mathcal{H}}^2 = \|f\|_{\mathcal{H}}^2 \leq 1\) and \(\|f\|_{L^2}^2 \leq 2\|g\|_{L^2}^2 + 2\|f^\perp\|_{L^2}^2\). Hence, we obtain

\[R_{\Phi}(\epsilon; 1) \leq 2U_{\text{loc}}(\epsilon; \Phi) + 2N_m(\Phi). \tag{5.72}\]

Combining (5.71) and (5.72) proves the claim.
5.B.5 Proof of inequality (5.60)

By polarization identity and some algebra,

\[ C_m(f^*) \leq 2\rho^2 \sup_{\|f\|_H \leq 1, \|f\|_{L^2} = \frac{1}{\sqrt{2}\rho}} \left| \|f\|_\Phi^2 - \|f\|_{L^2}^2 \right| \]

Let \( f = g + f^\perp \) be the decomposition according to \( f \in H = Ra(\Phi^*) + \text{Ker}(\Phi) \). Let \( f \in B_H(1) \) and \( \|f\|_{L^2} = \frac{1}{\sqrt{2}\rho} \). Then, as in Appendix 5.B.4, we have \( g, f^\perp \in B_H(1) \). Hence,

\[ \left| \|f\|_{L^2}^2 - \|f\|_{L^2}^2 \right| \leq \left| \|g\|_{L^2}^2 - \|g\|_{L^2}^2 \right| + \|g + f^\perp\|_{L^2}^2 - \|g\|_{L^2}^2 \]

where we have define \( a, b > 0 \) as above for simplicity. Let \( d := \|f^\perp\|_{L^2} \). By triangle inequality, \( b \leq a + d \) and \( |a - b| \leq d \). Then,

\[ |a^2 - b^2| = |a - b|(a + b) \leq d(2a + d) \leq \left( \sqrt{\frac{2}{\rho}} + 1 \right) N_m(\Phi), \]

since \( a = \frac{1}{\sqrt{2}\rho} \) and \( d \leq N_m(\Phi) \leq 1 \), by assumption.

Appendix 5.C Proofs for Theorem 11

In this appendix, we collect the proofs of various auxiliary lemmas involved in the proof of Theorem 11.

5.C.1 Derivation of the bound (5.50)

From the CS-decomposition (5.43), we have \( \hat{Z}^T \hat{Z}^* = \hat{C} \), and hence \( \hat{P} \hat{Z}^* = \hat{Z} \hat{C} - \hat{Z}^* = \hat{E} \hat{C} - \hat{Z}^*(I_r - \hat{C}) \). From the decomposition (5.42), we have

\[ \langle \hat{P}, \Delta_1 \rangle = \sigma \text{tr} \left[ WSRT(\hat{Z}^*)^T \hat{P} + \hat{Z}^* RSW^T \hat{P} \right] = 2\sigma \text{tr} \left[ RSW^T \hat{P} \hat{Z}^* \right] = 2\sigma \left\{ \text{tr} \left[ RSW^T \hat{E} \hat{C} \right] - \text{tr} \left[ RSW^T \hat{Z}^*(I_r - \hat{C}) \right] \right\}, \]

where we have used the standard facts \( \text{tr}(AB^T) = \text{tr}(A^TB) \) and \( \text{tr}(AB) = \text{tr}(BA) \). For the first term we have

\[ \left| \text{tr} \left[ RSW^T \hat{E} \hat{C} \right] \right| = \left| \sum_{j,k=1}^r R_{j,k}s_k \langle \hat{w}_k, \hat{e}_j \rangle \hat{c}_j \right| \leq \left( \sum_{j,k=1}^r R_{j,k}^2 \right)^{1/2} \left( \sum_{j,k} s_k \hat{c}_j^2 \langle \hat{w}_k, \hat{e}_j \rangle^2 \right)^{1/2} \]
where we have used Cauchy-Schwarz. By (5.68), under the assumption $rC_m(f^*) \leq \frac{1}{2}$, we have $\operatorname{tr}(R^T R) \leq \frac{3}{2} r$. We also have $0 < s_k \leq s_1 = 1$ and $0 \leq \tilde{c}_j \leq 1$ for $j, k = 1, \ldots, r$. It follows that

$$\left| \operatorname{tr} [RSW^T \tilde{E} \tilde{C}] \right| \leq \sqrt{\frac{3}{2}} \sqrt{r} \left( \sum_{j,k=1}^{r} (\langle w_k, \tilde{c}_j \rangle)^2 \right)^{1/2} \leq \sqrt{\frac{3}{2}} \sqrt{r^{3/2}} \max_{j,k} |\langle w_k, \tilde{c}_j \rangle|.$$

For the second term, using a similar argument by applying Cauchy-Schwarz, we get

$$\left| \operatorname{tr} [RSW^T \tilde{Z}^*(I_r - \tilde{C})] \right| \leq \sqrt{\frac{3}{2}} \sqrt{r} \left( \sum_{j=1}^{r} (1 - \tilde{c}_j)^2 \sum_{k=1}^{r} (\langle w_k, \tilde{z}_j^* \rangle)^2 \right)^{1/2} \leq \sqrt{\frac{3}{2}} \sqrt{r} \max_{j,k} |\langle w_k, \tilde{z}_j^* \rangle|.$$

where the last inequality follows from the fact that $(\sum_j (1 - \tilde{c}_j)^2)^{1/2} \leq \sum_j (1 - \tilde{c}_j) = \frac{1}{2} \|\tilde{E}\|_{HS}^2$.}

### 5.C.2 Proof of Lemma 36

We make use of an ellipsoid approximation (see [70]). To simplify notation, define $\tilde{K} := (8r^2 \rho^2)K$ and $\tilde{\mu} := 8r^2 \rho^2 \tilde{\mu}$, so that we have $\operatorname{tr}(\tilde{Z}^T K^{-1} \tilde{Z}) \leq 2r \rho^2$ if and only if $\operatorname{tr}(\tilde{Z}^T \tilde{K}^{-1} \tilde{Z}) \leq 1/4$. Since both $\tilde{Z}$ and $\tilde{Z}^*$ satisfy this condition, it follows that $\|\tilde{z}\|_{\tilde{K}} \leq \frac{1}{2}$ and $\|\tilde{z}^*\|_{\tilde{K}} \leq \frac{1}{2}$ for $j = 1, \ldots, r$, where $\|a\|_{\tilde{K}}^2 := a^T \tilde{K}^{-1} a$. Thus, we are guaranteed that $\tilde{c}_j \in \mathcal{E}_{\tilde{K}} := \{v \in \mathbb{R}^m \mid \|v\|_{\tilde{K}} \leq 1\}$.

We first establish an upper bound on the quantity $\sup \{\langle w_k, v \rangle \mid v \in \mathcal{E}_{\tilde{K}} \cap \mathbb{B}_2(t)\}$, where $\mathbb{B}_2(t) = \{v \in \mathbb{R}^m \mid \|v\|_2 \leq t\}$ is the Euclidean ball of radius $t$. Let $\tilde{\mu}_1 \geq \cdots \geq \tilde{\mu}_m$ be the eigenvalues of $\tilde{K}$ in decreasing order and let $\tilde{\mu} := (\tilde{\mu}_1, \ldots, \tilde{\mu}_m)$. Since for $U \in \mathcal{V}_m(\mathbb{R}^m)$, the random vectors $\overline{w}_k$ and $U \overline{w}_k$ have the same distribution, it is equivalent to bound the quantity $\sup \{\langle \overline{w}_k, v \rangle \mid v \in \mathcal{E}_{\tilde{\mu}} \cap \mathbb{B}_2(t)\}$. For $t \in \mathcal{E}_{\tilde{\mu}} \cap \mathbb{B}_2(t)$, we have $\sum_{i=1}^m \tilde{\mu}_i v_i^2 \leq 1$ and $\sum_{i=1}^m t^{-2} v_i^2 \leq 1$ implying $\sum_{i=1}^m \max(\tilde{\mu}_i^{-1}, t^{-2}) v_i^2 \leq 2$. Consequently, if we define the modified ellipse $\mathcal{E}_{\gamma} := \{v \in \mathbb{R}^m \mid \sum_{i=1}^m \frac{v_i^2}{\gamma_i} \leq 1\}$ where $\gamma_i := 2 \min\{t^2, \tilde{\mu}_i\}$, then we are guaranteed that $v \in \mathcal{E}_{\gamma}$, so that it suffices to upper bound $\sup_{v \in \mathcal{E}_{\gamma}} \langle \overline{w}_k, v \rangle$. For future reference, we note that

$$\|\gamma\|_1 = 16 \mathcal{F}^2(t/\sqrt{8}), \quad \|\gamma\|_{\infty} \leq 2t^2 \tag{5.73}$$

where $\mathcal{F}$ was defined previously (5.24). Define the random variables $\overline{w}_k := \frac{1}{n} \sum_{i=1}^n w_i \beta_{ik}$ and $\overline{\beta}_{kk} := \frac{1}{n} \sum_{i=1}^n \beta_{ik}^2$. For each index $k$, Lemma 45 (see Appendix 5.F), combined with the relations (5.73), yields

$$\sigma \sup_{v \in \mathcal{E}_{\gamma}} |\langle \overline{w}_k, v \rangle| \leq \sigma \overline{B}_{kk}^{1/2} \left\{ \sqrt{\frac{\|\gamma\|_1}{n}} + \delta \sqrt{\frac{\|\gamma\|_{\infty}}{n}} \right\} \leq C_1 \overline{B}_{kk}^{1/2} \frac{\sigma}{\sqrt{n}} \{\mathcal{F}(t/\sqrt{8}) + \delta t\}$$
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with probability at least $1 - \exp(-\delta^2/2)$. Taking $\delta = A_r \sqrt{n} t / \sigma$, where $A_r := \kappa r^{-3/2}$ for some small enough constant $\kappa > 0$, we obtain

$$\sigma \sup_{v \in E} |\langle \overline{w}_k, v \rangle| \leq C_1 B_{kk}^{1/2} \left\{ \frac{\sigma}{\sqrt{n}} F(t / \sqrt{8}) + A_r t^2 \right\}$$

with probability at least $1 - \exp(-A_r^2 n t^2 / 2\sigma^2)$.

As was mentioned earlier, the same bound with the same probability holds for $\sup \{ \sigma |\langle \overline{w}_k, v \rangle| \mid v \in \mathcal{E}_K \cap B_2(t) \}$. Since $\hat{e}_j \in \mathcal{E}_K$, $j = 1, \ldots, r$ we can apply the technical Lemma 48 of Appendix 5.H with $\nu = (n, m)$, $\theta_\nu = A_r n / \sigma^2$ and $t_\nu = \epsilon_{m,n}$ to obtain

$$\sigma |\langle \overline{w}_k, \hat{e}_j \rangle| \leq C_1 B_{kk}^{1/2} \left\{ \frac{\sigma}{\sqrt{n}} F(2\|\hat{e}_j\|_2 / \sqrt{8}) + A_r (2\|\hat{e}_j\|_2)^2 + \frac{\sigma}{\sqrt{n}} F(2\epsilon_{m,n} / \sqrt{8}) + A_r (2\epsilon_{m,n})^2 \right\},$$

for all $j \in \{1, \ldots, r\}$, with probability at least $1 - c_1 \exp(-A_r^2 n \epsilon_{m,n}^2 / 2\sigma^2)$. Note that $\|\hat{e}_j\|_2 \leq \|\hat{E}\|_{HS}$, $j = 1, \ldots, r$. Since the bound obtained above is nondecreasing in $\|\hat{e}_j\|$, we can replace $\|\hat{e}_j\|_2$ everywhere with $\|\hat{E}\|_{HS}$. We also note that by $\chi^2_n$ concentration [55, 63], we have $B_{kk} \leq 3/2$ with probability at least $1 - \exp(-n/64)$. Finally, by definition of $\epsilon_{m,n}$ and monotonicity of $F$ we have $\frac{\sigma}{\sqrt{n}} F(2\epsilon_{m,n} / \sqrt{8}) \leq \frac{\sigma}{\sqrt{n}} F(\epsilon_{m,n}) \leq A_r \epsilon_{m,n}^2$. Putting together the pieces, we conclude that

$$\max_{j,k} \sigma |\langle \overline{w}_k, \hat{e}_j \rangle| \leq C_2 \left\{ \frac{\sigma}{\sqrt{n}} F(\|\hat{E}\|_{HS}) + A_r \|\hat{E}\|_{HS}^2 + A_r \epsilon_{m,n}^2 \right\},$$

with probability at least $1 - c_1 r \exp(-A_r^2 n \epsilon_{m,n}^2 / 2\sigma^2) - r \exp(-n/64)$, where we have used union bound to obtain a uniform result over $k$.

5.C.3 Proof of Lemma 37

We control terms of the form $|\langle \overline{w}_k, \overline{z}_j^* \rangle|$ using Lemma 45 in Appendix 5.F, this time with $w_i$ replaced with $\langle \overline{w}_i, \overline{z}_j^* \rangle$ and $\gamma = 1$ (i.e., we are looking at sums of products of univariate Gaussians). Thus, for any fixed $j$ and $k$, we have $\sigma |\langle \overline{w}_k, \overline{z}_j^* \rangle| \leq \sigma \sqrt{n} + \frac{1}{\sqrt{n}} \{ \frac{\sigma}{\sqrt{n}} r + \kappa \} \leq \sqrt{\delta} \kappa$

with probability at least $1 - r^2 \exp(-\kappa^2 r^2 n / 2\sigma^2)$. The second inequality follows by our assumption $r \leq \kappa \sqrt{n}/\sigma$. 
5.C.4 Proof of Lemma 38

For each \( j \in \{1, \ldots, r\} \), we define the vector \( \zeta^j := W \tilde{z}_j^* \in \mathbb{R}^n \) so that \( \zeta^j = (\zeta_i^j) \) where \( \zeta_i^j = w_i^T \tilde{z}_j^* \). We can use the same ellipsoid approximation as Appendix 5.C.2— that is, we first look at sup \( \{ T_1(v; \tilde{z}_j^*) \mid v \in \mathcal{E}_k \cap \mathbb{B}_2(t) \} \) and then argue that it is enough to bound sup \( \{ T_1(v; \tilde{z}_j^*) \mid v = \frac{1}{n} \sum_{i=1}^n \zeta_i^j w_i - \tilde{z}_j^* \} \), due to the invariance of the underlying distribution under orthogonal transformations of \( v \). Now applying Lemma 46 from Appendix 5.F yields

\[
\sigma^2 \sup_{v \in \mathcal{E}_r} T_1(v; \tilde{z}_j^*) \leq \left( \frac{\|\zeta^j\|_2}{\sqrt{n}} + 1 \right) \left\{ \frac{\sigma^2}{\sqrt{n}} \sqrt{\|\gamma\|_1} + \delta \sigma^2 \sqrt{\|\gamma\|_\infty} \right\}
\]

with probability at least \( 1 - 2 \exp(-n^{\delta \wedge \delta^2}/16) \). Recalling that by assumption \( \sigma \leq \sigma_0 \), let \( \tilde{A}_r = \kappa r^{-1} \). For \( t \leq \sigma_0 / \tilde{A}_r \), take \( \delta = \tilde{A}_r t / (\sigma_0) \leq 1 \). Then, using (5.73), the left-hand side of (5.74) is bounded above by

\[
C_1 \left( \frac{\|\zeta^j\|_2}{\sqrt{n}} + 1 \right) \left\{ \sigma_0 \frac{\sigma}{\sqrt{n}} F(t/\sqrt{8}) + \tilde{A}_r t^2 \right\}
\]

with probability at least \( 1 - 2 \exp \left( -\tilde{A}_r^2 n t^2 / (16 \sigma^2 \sigma_0^2) \right) \). For \( t > \sigma_0 / \tilde{A}_r \), take \( \delta = \tilde{A}_r t / \sigma^2 \). In this case, \( \tilde{A}_r t > \sigma_0 / \sigma^2 \) implying \( \delta > 1 \). Then, the left-hand side of (5.74) is again bounded above by (5.75), this time with probability at least \( 1 - 2 \exp(-\tilde{A}_r n t / (16 \sigma^2)) \). Assuming \( \kappa \leq 1 \), which is going to be the case, we have \( \tilde{A}_r^2 \leq \tilde{A}_r \). Combining the two cases, we have the upper bound (5.75) with probability at least

\[
1 - 2 \exp \left\{ -\tilde{A}_r^2 n (\sigma_0^{-2} \wedge 1) (t \wedge t^2) / (16 \sigma^2) \right\}
\]

for all \( t > 0 \). (Note the break-up into two cases was to obtain a dependence of \( \sigma^{-2} \) in the probability exponent for all \( t > 0 \).)

By an argument similar to Appendix 5.C.2—that is, using technical Lemma 48—we have \( \|\tilde{e}_j\|_2 \leq \|\tilde{E}\|_{HS} \) and \( \frac{\sigma}{\sqrt{n}} F(2 \epsilon_{m,n} / \sqrt{8}) \leq \tilde{A}_r \epsilon_{m,n}^2 \) from the definition; we obtain

\[
\sigma^2 T_1(\tilde{e}_j; \tilde{z}_j^*) \leq C_2 \left( \frac{\|\zeta^j\|_2}{\sqrt{n}} + 1 \right) \left\{ \sigma_0 \frac{\sigma}{\sqrt{n}} F(\|\tilde{E}\|_{HS}) + \tilde{A}_r \|\tilde{E}\|_{HS}^2 + \tilde{A}_r \epsilon_{m,n}^2 \right\}
\]

for all \( j \in \{1, \ldots, r\} \), with probability at least that of (5.76) with \( t = \epsilon_{m,n} \) and 2 replaced with some constant \( c_2 > 2 \), i.e. \( 1 - c_2 p_1(\epsilon_{m,n}) \). By concentration of \( \chi_n^2 \) variables and union bound, we have \( \max_j n^{-1} \|\zeta^j\|_2^2 \leq 3/2 \) with probability at least \( 1 - r \exp(-n/64) \). Putting together the pieces, we conclude that

\[
\sigma^2 \sum_{j=1}^r T_1(\tilde{e}_j; \tilde{z}_j^*) \leq C_3 \left\{ \sigma_0 \frac{\sigma}{\sqrt{n}} r F(\|\tilde{E}\|_{HS}) + \kappa \|\tilde{E}\|_{HS}^2 + \kappa \epsilon_{m,n}^2 \right\}
\]

with probability at least \( 1 - c_2 p_1(\epsilon_{m,n}) - r \exp(-n/64) \), as claimed.
5.C.5 Proof of Lemma 39

As before, the problem of bounding $T_2(\hat{e}_j)$ can be reduced to controlling $\sup_{v \in \mathcal{E}, T_2(v)}$, by invariance under orthogonal transformation. Applying Lemma 47 of Appendix 5.G with $\delta = \kappa \sqrt{nt/\sigma}$ yields

$$\sigma \sup_{v \in \mathcal{E}} \sqrt{T_2(v)} = \sup_{v \in \mathcal{E}} \frac{\sigma}{\sqrt{n}} \|Wv\|_2 \leq \sigma \left\{ \sqrt{\frac{\|\gamma\|_1}{n}} + (1 + \frac{t}{\sigma}) \sqrt{\|\gamma\|_\infty} \right\}$$

$$\leq C_1 \left\{ \frac{\sigma}{\sqrt{n}} F(t/\sqrt{8}) + \sigma t + \kappa t^2 \right\}$$

$$\leq C_1 \left\{ \frac{\sigma}{\sqrt{n}} F(t) + \sigma t + \sqrt{2}\kappa t \right\}$$

with probability at least $1 - \exp(-\kappa^2 nt^2/2\sigma^2)$, valid for all $t \leq \sqrt{2}$. Note that since $\|\hat{e}_j\|_2 \leq \sqrt{2}$ (by proper alignment), it is enough to only have a bound for $t \leq \sqrt{2}$. Recall the assumption (A1), $\sigma \leq \sqrt{\kappa}$ and by (A3), $\frac{\sigma}{\sqrt{n}} F(t) \leq \sqrt{\kappa} t$. Assuming $\kappa < 1$, we obtain

$$\sigma^2 \sup_{v \in \mathcal{E}} T_2(v) \leq C_1^2 (2\sqrt{\kappa} t + \sqrt{2}\kappa t)^2 \leq C_2 \kappa t^2$$

with the same probability. As before, applying technical Lemma 48, this time with $t_\nu = r^{-1/2} \epsilon_{m,n}$, we obtain

$$\sigma^2 T_2(\hat{e}_j) \leq C_2 \kappa \left\{ (2\|\hat{e}_j\|_2)^2 + \left( 2\frac{\epsilon_{m,n}}{\sqrt{r}} \right)^2 \right\}$$

for all $j \in \{1, \ldots, m\}$ with probability at least $1 - c_3 \exp(-\kappa^2 r^{-2} n\epsilon_{m,n}^2/2\sigma^2)$. Thus, we have

$$\sigma^2 \sum_{j=1}^r T_2(\hat{e}_j) \leq C_3 \kappa \left\{ \|\hat{E}\|_{HS}^2 + \epsilon_{m,n}^2 \right\}$$

with probability the same probability. Note that we have used $\|\hat{E}\|_{HS}^2 = \sum_j \|\hat{e}_j\|_2^2$.

Appendix 5.D Proofs for Theorem 12

In this appendix, we collect the proofs of various auxiliary lemmas involved in the proof of Theorem 12.

5.D.1 Proof of Lemma 40

By definition, each $\hat{h}_j$ lies in $\mathfrak{F}$, so that we have $\hat{h}_j = \Phi^* \left( \sum_i B_{ij} K^{-1} z_i \right)$ for some $B \in \mathbb{R}^{r \times r}$. Recalling that $[K^{-1}\bar{Z}B]_j$ denotes the $j$-th column of $K^{-1}\bar{Z}B$, we can write $\hat{h}_j =$
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\( \Phi^*[K^{-1}\hat{Z}B]_j \). Recalling the formula (5.5) for the adjoint, observe that for any \( a, b \in \mathbb{R}^m \), we have

\[
\langle \Phi^*a, \Phi^*b \rangle_{L^2} = \langle \sum_i a_i \varphi_i, \sum_j b_j \varphi_j \rangle_{L^2} = \sum_i a_i b_j \langle \varphi_i, \varphi_j \rangle_{L^2} = a^T \Theta b
\]

where \( \Theta = (\langle \varphi_i, \varphi_j \rangle_{L^2}) \in \mathbb{S}_+^m \), as previously defined in Lemma 30. Since the functions \( \{\hat{h}_j\}_{j=1}^r \) are orthonormal in \( L^2 \), we must have \( \langle \hat{h}_j, \hat{h}_k \rangle_{L^2} = [K^{-1}\hat{Z}B]_j^T \Theta [K^{-1}\hat{Z}B]_k = \delta_{jk} \), or in matrix form \( (K^{-1}\hat{Z}B)^T \Theta (K^{-1}\hat{Z}B) = I_{rxr} \). This condition can be re-written as

\[
B^T \hat{Q}B = I_{rxr} = I, \quad \text{where} \quad \hat{Q} := \hat{Z}^T K^{-1} \Theta K^{-1} \hat{Z}.
\]

Since \( \hat{h}_j - \hat{g}_j = \Phi^*[K^{-1}\hat{Z}(B - I_r)]_j \), we have \( \|\hat{h}_j - \hat{g}_j\|_{L^2}^2 = [K^{-1}\hat{Z}(B - I_r)]_j^T \Theta [K^{-1}\hat{Z}(B - I_r)]_j \), using the definition of \( \Theta \). Consequently, we obtain

\[
\sum_{j=1}^r \|\hat{h}_j - \hat{g}_j\|_{L^2}^2 = \text{tr} \{ (K^{-1}\hat{Z}(B - I))^T \Theta (K^{-1}\hat{Z}(B - I)) \} = \text{tr} \{ I + \hat{Q} - 2\hat{Q}B \},
\]

using the symmetry of \( \hat{Q} \) and the constraint \( B^T \hat{Q}B = I \). Subject to this constraint, we are free to choose \( B \) as we please; setting \( B = \hat{Q}^{-1/2} \) yields

\[
\sum_{j=1}^r \|\hat{h}_j - \hat{g}_j\|_{L^2}^2 = \text{tr} \{ (I - \hat{Q}^{1/2})^2 \} = \| I - \hat{Q}^{1/2} \|_{HS}.
\]

In order to upper bound \( \| I - \hat{Q}^{1/2} \|_{HS} \), we first control the closely related quantity \( \| I - \hat{Q} \|_{HS} \). We have

\[
\| I_r - \hat{Q} \|_{HS} = \| \hat{Z}^T K^{-1/2}(K - K^{-1/2} \Theta K^{-1/2})K^{-1/2} \hat{Z} \|_{HS}
\]

\[
\leq \| K - K^{-1/2} \Theta K^{-1/2} \|_2 \| \hat{Z}^T K^{-1/2} \hat{Z} \|_{HS}
\]

\[
\leq 2r \rho^2 D_m(\Phi), \quad (5.78)
\]

where we have used inequality (5.92), Lemma 30, the trace-smoothness condition \( \text{tr}(\hat{Z}^T K^{-1} \hat{Z}) \leq 2r \rho^2 \), and the inequality \( \| M \|_{HS} \leq \text{tr}(M) \), valid for any \( M \geq 0 \).

In order to bound \( \| I - \hat{Q}^{1/2} \|_{HS} \), we apply the inequality

\[
\| A^q - D^q \| \leq qa^{q-1}\| A - D \|, \quad 0 < q < 1,
\]

valid for any operators \( A, D \) such that \( A \succeq aI \) and \( D \succeq aI \) for some positive number \( a \), where \( \| \cdot \| \) is any unitarily invariant norm. (See Bhatia [15], equation (X.46) on p. 305). As long as \( 2r \rho^2 D_m(\Phi) \leq 1/2 \) so that the bound (5.78) implies that \( \hat{Q} \succeq 1/2I \), we may apply the inequality (5.79) with \( A = I_r, \ Q = \hat{Q}, \ a = q = 1/2 \) and \( \| \cdot \| = \| \cdot \|_{HS} \) so as to obtain the inequality \( \| I_r - \hat{Q}^{1/2} \|_{HS} \leq \frac{1}{\sqrt{2}}\| I_r - \hat{Q} \|_{HS} \), which completes the proof.
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5.D.2 Proof of Lemma 41

By definition, we have \( h_j^* = \sum_{i=1}^r E_{ij} f_i^* \) for some \( E \in \mathbb{R}^{r \times r} \). Since both \( \{h_j^*\} \) and \( \{f_j^*\} \) are assumed orthonormal in \( L^2 \), the matrix \( E \) must be orthonormal. In addition, we have \( \sum_{j=1}^r \|h_j^*\|^2_H = \sum_{j=1}^r \|f_j^*\|^2_H \leq r \rho^2 \), implying that

\[
\sum_{j=1}^r \|h_j^* - g_j^*\|^2_H \leq 2 \sum_{j=1}^r (\|h_j^*\|^2_H + \|g_j^*\|^2_H) \leq 2(r \rho^2 + 2r \rho^2) = 6r \rho^2
\]

where we have used the fact that \( \sum_{j=1}^r \|g_j^*\|^2_H = \sum_{j=1}^r \|z_j^*\|^2_K \leq 2r \rho^2 \).

Recall the argument leading to the bound (5.55); applying this same reasoning to the pair \( (h_j^*, g_j^*) \) with the choices \( A^2 = \sum_{j=1}^r \|h_j^* - g_j^*\|^2_H \) and \( B^2 = 6r \rho^2 \) leads to

\[
\sum_{j=1}^r \|h_j^* - g_j^*\|^2_{L^2} \leq c_1 \sum_{j=1}^r \|h_j^* - g_j^*\|^2_B + 6r \rho^2 S_m(\Phi).
\]

It remains to bound the term \( \sum_{j=1}^r \|h_j^* - g_j^*\|^2_B \). Recalling that \( \Phi f_i^* = z_i^* \), we note that \( \Phi h_j^* = \sum_i E_{ij} z_i^* = [Z^* E]_j \). It follows that \( \sum_{j=1}^r \|h_j^* - g_j^*\|^2_B = \|Z^* E - \tilde{Z}^*\|^2_{HS} \). Since \( \text{Ra}(Z^*) = \text{Ra}(\tilde{Z}^*) \), there exists a matrix \( R \in \mathbb{R}^{r \times r} \) such that \( Z^* = \tilde{Z}^* R \). Letting \( V_1 Y V_2^T \) denote the SVD of \( R \), we have

\[
\|Z^* E - \tilde{Z}^*\|_{HS} = \|RE - I_r\|_{HS} = \|R - E^T\|_{HS} = \|V_1 Y V_2^T - E^T\|_{HS},
\]

where we have used the unitary invariance of the Hilbert-Schmidt norm. Take \( E^T = V_1 V_2^T \) which is orthogonal, hence a valid choice. By unitary invariance, we have \( \|Z^* E - \tilde{Z}^*\|_{HS} = \|Y - I_r\|_{HS} \). We now apply inequality (5.79) with \( a = q = 1/2 \), \( A = Y^2 \), \( D = I_r \), \( \| \| = \| \|_{HS} \). The condition \( r C_m(f^*) \leq 1/2 \) implies \( Y^2 \geq 1/2 I_r \). (See Appendix 5.B.3, in particular the argument following (5.68).) Consequently, we have \( \|Y - I_r\|_{HS} \leq \frac{1}{\sqrt{2}} \|Y^2 - I_r\|_{HS} \leq \frac{1}{\sqrt{2}} \|Z^T Z^* - I_r\|_{HS} \), where we have used \( V_2 Y V_2^T = R^T R = Z^T Z^* \). Recalling that \( \|Z^T Z^* - I_r\|_{HS} \leq r C_m(f^*) \) and putting together the pieces, we obtain the stated inequality (5.58).

Appendix 5.E Proofs for Theorems 13 and 14

In this appendix, we prove various lemmas that are involved in the proofs of the lower bounds given in Theorems 13 and 14.

5.E.1 Proof of Lemma 42

Let us introduce the shorthand notation \( u = \Phi(f) \) and \( v = \Phi(g) \). Under the model \( \mathbb{P}_f \), for each \( i = 1, 2, \ldots, n \), the vector \( y_i \in \mathbb{R}^m \) has a zero-mean Gaussian distribution with
covariance matrix $\Sigma_f := uu^T + \sigma_m^2 I$. Similarly, under the model $P_g$, it is zero-mean Gaussian with covariance $\Sigma_g := vv^T + \sigma_m^2 I$. Since the data is i.i.d. and using standard formula for the Kullback-Leibler divergence between multivariate Gaussian distributions, we have

$$\frac{2}{n} D(P_f \| P_g) = \log \frac{\det \Sigma_g}{\det \Sigma_f} + \text{tr}(\Sigma_g^{-1} \Sigma_f) - m.$$ Since $\|u\|_2 = \|v\|_2$ by construction, the matrices $\Sigma_f$ and $\Sigma_g$ have the same eigenvalues, and so the first term vanishes. Using the matrix inversion formula, we have

$$\frac{2}{n} D(P_f \| P_g) + m = \langle \sigma_m^2 I + vv^T \rangle^{-1}, \sigma_m^2 I + uu^T \rangle = \langle \sigma_m^{-2} I - \sigma_m^{-4} \frac{vv^T}{1 + \|v\|^2 \sigma_m^{-2}}, \sigma_m^2 I + uu^T \rangle.$$ Using the fact that $\|u\|_2 = \|v\|_2 =: a$ implies

$$\frac{2}{n} D(P_f \| P_g) = \sigma_m^{-2} a^2 - \frac{\sigma_m^{-2} a^2}{1 + a^2 \sigma_m^{-2}} - \frac{\sigma_m^{-4} (a^2 + \langle u, v \rangle)}{1 + a^2 \sigma_m^{-2}} \leq \frac{\sigma_m^{-4}}{2} \frac{\|u - v\|^2}{2}.$$ Since $|\langle u, v \rangle| \leq a^2$ by Cauchy-Schwarz, we have $a^2 + \langle u, v \rangle \leq 2a^2$, and hence

$$\frac{2}{n} D(P_f \| P_g) \leq \frac{a^2 \sigma_m^{-2}}{1 + a^2 \sigma_m^{-2}} \frac{\|u - v\|^2}{2} \leq \frac{\|u - v\|^2}{\sigma_m^2},$$ as claimed.

### 5.E.2 Proof of Lemma 43

As previously observed, any function $f \in \text{Ra}(\Phi^*) \cap B_H(1)$ can be represented by a vector in the ellipse $E := \{ \theta \in \mathbb{R}^m \mid \sum_{j=1}^m \theta_j^2 / \tilde{\mu}_j \leq 1 \}$ such that $\|f\|_\Phi = \|\theta\|_2$. The proofs of both parts (a) and (b) exploit this representation.

(a) Note that the ellipse $E$ contains the $\ell_2^m$-ball of radius $\sqrt{\mu_m}$. It is known [68] that there exists a $1/2$ packing of the $\ell_2^m$-ball which has at least $M = 4^m$ elements, all of which have unit norm. By rescaling this packing by $\frac{\sigma_0}{\sqrt{n}}$, we obtain a collection of $M$ vectors $\{\theta^1, \ldots, \theta^M\}$ such that

$$\|\theta^i\|_2 = \frac{\sigma_0}{n} \quad \text{and} \quad \|\theta^i - \theta^j\|_2 \geq \frac{\sigma_0}{4n}, \quad \text{for all } i \neq j \in [M].$$

The condition $m \leq (c_0 n)^{1/2}$ implies that $\|\theta^i\|_2 \leq (c_0 \sigma_0^2) m^{-2\alpha} \leq \tilde{\mu}_m$, where the second inequality follows since by assumption (A1) we can take $\sigma_0^2$ sufficiently small. Thus, these vectors are also contained within the ellipse $E$, even after we rescale them further by $1/4$, which establishes the claim.

(b) This part makes use of the elementary inequality

$$k \log k - k \leq \sum_{j=1}^k \log j \leq (k + 1) \log(k + 1) - (k + 1). \quad (5.80)$$
We use known results on the entropy numbers of diagonal operators, in particular for the operator mapping the $\ell_2$-ball to the ellipse $E$. By assumption, we have $\hat{\mu}_j^{2\alpha} \in [c_\ell, c_u]$ for all $j = 1, 2, \ldots, m$. By Proposition 1.3.2 of [28] with $p = 2$, we have

$$\log N_\Phi(\epsilon; E) \leq \max_{k=1,2,\ldots,m} \left\{ \frac{1}{2} \sum_{j=1}^k \log \hat{\mu}_j + k \log(1/\epsilon) \right\} + \log 6$$

$$\leq \max_{k=1,2,\ldots,m} \left\{ -\alpha \sum_{j=1}^k \log j + k \log(1/\epsilon) \right\} + \log(6c_u)$$

$$\leq \max_{1 \leq k \leq m} f(k) + \log(6c_u),$$

where $f(k) = \alpha(k - k \log k) + k \log(1/\epsilon)$. Since $f'(k) = -\alpha \log k + \log(1/\epsilon)$, the optimum is achieved for $k^* = (1/\epsilon)^{1/\alpha}$, and has value $f(k^*) = \alpha(1/\epsilon)^{1/\alpha}$, which establishes the claim.

In the other direction, for all $k \in \{1, 2, \ldots, m\}$, we have

$$\log M_\Phi(\epsilon; E) \geq \frac{1}{2} \sum_{j=1}^k \log \hat{\mu}_j + k \log(1/\epsilon) \geq -\alpha \sum_{j=1}^k \log j + k \log(1/\epsilon) + \log c_\ell.$$
We prove a bound for the random vector \( \xi := n^{-1} \sum_{i=1}^{n} \beta_i w_i \in \mathbb{R}^m \), where \( \beta_i \sim N(0, 1) \), independent of \( w_i \sim N(0, I_m) \), and the pairs \((\beta_i, w_i)\) i.i.d. for \( i = 1, \ldots, n \).

**Lemma 45.** For all \( t \geq 0 \), we have

\[
\mathbb{P} \left[ \frac{\|Q^{1/2} \sum_{i=1}^{n} \beta_i w_i\|_2}{\|\beta\|_2} > \sqrt{\text{tr}(Q)} + t \sqrt{\|Q\|} \right] \leq \exp(-t^2/2),
\]

where \( \beta = (\beta_1, \ldots, \beta_n) \).

**Proof.** Define \( \theta := \beta / \|\beta\|_2 \), and observe that \( \theta \) is uniformly distributed on the sphere \( S^{n-1} \), independent of \( (w_i) \); we use \( \sigma^{n-1} \) to denote this uniform distribution. The claim is a deviation bound for \( \|Q^{1/2} \sum_{i=1}^{n} \theta_i w_i\|_2 \). With \( \theta \) held fixed, we have \( \tilde{w} := \sum_{i=1}^{n} \theta_i w_i \sim N(0, I_m) \). The map \( \tilde{w} \mapsto \|Q^{1/2} \tilde{w}\|_2 \) is Lipschitz, from \( \ell_2^m \) to \( \mathbb{R} \), with Lipschitz constant bounded by \( \|Q^{1/2}\| = \sqrt{\|Q\|} \). Hence, by concentration of the canonical Gaussian measure in \( \mathbb{R}^m \), with \( \theta \) held fixed, we have

\[
\mathbb{P} \left[ \|Q^{1/2} \tilde{w}\|_2 \geq \mathbb{E} \|Q^{1/2} \tilde{w}\|_2 + t \sqrt{\|Q\|} \right] \leq \exp(-t^2/2).
\]

Since this bound holds for all realizations of \( \theta \), the tower property implies that the same bound holds unconditionally. Finally, from the bound (5.81), we have \( \mathbb{E} \|Q^{1/2} \tilde{w}\|_2 \leq \sqrt{\text{tr}(Q)} \), from which the claim follows. \( \square \)

We now turn to bounding \( \|Q^{1/2}(n^{-1} \sum_i \eta_i w_i - u)\|_2 \), where \( u \in \mathbb{R}^m \) is some fixed vector. Let us patch \( u \) with \( u_2, \ldots, u_m \) so that \( \{u, u_2, \ldots, u_m\} \) is an orthonormal basis for \( \ell_2^m \). Let us define the function \( \zeta : \mathbb{R}^n \setminus \{0\} \to \mathbb{R} \) as \( \zeta(x) := \frac{n^{-1} \|x\|_2^2 - 1}{\frac{\|x\|_2^2}{n}} \). With this notation, we have the following:

**Lemma 46.** Let \( u \in S^{m-1} \) and assume that \( U := (u \ U_2) = (u \ u_2 \ \cdots \ u_m) \in \mathbb{R}^{m \times m} \) is orthogonal. Let \((w_i, \eta_i) \in \mathbb{R}^{m+1}\) be i.i.d. Gaussian random vectors for \( i = 1, \ldots, n \) with distribution

\[
\begin{bmatrix} w_i \\ \eta_i \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} I_m & u^T \\ u & 1 \end{bmatrix} \right).
\]

Then for all \( t \geq 0 \),

\[
\mathbb{P} \left[ \|Q^{1/2}(n^{-1} \sum_{i=1}^{n} \eta_i w_i - u)\|_2 \geq (1 + \frac{\|\eta\|_2}{\sqrt{n}}) (\sqrt{\frac{\text{tr}(Q)}{n}} + t \sqrt{\|Q\|}) \right] \leq 2 \exp(-n t^2/16),
\]

where \( \eta = (\eta_1, \ldots, \eta_n) \).
Proof. Since the pair \((w_i, \eta)\) is jointly Gaussian, vectors \(\{w_i\}\) conditioned on \(\eta = (\eta_i)\) are i.i.d. Gaussian with \(\mathbb{E}[w_i | \eta_i] = \eta_i u\) and \(\text{cov}(w_i | \eta_i) = I_m - uu^T\). Consequently, conditioned on \(\eta\), the variable \(\tilde{w}_\eta := n^{-1} \sum \eta_i w_i - u\) is Gaussian with mean \(u(n^{-1} \|\eta\|^2_2 - 1)\) and covariance \(n^{-2} \|\eta\|_2^2 (I_m - uu^T)\). Consequently, for \(\tilde{w}_\eta := \tilde{w}_\eta / (n^{-1} \|\eta\|_2)\), we have

\[
U^T \tilde{w}_\eta \sim N\left(\begin{bmatrix} 1 \\ 0 \end{bmatrix} \zeta(\eta), \begin{bmatrix} 0 & 0 \\ 0 & I_{m-1} \end{bmatrix}\right),
\]

where we have used \(U^T u = (1, 0)\). Note that \(U^T \tilde{w}_\eta\) is actually a degenerate Gaussian vector, so that we can write \(U^T \tilde{w}_\eta = (\zeta(\eta), w')\), for some \(w' \sim N(0, I_{m-1})\).

Defining \(\tilde{Q} := U^T Q U\), we have

\[
\|Q^{1/2} \tilde{w}_\eta\|_2 = \|U^T Q^{1/2} U U^T \tilde{w}_\eta\|_2 = \|\tilde{Q}^{1/2} U^T \tilde{w}_\eta\|_2 = \|\tilde{Q}^{1/2} \begin{bmatrix} \zeta(\eta) \\ w' \end{bmatrix}\|_2.
\]

The map \(w' \mapsto \|\tilde{Q}^{1/2} \begin{bmatrix} \zeta(\eta) \\ w' \end{bmatrix}\|_2\) is Lipschitz, from \(\ell_{m-1}^{n-1}\) to \(\mathbb{R}\), with Lipschitz constant bounded by \(\|\tilde{Q}^{1/2}\| = \|Q^{1/2}\| = \sqrt{\|Q\|}\). By concentration of canonical Gaussian measure in \(\mathbb{R}^{m-1}\), we have

\[
\mathbb{P}\left[\|Q^{1/2} \tilde{w}_\eta\|_2 = \mathbb{E}\|Q^{1/2} \tilde{w}_\eta\|_2 > t\sqrt{\|Q\|} \mid \eta\right] \leq \exp(-t^2/2).
\]

Define the function \(\kappa(\eta) := \langle Q, I_n + (\zeta^2(\eta) - 1) uu^T\rangle\). Applying the inequality (5.81) with \(\xi = \begin{bmatrix} \zeta(\eta) \\ w' \end{bmatrix}\) and \(\tilde{Q}\) instead of \(Q\), we obtain

\[
\mathbb{E}\|Q^{1/2} \tilde{w}_\eta\|_2 = \mathbb{E}\|\tilde{Q}^{1/2} \begin{bmatrix} \zeta(\eta) \\ w' \end{bmatrix}\|_2 \leq \left\{\text{tr} \left(\tilde{Q} \begin{bmatrix} \zeta^2(\eta) & 0 \\ 0 & I_{m-1} \end{bmatrix}\right)\right\}^{1/2} = \sqrt{\kappa(\eta)}.
\]

Since \(Q \succeq 0\), we have

\[
\kappa(\eta) = \text{tr} Q + [\zeta^2(\eta) - 1] u^T Q u \leq \text{tr} Q + \zeta^2(\eta) u^T Q u \leq \text{tr}(Q) + \zeta^2(\eta) \|Q\|.
\]

Applying the inequality \(\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}\) yields \(\sqrt{\kappa(\eta)} \leq \sqrt{\text{tr}(Q)} + |\zeta(\eta)| \sqrt{\|Q\|}\). Consequently, we have the conditional bound,

\[
\mathbb{P}\left\{\left\|Q^{1/2} (n^{-1} \sum_{i=1}^n \eta_i w_i - u)\|_2 > \sqrt{\text{tr}(Q)} + (\sqrt{n}t + |\zeta(\eta)|) \sqrt{\|Q\|} \mid \eta\right\} \leq \exp(-nt^2/2).
\]

(5.83)

By \(\chi^2\)-tail bounds, we have \(\mathbb{P}[|\|\eta\|_2^2 - 1| \geq t] \leq \exp(-n^{t^2/16})\). Conditioned on the complement of this event, we have \(|\zeta(\eta)| \leq \frac{t}{n^{1/2}}\|\eta\|_2\), and hence conditioning also on the complement of the event in bound (5.83), we are guaranteed that

\[
\|Q^{1/2} (n^{-1} \sum_{i=1}^n \eta_i w_i - u)\|_2 \leq n^{-1} \|\eta\|_2 \left\{\sqrt{\text{tr}(Q)} + (\sqrt{n}t + \frac{t}{n^{-1} \|\eta\|_2}) \sqrt{\|Q\|}\right\}
\]

\[
\leq \left(1 + \frac{\|\eta\|^2}{\sqrt{n}}\right) \left(\sqrt{\frac{\text{tr}(Q)}{n}} + t \sqrt{\|Q\|}\right),
\]

with probability at least \(1 - 2 \exp(-n^{t^2/16})\).

\(\square\)
Appendix 5.G  Bounding an operator norm of a Gaussian matrix

Given a sequence positive numbers \( \{\gamma_i\}_{i=1}^m \), consider the \( \mathcal{E}_\gamma := \{v \in \mathbb{R}^m : \sum_{i=1}^m \gamma_i^{-1}v_i^2 \leq 1\} \). In this appendix, we derive an upper bound on the operator norm of a standard Gaussian random matrix \( W \in \mathbb{R}^{n \times m} \), viewed as an operator from \( \mathbb{R}^m \) equipped with the norm induced by \( \mathcal{E}_\gamma \), to \( \mathbb{R}^n \) equipped with the standard Euclidean norm \( \| \cdot \|_2 \).

**Lemma 47.** Let \( W \in \mathbb{R}^{n \times m} \) be a standard Gaussian matrix. Then for all \( t \geq 0 \),

\[
\mathbb{P} \left[ \sup_{v \in \mathcal{E}_\gamma} \|Wv\|_2 > \sqrt{\|\gamma\|_1} + (\sqrt{n} + t)\sqrt{\|\gamma\|_\infty} \right] \leq \exp \left( -\frac{t^2}{2} \right). \tag{5.84}
\]

**Proof.** Let \( S^{n-1} := \{u \in \mathbb{R}^n : \|u\|_2 = 1\} \) denote the Euclidean unit sphere in \( \mathbb{R}^n \). Defining \( \mathcal{S} = \{s = (u, v) \mid u \in S^{n-1}, v \in \mathcal{E}_\gamma\} \), consider the Gaussian process \( \{Z_s\}_{s \in \mathcal{S}} \) where \( Z_s = \langle W, uv^T \rangle \). By construction, we have \( \sup_{v \in \mathcal{E}_\gamma} \|Wv\|_2 = \sup_{s \in \mathcal{S}} Z_s \). Our approach is to use Slepian’s comparison for Gaussian processes [66] in order to bound \( \mathbb{E}[\sup_{s \in \mathcal{S}} Z_s] \) by \( \mathbb{E}[\sup_{u \in S^{n-1}} X_u] \), where \( X_u \) is a second Gaussian process. Concretely, we define \( X_u := \sqrt{\|\gamma\|_\infty} \langle u, g \rangle + \langle v, h \rangle \), where \( g \) and \( h \) are independent canonical Gaussian vectors in \( \mathbb{R}^n \) and \( \mathbb{R}^m \), respectively. Let \( s = (u, v) \) and \( s' = (u', v') \) belong to \( \mathcal{S} \); by an elementary calculation, we have

\[
\mathbb{E}[(Z_s - Z_{s'})^2] = \|uv^T - u'v'^T\|_{HS}^2 \leq \|\gamma\|_\infty \|u - u'\|_2^2 + \|v - v'\|_2^2 = \mathbb{E}[(X_s - X_{s'})^2],
\]

Consequently, we may apply Slepian’s lemma to conclude

\[
\mathbb{E}[\sup_{s \in \mathcal{S}} Z_s] \leq \mathbb{E}[\sup_{u \in S^{n-1}} X_u] = \sqrt{\|\gamma\|_\infty} \mathbb{E}[\sup_{u \in S^{n-1}} \langle u, g \rangle] + \mathbb{E}[\sup_{v \in \mathcal{E}_\gamma} \langle v, h \rangle] = \sqrt{\|\gamma\|_\infty} \mathbb{E}[\|g\|_2] + \mathbb{E}[\|Q^{1/2}h\|_2] \leq \sqrt{\|\gamma\|_\infty} \sqrt{n} + \sqrt{\|\gamma\|_1},
\]

where the final inequality follows by Jensen’s inequality, and the relation \( \text{tr}(Q) = \|\gamma\|_1 \).

Finally, we note that \( \|W\|_{\mathcal{E}_\gamma, B_2} = \sup_{v \in \mathcal{E}_\gamma} \|Wv\|_2 \) is a Lipschitz function of the Gaussian matrix \( W \), viewed as a vector in \( \ell_2^{mn} \) with Lipschitz constant \( \sqrt{\|\gamma\|_\infty} \). Indeed, it is straightforward to verify that \( \sup_{v \in \mathcal{E}_\gamma} \|Wv\|_2 - \sup_{v' \in \mathcal{E}_\gamma} \|W'v'\|_2 \leq \|W - W'\|_{HS} \sqrt{\|\gamma\|_\infty} \) so that the claim follows by concentration of the canonical Gaussian measure in \( \ell_2^{mn} \) (e.g., see Ledoux [65]).

**Appendix 5.H  A uniform law**

In this appendix, we state and prove a technical lemma used in parts of our analysis. Consider some subset \( \mathcal{D} \) of \( \mathbb{R}^m \). Let \( \nu \) be an index taking values in some index set \( \mathcal{I} \). We assume that
$\nu$ is indexing a collection of random (noise) matrices $\Delta_\nu$. Suppose that there is a collection of nonnegative nondecreasing (possibly random) functions $r_\nu : [0, \infty) \to [0, \infty)$ such that for all $t \geq 0$ and $\nu \in I$

$$\mathbb{P}\left\{ \sup_{v \in \mathcal{D}, \|v\|_2 \leq t} G(v; \Delta_\nu) > r_\nu(t) \right\} \leq c_1 \exp[-c_2 \theta_\nu(t \wedge t^2)],$$

(5.85)

where $\theta_\nu, \nu \in I$ are some positive numbers and $G$ is some function.

**Lemma 48.** Under (5.85) and for any collection $\{t_\nu\}_{\nu \in I}$ such that $\inf_{\nu \in I} \theta_\nu(t_\nu \wedge t_\nu^2) > 0$, we have for any $\nu \in I$,

$$\sup_{v \in \mathcal{D}} [G(v; \Delta_\nu) - r_\nu(2\|v\|_2)] \leq r_\nu(2t_\nu).$$

(5.86)

with probability at least $1 - c_1 \exp[-c_2 \theta_\nu(t_\nu \wedge t_\nu^2)]$.

**Proof.** The proof is based on a peeling argument (e.g., [93]). Define $c := \inf_{\nu \in I} \theta_\nu t_\nu^2$, and fix some $\nu \in I$. First, note that as $v$ varies over $\mathcal{D}$, the function $v \mapsto \|v\|_2 \lor t_\nu$ varies over $[t_\nu, \infty)$. Define, for $s \in \{1, 2, \ldots\}$,

$$\mathcal{D}_s := \left\{ v \in \mathcal{D} : 2^{s-1} t_\nu \leq (\|v\|_2 \lor t_\nu) < 2^s t_\nu \right\}.$$  

We have $\mathcal{D} = \bigcup_{s=1}^{\infty} \mathcal{D}_s$. If there exists $v \in \mathcal{D}$ such that

$$G(v, \Delta_\nu) > r_\nu(2\|v\|_2 \lor 2t_\nu),$$

(5.87)

then there exist $s \in \{1, 2, \ldots\}$ and $\mathcal{D}_s \ni v$ such that (5.87) holds for $v$. Using union bound,

$$\mathbb{P}\left( \exists v \in \mathcal{D} : G(v, \Delta_\nu) > r_\nu(2\|v\|_2 \lor 2t_\nu) \right) \leq \sum_{s=1}^{\infty} \mathbb{P}\left( \exists v \in \mathcal{D}_s : G(v, \Delta_\nu) > r_\nu(2\|v\|_2 \lor 2t_\nu) \right).$$

For $v \in \mathcal{D}_s$, (5.87) implies

$$G(v, \Delta_\nu) > r_\nu(2\|v\|_2 \lor 2t_\nu) \geq r_\nu(2 \cdot 2^{s-1} t_\nu) = r_\nu(2^s t_\nu)$$

where we have used $r_\nu$ being increasing. Since $\mathcal{D}_s \subset \{v : \|v\|_2 < 2^s t_\nu\}$, we conclude that

$$\mathbb{P}\left( \exists v \in \mathcal{D} : G(v, \Delta_\nu) > r_\nu(2\|v\|_2 \lor 2t_\nu) \right) \leq \sum_{s=1}^{\infty} \mathbb{P}\left( \sup_{\|v\|_2 < 2^s t_\nu} G(v, \Delta_\nu) > r_\nu(2^s t_\nu) \right)$$

$$\leq \sum_{s=1}^{\infty} \exp[-\theta_\nu 2^s (t_\nu \wedge t_\nu^2)]$$

from assumption (5.85). The last summation is bounded above by

$$\sum_{k=1}^{\infty} \exp[-\theta_\nu k (t_\nu \wedge t_\nu^2)] = \frac{e^{-\theta_\nu (t_\nu \wedge t_\nu^2)}}{1 - e^{-\theta_\nu (t_\nu \wedge t_\nu^2)}} \leq \frac{e^{-\theta_\nu (t_\nu \wedge t_\nu^2)}}{1 - e^{-c}} = C e^{-\theta_\nu (t_\nu \wedge t_\nu^2)}.$$  

We get the assertion by noting that for $a, b \geq 0$, $r_\nu(a \lor b) = r_\nu(a) \lor r_\nu(b) \leq r_\nu(a) + r_\nu(b)$ because $r_\nu$ is assumed to be nondecreasing and nonnegative. \qed
Appendix 5.I Some useful matrix-theoretic inequalities

Fan’s inequality states that for symmetric matrices $A$ and $B$ and eigenvalues ordered as $\lambda_1(A) \geq \ldots \geq \lambda_m(A)$ (and similarly for $B$), we have $\text{tr}(AB) \leq \sum_{i=1}^{m} \lambda_i(A)\lambda_i(B)$. As a consequence, for a symmetric matrix $B$ and symmetric matrix $A \succeq 0$, we have

$$\lambda_{\min}(B) \text{tr}(A) \leq \text{tr}(AB) \leq \lambda_{\max}(B) \text{tr}(A). \quad (5.88)$$

It follows that for a symmetric matrix $D \succeq 0$ and $R \in \mathbb{R}^{r \times r}$, we have

$$\lambda_{\min}(R^T R) \text{tr}(D) \leq \text{tr}(DRR^T) = \text{tr}(R^T DR) \leq \lambda_{\max}(R^T R) \text{tr}(D), \quad (5.89)$$

where we have used the fact that $R^T R$ and $RR^T$ have the same eigenvalues.

For $B \succeq 0$, we have

$$\lambda_{\min}(B) \lambda_j^\downarrow(R^T R) \leq \lambda_j^\downarrow(R^T BR) \leq \lambda_{\max}(B) \lambda_j^\downarrow(R^T R), \quad (5.90)$$

which can be established using the classical min-max formulation of the $j^{th}$ eigenvalue—namely

$$\lambda_j^\downarrow(C) = \max_{\mathcal{M}: \dim(\mathcal{M})=j} \min_{x \in \mathcal{M} \cap S^{r-1}} z^T C z \quad (5.91)$$

where the maximum is taken over all $j$-dimensional subspaces of $\mathbb{R}^k$. Finally, the inequality (5.90) implies that

$$\|R^T BR\|_{HS} \leq \|B\|_2 \|R^T R\|_{HS}. \quad (5.92)$$
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