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ABSTRACT OF THE DISSERTATION

Event-related potential (ERP) studies of the role of working memory, selective attention, and attentional efficiency in language acquisition and comprehension

by
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University of California, San Diego, 2015

Professor Robert Kluender, Chair

Language researchers have long been interested in the extent to which performance factors play a central role in language use, and how these factors interact with linguistic representations of the competence grammar. Here I address this issue in three ERP experiments, investigating the role that domain-general neuro-cognitive systems play in language acquisition and comprehension.

In Experiment 1, I test the hypothesis that the formation of both long-distance syntactic dependencies and referential dependencies is underpinned by the same cognitive operations. I show that second elements in each dependency type elicit
brain responses associated with the domain-general working memory system. Though the constraints on the formation of these two dependency types have traditionally been treated as distinct in the theoretical literature, I show that the same basic working memory processes are operative in each case. Nonetheless, subtle differences in the brain responses elicited are consistent with construction-specific properties of these dependencies as well.

In Experiment 2, I employ a traditional training-testing paradigm to show that selective attention plays a subtle, nuanced role in implicit language learning. After an hour of training, the brain showed domain-general responses consistent with implicit learning of grammatical systems unattended during training, though behavioral performance on judging the grammaticality of violations of these systems remained below chance, suggesting that the representations generated under brief implicit learning conditions are not sufficiently robust to influence behavior. I discuss these results in the context of studies of both implicit learning of non-linguistic information and those investigating second-language learning of grammatical and semantic information.

Lastly, in Experiment 3, I utilize a sentence-processing experiment and a task that measures attentional efficiency and show that the elicitation of early negativity (or eLAN) in sentence-processing contexts depends to a large degree on attentional efficiency, and therefore that these brain responses are not underlyingly linguistic, but should rather be interpreted as attentional modulations of domain-general N100 responses.
In general, I contend that the notion of “linguistic ERP components” may be misguided, and that what initially appear as language-specific responses should rather be interpreted as indices of domain-general cognitive systems operating over structured, statistically rich linguistic input.
INTRODUCTION

Early linguistic theorizing, based on the pioneering work of Noam Chomsky in the mid 20th century, posited a fully specified, highly articulated, and innately specified Universal Grammar to account for the acquisition of linguistic competence, i.e. the knowledge of a language possessed by a native speaker, and the subsequent use of this knowledge. This detailed linguistic competence, argued to be largely invariant across speakers, was claimed to be independent of *performance* factors (such as memory and attention), in other words the cognitive factors that constrain the efficiency of language use. These factors, more recently referred to as “third factors,” (see below), do vary considerably across individuals, and can account for the large amount of variability in language behaviors. However, these performance factors were largely relegated to the periphery in this theoretical framework. In this dissertation I aim to show that such factors are more central to the architecture of the language system and language behaviors than was originally assumed\(^1\) and fact, I will argue that the cognitive systems underlying these performance factors actually form hard-wired interfaces with the language system. Proponents of the theory of Universal Grammar argue that certain (core) aspects of grammatical knowledge are innate and therefore constitute a part of our biological endowment. Under this original set of nativist assumptions, this genetically encoded knowledge is central to the process via which language users move from a start state, through the process of language acquisition, to an end state in which they possess full knowledge of their native language(s).

---

\(^1\) It should be noted however that the importance of these factors has recently given a more central role in the literature, as discussed below.
In this view, the cognitive operations performed over linguistic representations are argued to be domain-specific. In the context of this terminology, “domain” simply refers to a type of input (language, visual stimuli, tactile stimulation, etc.), and “specific” refers to any process whose operations are restricted to a single input domain (in this case, language). Early arguments in support of this position were that the language input present in the environment is too sparse and perceptually degraded for language to be successfully acquired (the poverty of the stimulus argument), that there is a lack of negative evidence to guide language learning (parents rarely correct their children’s errors), and that children acquire language rapidly and effortlessly with minimal instruction. In sum, the claim is that language is simply too complex a cognitive system to be learned and therefore there must be something encoded in the genome, that functions to guide the process of language acquisition.

While in recent years strong version of this position has begun to fall out of favor, there are still many researchers who adhere to (at least some form of) the theory of Universal Grammar (e.g. Boeckx & Grohmann, 2007; Boeckx & Longo, 2011; Boeckx, 2013). However, during the last decade of the 20th century, a substantial amount of research, discussed in detail below, began to emerge that questioned the extent to which language was in fact un-learnable, as had previously been asserted. To be clear, if it in fact could be shown that language is learnable, then there would be no (or at least less of a) need for the theory of Universal Grammar to account for the acquisition of linguistic competence. This research program demonstrated the existence of powerful and flexible mechanisms that could be utilized during the learning of any complex and statistically rich system (including language) containing learnable
regularities, and therefore could account for language acquisition without recourse to the existence of highly specified linguistic knowledge. Put simply, this research suggests that language is learnable. These accounts are consistent with the notion that the acquisition of linguistic competence and the application of this knowledge during language use can be accounted for with *domain-general* mechanisms (“general” in this sense referring to mechanisms whose operations are not performed over a single input domain). These mechanisms are not specific to language but are applied in a general fashion across cognitive (and sensorimotor) domains as we learn from the world by taking advantage of its complex structure.

While all of these learning mechanisms and process of (linguistic) data analysis and the constraints on their application have no doubt been incompletely described, evidence for a number of them has been comprehensively demonstrated and replicated across studies. Examples of these abilities include statistical/distributional learning at multiple linguistic levels (Saffran, 1996; Saffran, 2001; Saffran, 2002; Saffran & Wilson, 2003; Thompson & Newport, 2007; Wonnacott et al., 2008), categorical perception (Eimas et al., 1971; Juscycck et al., 1999), and application of the mutual exclusivity constraint (Markman & Wachtel, 1988). Additional support for the domain-general nature of these learning mechanisms comes from observations that they can be engaged during the learning of *non-linguistic* information: categorical perception has been demonstrated with tonal stimuli (Creel et al., 2004) as well as during the processing of color information and facial expressions (Roberson et al., 1999). Furthermore statistical learning of visual shape information has been observed in many studies (e.g. Fiser & Aslin, 2001; Fiser et al., 2002). In addition, the existence of these
learning mechanisms has been documented in other species, providing further evidence that they are not specific to language. It has been shown that cotton-top tamarins (Hauser et al., 2001) can use statistical cues to segment “words” from a continuous speech stream, that both chinchillas (Kuhl & Miller, 1978) and cotton-top tamarins have the ability to categorically perceive continuous linguistic stimuli (Ramus et al., 2000), and that canines have the ability to apply the mutual exclusivity constraint to learn the referents of words (Kaminski et al., 2004) often after single exposure to the word (“fast mapping”). Perhaps even more strikingly, recently researchers have observed rudimentary combinatorial abilities, long thought to be unique to human language, in Campbell’s monkeys (Outtarra et al., 2009).

In sum, these observations demonstrate that (i) at least some aspects of language are learnable via the application of powerful domain-general learning mechanisms, (ii) that these learning mechanisms also operate over non-linguistic input, and (iii) that the rudiments of these abilities can be found in non-human species. As stated above, these observations have led many researchers to argue that there is no need to posit the existence of species-specific genetically encoded linguistic knowledge to explain the emergence of linguistic competence, if this competence can in fact be derived from the actions of general learning mechanisms operating over linguistic input. In other words, it appears that language is a new machine built out of old “parts.”

In more recent work, proponents of the theory of Universal Grammar have begun to refer to these types of mechanisms as “third factors” (see for example Boeckx, 2008; Chomsky, 2005; Trotzke et al., 2013). These theorists have argued that these third factors are “computational systems not specific to language” (Trotzke et al., 2013:3),
and “principles of data analysis that might be used in language acquisition and in other
domains […] including principles of developmental constraints” (Chomsky, 2005:6).
Following from these claims, it has been argued that the role of these third factors has
“led to a much less specified view of the genetic endowment of language (UG)”
(Trotzke et al., 2013:3), and therefore “an architecture of grammar that is more
plausible biologically than a fully specified, highly specific UG” (Boeckx, 2008: 14).
Nonetheless, even with a developing account of the interaction between UG and these
third factors, (language specific) principles such as recursive (internal and external)
Merge, binary branching structures, the valued-undervalued distinction, and the
distinction between heads and complements are still argued to be part of UG and
therefore innately specified. Though this position no doubt represents an improvement
over initial descriptions of the contents of an innately specified Universal Grammar, it
remains the case that supporters of this position still contend that language-specific
information is innately specified.

Below I discuss Event-Related Potential (ERP) studies of language processing,
the results of which are relevant to the debate as to the domain-specific or domain-
general mechanisms underlying language use. The results of the experiments described
in this dissertation bear directly on this issue, providing further support for domain-
general accounts of language acquisition and on-line processing of linguistic input.

Ever since the seminal work of Marta Kutas and Steven Hillyard in the early
1980s (e.g. Kutas & Hillyard 1980, 1983), there has been an explosion of ERP research
investigating online language comprehension (see Kutas et al., 2006 for a
comprehensive review of language-related ERP research). During an ERP experiment,
participants are presented with linguistic stimuli while their continuous 
electroencephalogram (EEG) is recorded. The EEG reflects the synchronous electrical 
activity of thousands of spatially aligned pyramidal neurons and the resulting post-
synaptic field potentials generated by this activity. After the completion of the 
experiment, the brain’s response to multiple instances of the same experimental 
condition is averaged, thus eliminating noise unrelated to linguistic processing, and 
yielding a series of positive and negative voltage deflections. The resulting waveforms 
are known as the ERP. These voltage deflections, time-locked to the stimulus of 
interest, are referred to as components, which differ in terms of their polarity, peak 
latency, and distribution at the scalp. ERPs are thus a multi-dimensional measure, and 
differences in the parameters of the brain responses elicited by the experimental 
conditions of interest are taken as an indication that the brain is sensitive to the 
linguistic information that is being experimentally manipulated. Because the activity of 
an infinite number of combinations of underlying source-generator configurations can 
combine to yield the same pattern of electrical activity at the scalp, it is impossible to 
make a backwards (spatial) inference from voltage deflections seen at the scalp to the 
brain areas responsible for generating these signals (the “inverse problem”), without 
conducting additional analyses. However, the high degree of temporal resolution, at the 
level of milliseconds, makes the ERP technique ideal for studying real-time language 
processing.

During the early years of linguistic ERP research, researchers focused primarily 
on semantic (e.g. Kutas & Hillyard, 1981) and syntactic (e.g. Neville et al., 1991; 
Friderici et al., 1993; Osterhout & Holcomb, 1992) processes and their attendant
electrophysiological indices, the N400 and eLAN/LAN/P600, respectively. Focusing on issues of modularity (Fodor, 1983), many studies also investigated the extent to which these processes could be dissociated (e.g. Münte et al., 1993). However, recent research has made much progress in terms of mapping the antecedent conditions under which language-related ERP components are elicited, as well as going beyond the violation paradigms that initially dominated the field to study other factors that influence language comprehension and observed brain responses. To name but a few of these research areas, much work has been done on the processing of referential relationships within and across sentences (e.g. Anderson & Holcomb, 2005; Heine, 2006; Nieuwland & Van Berkum, 2006; Nieuwland et al., 2007; Osterhout & Mobley, 2007; Van Berkum et al., 1999, 2003, 2004, 2007; Nieuwland, 2014), the role of top-down discourse-level influences on the processing of individual words (Van Berkum, J., Hagoort, P., & Brown, C. 1999; Nieuwland, M., & Van Berkum, J. 2006 and Filik, R., & Leuthold, H. 2008), the influence of extra-linguistic factors such as mood (Egidi & Nussbaum, 2012) and speaker gender (Van Berkum et al., 2008; 2009; Regel et al., 2010), and the role of the right hemisphere in the processing of non-literal language (Coulson & Van Petten, 2007; Wlotko & Fedemeier, 2007; Federmeier & Wlotko, 2008). These findings further underscore the utility of the ERP technique as a tool to study language comprehension, as they have contributed greatly to our understanding of the linguistic and extra-linguistic factors that influence language processing and the temporal structure of the language-processing stream.

2 For example, see Kutas & Federmeier (2011) for a comprehensive discussion of the variables that modulate the N400 response and the underlying cognitive processes that the component is assumed to index.
Based on the preceding discussion, it is clearly the case that linguistic ERP research has made a great deal of progress in mapping the antecedent conditions under which linguistic ERP responses are elicited, as well as the linguistic factors that specific components are sensitive too. However, an issue that has persisted in the field is the extent to which these brain responses to linguistic stimuli index domain-specific or domain-general processes. Recall that simply because linguistic stimuli reliably elicit these responses, it is not necessarily the case that they constitute responses to language per se, but rather could reflect more general cognitive responses triggered by any form of structured input. In fact, for every linguistic component thus far documented, one could argue that this appears to the case.

Domain-general accounts have been proposed for N400 and LAN/P600 effects that have long been interpreted as indexing the semantic and syntactic aspects of language processing, respectively. The N400 is now often interpreted as reflecting the processing of linguistic and non-linguistic meaning (see Sitnikova et al., 2008 for a review), with N400 responses elicited, and modulated by, manipulations involving pictures (Ganis et al., 1996), the structure of visual narratives (Cohn et al., 2011; Cohn 2014), videos (Sitnikova et al., 2003), faces (Olivares et al., 1999), environmental sounds (Van Petten & Rheinfelder 1995), gestures (Wu & Coulson, 2005, 2007, 2010), and mathematical sequences (Niedeggen et al., 1999). There has been a long-standing argument about the domain-specificity of the P600 often observed in response to (morpho-)syntactic violations (e.g. Coulson et al., 1998; Osterhout, 1999), a response that is also seen when processing violations of structured musical (Besson & Macar, 1987, Patel et al., 1998) and geometric (Besson & Macar, 1987) sequences. Even
within the linguistic domain, recent research has show that P600 effects can be elicited by violations that are not purely syntactic in nature, but rather appear to arise when difficulties assigning thematic roles are encountered. These effects have been argued to reflect conflicts between semantic and combinatorial processing streams (Kuperberg, 2007), thematic and pragmatic processing streams (Bornkessel & Schlesewsky, 2006), or domain-general conflict occurring outside of the language system (Kolk & Chwilla, 2007). Likewise, left anterior negativities (LAN) observed during the processing of morpho-syntactic violations (e.g. Kutas & Hillyard, 1983; Neville et al., 1991), long-distance distance dependencies, and non-canonical word order have been argued to reflect the burdens imposed by these configurations on working memory (or some other pool of cognitive resources, see Martin-Loeches et al., 2005), rather than indexing linguistic operations per se (see, among others, Kluender & Kutas, 1993; King & Kutas, 1995; Munte et al., 2008; Rösler et al, 1998; Matzke et al., 2002; Ueno & Kluender, 2003; Hagiwara et al., 2007; Ueno & Garnsey 2007; and Kwon et al., 2013). In further support of this position, the amplitude of LAN effects has been shown to co-vary with an individual’s working memory score as assessed by the reading-span task (Daneman & Carpenter, 1980; see Vos et al., 2001; Munte et al., 1998; Gunter et al., 2003; Fiebach, et al., 2004; Nieuwland & Van Berkum, 2006 for examples). Lastly, the component originally known as the early left anterior negativity (eLAN), argued to index phrase-structure building processes occurring during the initial stage of a modular and serial parser, has recently been argued to index processes that are not syntactic or even linguistic in nature, but rather sensory responses to low-level physical features of linguistic input Dikker, 2009; Dikker et al., 2010, 2011).
In the context of these issues, the contributions of this dissertation are two-fold. I provide additional support for domain-general characterizations of language acquisition and processing, and the results of the experiments described herein are consistent with accounts of language use that emphasize the central role of performance factors. Secondly, I add to an accumulating series of observations that suggest that the notion of a “linguistic ERP component” may be misguided, and these effects may rather index domain-general cognitive processes in response to linguistic input. In the following chapter I discuss an experiment investigating the formation of long-distance antecedent-pronoun relationships. The results show that brain responses (LAN) are elicited in response to the second elements in these dependencies that are similar to those observed in response to the second element in long-distance syntactic dependencies. Referential and syntactic dependencies have long been kept distinct in the theoretical linguistics literature, with a debate centering on which dependency types are handled exclusively by the syntax, and which are handled via a combination of syntactic constraints and discourse principles (which may or may not be innately specified) (Chomsky, 1980, 1981; Reinhart, 1983; Pesetsky, 1987; Cinque, 1990; Chung, 1994). The fact that the formation of each of these dependency types elicits similar brain responses, arguably indexing working memory-based operations, further articulates and emphasizes the role of domain-general cognitive systems in online language comprehension. Chapter 2 contains a discussion of the results of an experiment investigating the role of selective attention in implicit language learning. This study shows that only grammatical systems that are attended during learning produce representations sufficiently robust to influence behavior, though there was
some evidence of learning in the form of brain responses to violations of the unattended systems. As such, these results suggest that low-level attentional processes play a nuanced but crucial role during language acquisition. Lastly, in Chapter 3 I report an experiment showing that the elicitation of eLAN, originally argued to index phrase-structure building operations, depends on attentional efficiency, as was only participants with low-efficiency attentional networks showed evidence of this response. I conclude by interpreting the sum of the results of all three experiments in the context of the issues outlined above.
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CHAPTER 1: Referential Processing in the Human Brain: An Event-related Potential (ERP) Study

Abstract:
A substantial body of ERP research investigating the processing of syntactic long-distance dependencies has shown that, across languages and construction types, the second element in such configurations typically elicits phasic left anterior negativity (LAN). We hypothesized that these effects are not specific to syntactic dependencies, but rather index a more general cognitive operation in which the second (dependent) element in sentence-level linguistic long-distance relationships triggers a process of association with the first element. We tested this hypothesis with straightforward referential dependencies, comparing pronouns with proper name antecedents to those without, and proper names with and without preceding co-referring pronouns. We predicted phasic LAN effects in response to the second referential element in both comparisons, but observed them only in response to pronouns with antecedents; no differences were observed between responses to proper names with and without preceding co-referring pronouns. We argue that LAN effects observed at the pronoun index the cognitive operations necessary for the association of a pronoun with its antecedent, on which it depends for its reference. Similar but non-identical responses were elicited by the main clause verb following the gap position in object relative clause constructions compared to coordinate clause controls in an orthogonal manipulation. LAN effects were thus elicited by the second dependent element in both construction types, suggesting that long-distance syntactic and referential dependencies pose similar processing challenges. These findings help to clarify the cognitive processes indexed by
anterior negative responses to associated dependent elements in a variety of language contexts.

1. Introduction

1.1 Long-distance dependencies

A pervasive property of human language that poses a great challenge to the comprehension system is that non-adjacent sentence elements often depend on each other for successful interpretation. This interpretation process may require the formation of interdependent relationships between such elements across arbitrarily long distances.¹ Modern linguistic theory has traditionally divided sentence-level long-distance dependencies into two main types, which we refer to here as “syntactic” and “referential.” These have long been the subject of debates as to exactly which dependency types are handled exclusively by the syntax, and which are handled via a combination of syntactic constraints and discourse principles (Chomsky, 1980, 1981; Reuland & Reinhart, 1993; Pesetsky, 1987; Cinque, 1990; Chung, 1994).

English relative clauses are a common and oft-studied example of a syntactic long-distance dependency. In these constructions, a sentence constituent like The proposal in (1) appears at the left edge of its clause, rather than in its underlying or “base” position, where it would ordinarily appear in a simple declarative clause, indicated by the proposal in (2) and an underscore in (1).

(1) The proposal [that they’re currently in the process of finalizing __] seems solid.

(2) They’re currently in the process of finalizing the proposal.

---

¹ Here we restrict ourselves to a discussion of sentence-level non-local relationships, while fully recognizing the existence of word-internal non-local relationships, such as phonological processes of vowel harmony (Rose & Walker, 2011) and long-distance consonant assimilation (Rose, 2011).
In the psycholinguistic and neurolinguistic literatures, the displaced element (*the proposal* in (1)) is referred to as the “filler” and the underscore in (1) is referred to as a “gap”. Forming a relationship between filler and gap, a so-called “filler-gap dependency” (Fodor, 1978), is necessary for comprehension of relative clauses like (1) because the filler must be interpreted as the direct object of the verb *finalize* and the undergoer of the *finalizing* action.

A common example of a referential dependency is the relationship between a pronoun and its antecedent, as in (3). Referential dependencies do not involve the dislocation of any sentence constituent, but do require the formation of a relationship between two non-local elements (the pronoun *it* in and its antecedent *the proposal* in (3)) for comprehension to succeed.

(3) *The proposal* is currently being finalized and *it* seems solid.

In this paper, we are concerned with the brain responses elicited by the second of the two elements in such long-distance dependencies (the gap position in (1) and the pronoun *it* in (3)). Specifically, we aim to determine the extent to which the brain treats syntactic and referential dependencies similarly or differently, as indexed by the electrical brain responses elicited by the second elements in these two types of long-distance relationships.

We first review what is known about the brain’s response to the second element in syntactic dependencies, focusing on studies using event-related brain potentials (ERPs). The precise temporal resolution of this technique makes it ideal for studying the real-time processes underlying language comprehension (see Kutas et al., 2006 for a review of language-related ERP research). Effects observed in these studies will provide
useful points of comparison when examining the brain’s response to the second element in referential dependencies.

1.2 ERP indices of syntactic dependency formation

The ERP component that would later become known as the phasic\(^2\) left anterior negativity, or LAN, was first observed in response to morphosyntactic violations in Kutas & Hillyard (1983).\(^3\) Phasic LAN effects have since been observed in a range of violation paradigms, but also in response to second elements in well-formed syntactic long-distance dependencies. These include wh-questions in English (Kluender & Kutas, 1993) and German (Felser et al., 2003), relative clauses in English (King & Kutas, 1995; Müller et al., 1997; Weckerly & Kutas, 1999), Japanese (Ueno & Garnsey, 2007), and Korean (Kwon et al., 2013), and in scrambling constructions that disrupt canonical word order in Japanese (Ueno & Kluender, 2003; Hagiwara et al., 2007), Korean (Kwon et al., 2013), and German ((Rösler et al, 1998; Matzke et al., 2002).\(^4\) Although there are exceptions, whether processing relative clauses, wh-questions, or scrambled word order, the second dependent element typically elicits phasic LAN effects at the post-gap position (though see fn. 4 with regard to LAN responses in head-final relative clauses). Despite this consistency, the functional interpretations proposed for these effects differ, although not necessarily in mutually exclusive ways.

---

\(^2\) The term “phasic” is used here to contrast this transient effect (between 300 and 500 or 600 msec. post-stimulus) with longer-lasting sustained anterior negative potentials that often span multiple words.

\(^3\) In order to restrict the scope of this review, we will exclude LAN effects elicited in such violation paradigms and other environments that engender “parsing difficulty” (for example Kutas & Hillyard, 1983; Neville et al., 1991; Osterhout & Holcomb, 1992). We note that the functional significance of LAN responses elicited by morphosyntactic violations and those apparently related to verbal working memory processes in grammatical sentences, as discussed in the main text, has never been satisfactorily resolved (though see Martin-Loeches et al., 2005 for a discussion of this issue).

\(^4\) In most cases, the second element in these dependencies is the gap site, with LAN elicited by the word in post-gap position. However, in head-final SOV languages (e.g. Japanese and Korean) with pre-nominal relative clauses, the head noun is the second element. Even in these cases, LAN-like responses are elicited (see for example Kwon et al., 2013).
1.3 Functional interpretations of phasic LAN effects

Kluender & Kutas (1993) interpreted LAN effects following gap positions in English wh-questions as reflecting the working memory-based\(^5\) operation of filler retrieval for purposes of filler-gap association. King & Kutas (1995) likewise argued that the phasic LAN effect elicited by the matrix verb in English relative clauses indexes re-activation of the relative clause head noun for purposes of semantic role assignment. Other studies of wh-questions, topicalization (Felser et al., 1997; Matzke et al. 2002), and relative clauses (Weckerly & Kutas, 1999, Ueno & Garnsey, 2010; Kwon et al., 2013) similarly attributed phasic LAN effects to costs related to (some form of) retrieval.

Cross-linguistic studies of scrambling – i.e. leftward displacement of a case-marked noun phrase – have prompted additional interpretations of phasic LAN effects. This is because scrambling often involves nothing more than switching the order of two adjacent noun phrases, making the displacement relatively local (i.e. clause-internal) rather than long-distance (i.e. across clause boundaries). Critical for our purposes is what happens downstream from such scrambled constituents. Ueno & Kluender (2003) observed phasic LAN effects around the object gap position in scrambling constructions, which they interpreted as the parser’s attempt to restore canonical word

---

\(^5\) Here we remain largely agnostic on the specific architectural details of the working memory system and its internal operations, relying instead on a simple, more general model. Working memory is a short duration, limited capacity memory system capable of simultaneously storing, manipulating, and combining information in the service of accomplishing some task (Baddeley, 1992). This formulation is sufficient for present purposes, especially in view of general disagreement in the literature about the specific architecture and mechanisms of verbal working memory (see for example Cowan, 1995; Just & Carpenter, 1992; Caplan & Waters, 1999; McElree et al., 2003; Lewis et al., 2006). We will however briefly return to the Lewis et al. (2006) model in the discussion section to aid in the interpretation of results obtained in the current experiment.
order (see Matzke et al. 2002 for similar observations with regard to clause-internal German topicalization).

In Hagiwara et al. (2007), another study of Japanese scrambling, both short- and long-distance scrambling conditions compared to a condition in which constituents were in canonical order elicited phasic LAN effects at the sentence-final main verb. The authors suggested that their sentence-final LAN effects reflected the costs of processing scrambled word order, with concomitant re-computing of relevant semantic roles (cf. King & Kutas, 1995) and grammatical relations.

In sum, the papers cited here agree that phasic LAN indexes a working memory-based operation, though the exact nature of the this process appears to be an open question and the inferences made about the underlying processes that LAN effects index rely on assumptions about construction-specific challenges posed to the comprehension system and the precise operations of the working memory system. Accounts based on memory processes such as retrieval, reactivation, (re-)computation and the processing burdens imposed by non-canonicity have been proposed, although many researchers are satisfied with an account that relies on increase in load or cost, broadly construed. Below, we articulate a simplified functional interpretation of phasic LAN that reflects a simple operation of associating two distal elements participating in a long-distance dependency.

1.4 The “back association” hypothesis

Our account of the processes indexed by phasic LAN is not specific to syntactic relationships, does not rely on construction-specific details, nor on specific working memory operations. Rather, on our view, the phasic LAN indexes a process of “back
association” or “association at a distance.” This process is triggered at the second element in a long-distance dependency and consists of the presumed working memory-based operation of “looking back” through already processed material for the first dependent element for the purposes of “associating” it with the second. This proposal aims to achieve broad empirical coverage by accounting for the totality of LAN effects in syntactic as well as non-syntactic long-distance dependencies.

Perhaps the most appealing aspect of this account of phasic LAN is that it generates testable predictions. Specifically, it predicts that the second of two dependent elements in a sentence-level long-distance dependency will elicit phasic LAN indexing the process by which the second element is associated with the (previously processed) first element. Moreover, this process is not limited to sentence-level syntactic relationships nor to relationships involving null elements (i.e. gaps). If we are correct, then a reassessment of the existing literature should reveal phasic LAN effects beyond those associated with the processing of syntactic filler-gap dependencies, and it is to these effects that we now turn.

1.5 LAN effects to 2nd elements in non-syntactic sentence-level dependencies

Shao & Neville (1998) examined two types of semantic violations that had previously received little attention in the ERP literature. The crucial comparisons were between sentences that violated hyponymy relations (4a) and their controls (4b), as well as between sentences that violated the grammatical requirement for licensing of

---

6 This type of interpretation derives from ideas originally articulated in Kluender & Kutas (1993b) and Kutas et al. (2006).
negative polarity items (NPIs)\(^7\) (5a) and their controls (5b).

(4a) #Jane does not eat any meat at all, and instead she eats lots of beef and vegetables.
(4b) Jane does not eat any meat at all, and instead she eats lots of rice and vegetables.

(5a) *Fred believes that he has ever seen that woman before.
(5b) Fred believes that he has never seen that woman before.

Compared to controls, both violation types (4a & 5a) elicited anterior negativity (albeit with somewhat differing distributions and onset latencies). Shao and Neville relied on a working memory-based account to interpret these effects, noting that processing the hyponymy relation “may require the retrieval of the superordinate (meat) when the subordinate (rice) is processed,” and that the processing of NPIs may require the parser to “retrieve the initial portion of the sentence to determine whether the negative polarity item fits within its scope” (i.e., within the scope of negation).

Anderson & Holcomb (2005) examined ERP effects associated with the processing of co-reference and synonymy. Participants read two-sentence mini-discourses in which a noun phrase in the second sentence was either intended to be co-referential\(^8\) (occurring with the definite determiner the) or non-co-referential (occurring with the indefinite determiner a/an) with a noun phrase in the first sentence. A comparison between co-referential and non-co-referential noun phrases revealed LAN effects in response to nouns following definite determiners compared to those following indefinites. The authors argued that this effect reflected the increased working memory load triggered by the processing of the definite determiner, which signaled that the

---

\(^7\) Negative polarity items (such as ever in (5a), or a thing in “I don’t understand a thing”) are linguistic elements that occur in negative contexts. Compare (5a), in which this requirement is not satisfied for the NPI ever, with “Fred doesn’t believe that he has ever seen that woman before,” in which it is. This contrast illustrates the restrictions on the occurrence of NPIs.

\(^8\) Put simply, co-referring expressions refer to the same element in either the linguistic discourse or the world.
upcoming noun would require the retrieval of an antecedent in the preceding discourse. These effects, and their interpretations, are consistent with our association-based hypothesis of the functional significance of the LAN, and provide support for our claim that LAN effects may be elicited by the second element in any type of sentence-level relationship, as long as these relationships require the association of two non-adjacent elements.

The present study is explicitly designed to test this hypothesis by investigating ERPs elicited by the second element in simple unambiguous referential dependencies, such as the pronoun he in (6):

(6) Bill wondered whether he would be able to make it to work on time.

Next we summarize what is known about the real-time ERP processing of these referential relationships.

1.6 ERP studies of referential processing

In recent years there has been an increase in the number of ERP studies investigating referential processing (Van Berkum et al., 1999, 2003, 2004, 2007; Anderson & Holcomb, 2005; Heine, 2006; Nieuwland & Van Berkum, 2006; Nieuwland et al., 2007; Osterhout & Mobley, 2007). Van Berkum and colleagues typically have participants read sentences or small discourses, and record ERPs to target pronouns that either have a unique referent (7a), two possible referents (leading to “referential ambiguity,” (7b)), or no referent (leading to “referential failure,” (7c) – examples from Van Berkum et al. (2004)):

(7a) David shot at Linda as he jumped over the fence.
(7b) David shot at John as he jumped over the fence.
(7c) Anna shot at Linda as he jumped over the fence.
Relative to its unambiguous counterpart in (7a), the ambiguous pronoun in (7b) elicited a sustained frontal negativity (approximately between 400 and 1100 msec.), an effect subsequently dubbed the “referentially induced frontal negativity,” or Nref. This effect has been elicited using both written and spoken ambiguous pronouns and noun phrases (Nieuwland & Van Berkum, 2006; Van Berkum et al., 1999, 2003). The Nref has been argued to reflect situation model-level rather than superficial ambiguity (Nieuwland et al., 2007), correlates with reading span score (Nieuwland & Van Berkum, 2006; Nieuwland et al., 2014), and has been tentatively localized to medial prefrontal cortex (Nieuwland, Petersson & Van Berkum, 2007). Nref-like effects have also been reported in response to pro-forms in partially elided noun phrases in ellipsis constructions (Martin et al., 2012; Martin et al., 2014).

Van Berkum and colleagues claim that this response is distinct from the brain’s response to referential failure, observed when comparing pronouns with unique antecedents to those with none, as shown in (7c). The “referentially failing” pronoun in (7c) did not elicit an Nref but rather a P600, a late positivity typically associated with ungrammaticality (Hagoort et al., 1993), parsing difficulty (Osterhout & Holcomb, 1992), and long-distance syntactic integration (Kaan et al., 2000). A similar response was reported in Osterhout & Mobley (1995) to anomalous reflexive pronouns, as in:

(8) The man prepared herself for the operation.

A few things about this literature are worth noting. None of the manipulations included the straightforward comparison of a pronoun with an overt antecedent to one lacking any kind of candidate antecedent in the discourse, focusing instead on
referential ambiguity or highly salient gender mismatches between pronoun and antecedent. We believe that the latter type of manipulation, which is also a gender-based morpho-syntactic violation, may confound the interpretation of the “referential failure” effects observed. Accordingly, while it has been established that the brain responds differently to different types of referential processing problems, the manner in which the brain processes straightforward referential relationships remains an open question.

To investigate this issue while providing a test of our back association hypothesis, we designed an ERP experiment in which participants read sentences containing pronoun or proper name main clause subjects that either did, or did not, refer back to co-referential elements in a preceding sentence-initial adjunct. In addition, our materials contained an orthogonal manipulation, comparing object relative clauses to their coordinate clause controls, in order to replicate previous findings of phasic LAN in response to the main clause verb in object relative clauses (i.e. King & Kutas, 1995). As such, our study was designed to investigate the ERP signatures of referential dependency formation, while also enabling us to determine the extent to which brain responses elicited by referential dependencies pattern with those elicited by syntactic dependencies.

On the basis of our hypothesis as to the functional identity of phasic LAN, we predicted that at the main clause subject position we would observe phasic LAN effects, i.e. enhanced negativity between 300-500 msec. over left anterior regions of scalp, in response to the two Co-referent conditions (conditions A and C, Table 1) compared to their No Co-referent (conditions B and D, TABLE 1.1) counterparts.
TABLE 1.1: Experimental sentences: Pronouns and proper names with and without preceding co-referents.

<table>
<thead>
<tr>
<th>A. Pronoun, Co-referent</th>
<th>B. Pronoun, No Co-referent</th>
<th>C. Name, Co-referent</th>
<th>D. Name, No Co-referent</th>
</tr>
</thead>
<tbody>
<tr>
<td>After a covert mission that deployed <em>Will</em> for nine terrible months, <strong>he</strong> longed for home.</td>
<td>After a covert mission that required deployment for nine terrible months, <strong>he</strong> longed for home.</td>
<td>After a covert mission that deployed <em>him</em> for nine terrible months, <strong>Will</strong> longed for home.</td>
<td>After a covert mission that required deployment for nine terrible months, <strong>Will</strong> longed for home.</td>
</tr>
</tbody>
</table>

We also predicted that the onset and distribution of these negativities would be similar to those elicited by the main clause verb in the comparison between object relative clauses and their coordinate-clause controls (TABLE 1.2) – in other words, we expected the object relatives to elicit enhanced negativity with a similar scalp distribution.

TABLE 1.2: Experimental sentences: Object relative clauses and coordinate clause controls.

<table>
<thead>
<tr>
<th>E. Object Relative Clauses</th>
<th>F. Coordinate-clause Controls</th>
</tr>
</thead>
<tbody>
<tr>
<td>The soldier who the sailor roughly pushed <em>smashed</em> a bottle against the bar.</td>
<td>The soldier roughly pushed the sailor and <em>smashed</em> a bottle against the bar.</td>
</tr>
</tbody>
</table>

The most commonly held interpretations (Van Berkum et al., 2007) of Nref and P600 effects typically elicited in referential paradigms (see section 1.6) would lead one to predict a lack of Nref effects in response to our critical comparisons, given the lack of referential ambiguity. With regard to P600 effects, if any pronoun without an obvious intrasentential antecedent is “referentially failing,” the antecedent-less pronoun in the **Pronoun, No Co-referent** condition should elicit a P600 effect. If on the other hand the P600 response to “referentially failing” pronouns is due solely to a morphosyntactic
feature mismatch between a pronoun and a potential antecedent, no such effect should be observed.

2. Results

In this section, we first present the results of the orthogonal comparison between object relatives to their coordinate clause controls in order to establish a point of reference for our primary experimental manipulations, in which we compare the two Pronoun conditions and the two Name conditions. We do this first for phasic responses in section 2.1, before moving on to more sustained responses in section 2.2.

2.1 Phasic responses

2.1.1 Object relatives versus coordinate clause controls

At the critical verb (smashed in E and F of TABLE 1.2), object relatives elicited a negative-going ERP in comparison to coordinate clause controls (FIGURE 1.1).
FIGURE 1.1: (A) Grand average ERP waveforms for **object relative** and **coordinate clause controls** at all 26 electrode sites (1000 msec. epoch including 100 msec. baseline). (B) Grand average ERP waveform for object relative and coordinate clause control conditions at electrode LLPf (1000 msec. epoch including 100 msec. baseline). (C) Topographic scalp iso-voltage map of the mean difference between conditions between 300-500 msec.
This effect was small in magnitude and had a narrow distribution, appearing maximal at left antero-lateral scalp sites. A one-tailed t-test on mean amplitude measurements at left anterior electrodes between 300 and 500 msec. confirmed a significant difference between conditions [t(19) = 2.46, p = .02]. The distributional ANOVA revealed no main effect of condition [F < 1.0], but there were significant condition x hemisphere [F(1,19) = 6.16, p = .02], condition x laterality [F(1,19) = 5.85, p = .0384], and condition x hemisphere x laterality [F(3,57) = 8.57, p = .015] interactions, as well as a marginal interaction of condition x anteriority x hemisphere x laterality [F(3,57) = 2.63, p = .08]. These interactions appeared to be driven by a difference between conditions at left lateral scalp sites [F(1,19) = 9.82, p = .006] that was not present at left medial, right medial, or right lateral sites (all Fs < 1.0). Additionally, though the marginal four-way interaction suggested that the differences between conditions might vary at different levels of the anteriority factor, follow-up analyses showed this not to be the case, as comparing at individual levels of the anteriority factor over the left hemisphere yielded no significant results (all Fs < 2.0).

In sum, the comparison between object relatives and their coordinate clause controls (E vs. F in Table 1.2) yielded LAN in response to the critical main verb in the object relative clause condition. This LAN effect, which exhibited a left lateral distribution (see Figure 1.1 and section 3.3), was significant in the traditional LAN time window of 300-500 msec., replicating previous findings in the literature. This effect at the second element of a syntactic dependency can now serve as a point of comparison for the brain response to the second element in our referential dependencies.
2.1.2 Experimental sentences

The results reported in this section focus on responses occurring at least 300 msec. post-onset of the critical main clause subject. No comparisons undertaken in the N100 (50-150 msec.) and P200 (150-250 msec.) latency windows at this sentence position produced significant results.

2.1.2.1 Pronouns with and without co-referents
2.1.2.1.1 Responses between 300 and 500 msec.

Visual inspection of the ERP response to the pronominal subject suggested that the response to the Pronoun, Co-referent condition was more negative than the response to its No Co-referent counterpart, as shown in FIGURE 1.2.
FIGURE 1.2: (A) Grand average ERP waveforms for the Pronoun, Co-referent and Pronoun, No Co-referent conditions at all 26 electrode sites (1000 msec. epoch including 100 msec. baseline). (B) Grand average ERP waveforms for both Pronoun conditions at electrode LMFr (1000 msec. epoch including 100 msec. baseline). (C) Topographic scalp iso-voltage map of the mean difference between conditions in the 300-500 msec. time window. (D) Topographic scalp iso-voltage map of the mean difference between conditions in the 500 - 800 msec. time window.
This effect appeared larger over the left than the right hemisphere, and also appeared to be slightly larger at anterior electrodes. A one-tailed t-test on mean amplitude measurements at left anterior electrodes between 300 and 500 msec. confirmed a significant difference between conditions \( t(19) = 4.42, p < .0005 \). The distributional analysis showed no main effect of condition \( F < 1.0 \), but did reveal a significant condition x hemisphere interaction \( F(1,19) = 5.78, p = .0049 \), driven by a main effect of condition over the left \( F(1,19) = 5.61, p = .02 \) but not the right hemisphere \( F < 1.0 \). There were also marginal condition x laterality \( F(1,19) = 4.14, p = .0577 \) and condition x hemisphere x anteriority \( F(3,57) = 2.22, p = .09 \) interactions in the distributional analysis. Investigating these interactions at individual levels of these factors, there were main effects of condition at left frontal \( F(1,19) = 4.13, p = .05 \) and left temporal \( F(1,19) = 8.51, p = .0096 \) sites, but not at left prefrontal \( F(1,19) = 1.07, \text{n.s.} \), left occipital \( F(1,19) = 2.74, \text{n.s.} \), or right hemisphere sites (all Fs < 1.0), and that effects were significant at left medial \( F(1,19) = 6.94, p = .024 \), but not left lateral, right medial or right lateral sites (all p. > .27). The isovoltage map in Figure 2.1C shows the left fronto-central distribution indicated by the results of these comparisons.

2.1.2.1.2 Responses between 500 and 800 msec.

Visual inspection of the data also suggested increased positivity in response to the Pronoun, No Co-referent condition, as predicted by the work of Van Berkum and colleagues. Results of planned t-tests confirmed significant differences between conditions. In the 500 to 800 msec. time window, the distributional analysis correspondingly revealed a marginal main effect of condition \( F(1,19) = 3.99, p = .067 \),
as well as a significant condition x hemisphere interaction \[F(1,19) = 4.85, p = .0417\]
and a marginal condition x hemisphere x anteriority interaction \[F(3,57) = 2.10, p = .10\] – in other words, the same interactions with distributional factors as were reported for the 300-500 msec. time window, minus the marginal interaction of condition x laterality. Perhaps unsurprisingly, the isovoltage map in FIGURE 1.2D indicates that the distribution of the response in the later time window of 500-800 msec. was virtually identical to the distribution of the LAN effect observed in the earlier 300-500 msec. window. We therefore provisionally conclude that what might initially appear to be a late positivity in response to the **Pronoun, No Co-referent** condition is in fact another phasic LAN response to the word subsequent to the critical main clause subject position. We return to this issue in section 3.1.1.

**2.1.2.1.3 Summary**

In sum, while the onset latency, polarity, and lateralization of the phasic LAN effects elicited by both object relatives and pronouns with antecedents were similar as predicted, the effects did differ subtly in terms of their distribution across the scalp. The phasic LAN effect elicited by object relative clauses was significant at left lateral scalp sites (with no difference between conditions at left medial scalp sites), but did not differ reliably along the anterior-posterior dimension. In contrast, the LAN effect elicited by pronouns with antecedents in the **Pronoun** comparison did differ along the anterior-posterior dimension, but did not differ in comparisons across conditions at left medial or left lateral electrodes. Last but not least, based on the scalp distribution of the potential observed in the 500-800 msec. time window, we interpret this response as a phasic LAN
response to the word one position downstream from the critical position rather than a late positivity.

2.1.2.2 Proper name subjects with and without co-referents

In comparing the **Name, Co-referent** and **Name, No Co-referent** conditions (conditions C and D, TABLE 1.1) at the matrix clause subject position, not only were there no effects in the N100 and P200 time windows, but additionally, neither the results of planned t-tests nor the full or distributional analyses in any of the later time windows (i.e. 300-500 or 500-800 msec.) tested showed main effects of condition or any interactions with electrode or distributional factors (see FIGURE 1.3).
FIGURE 1.3: (A) Grand average ERP waveforms for the Name, Co-referent and Name, No Co-referent conditions at all 26 electrode sites (1000 msec. epoch including 100 msec. baseline). (B) Grand average ERP waveforms for both Name conditions at channel LMFr (1000 msec epoch including 100 msec baseline). No iso-voltage map is provided because of a lack of observable differences between conditions.
2.2 Sustained responses (300 – 2000 msec)

2.2.1 Object relatives versus coordinate clause controls

As has previously been reported for LAN effects elicited by second elements in English object relative clauses (King & Kutas, 1995) and wh-questions (Kluender & Kutas 1993a), the response to the main clause verb in our orthogonal manipulation appeared to continue past the critical word (see Figure 4.1A). The full multi-word\(^9\) analysis conducted between 300 and 2000 msec. (including the critical word plus three additional words: smashed a bottle against in E and F of Table 1.2) revealed a significant condition x electrode interaction \([F(25,475) = 2.22, p = .0007]\), and the distributional analysis showed a marginal condition x anteriority interaction \([F(3,57) = 2.48, p = .0718]\) as well as a significant condition x anteriority x hemisphere interaction \([F(3,57) = 4.41, p = .0078]\). Further investigation of these interactions indicated that the difference between object relatives and controls was larger over the left hemisphere, and slightly larger over frontal sites. However, the individual word analyses of the three words subsequent to the critical position revealed no significant effects after re-baselining (all Fs < 1.0; see isovoltage maps in Figure 4.1B).

2.2.2 Pronouns with and without co-referents (300-2000 msec.)

Similar to the LAN effect elicited by object relatives vs. coordinate clause controls, the LAN effect elicited by the main clause pronominal subject with a preceding co-referent also seemed to extend over multiple word positions.

The full multi-word analysis between 300 and 2000 msec. (including the entire main clause of conditions A and B in Table 1.1: he longed for home) again showed a ________________\

\(^{9}\) See section 4.5 for a discussion of the distinction between single- and multi-word analyses of sustained effects.
significant condition x electrode interaction \( [F(25,475) = 1.98, p = .037] \), and the
distributional multi-word analysis again showed a significant condition x anteriority x
hemisphere interaction \( [F(3,57) = 3.69, p = .0177] \) attributable to large differences
between conditions over the front of the head, predominantly over the left hemisphere
(see Figure 1.5A). In this respect, the sustained effects elicited by pronouns with
antecedents were very similar to those elicited by the main clause verbs in object
relative clauses.

However, in contrast, individual word analyses of the sustained effect elicited by
pronouns with antecedents (Figure 1.5B) showed a significant main effect of condition
at word positions 13 (longed in conditions A and B of Table 1) \( [F(1,19) = 3.89, p = .04] \)
and 14 (for in conditions A and B of Table 1) \( [F(1,19) = 4.57, p = .0473] \), as well as
condition x laterality \( [F(1,19) = 6.14, p = .02] \) and a marginal condition x laterality x
anteriority \( F(3,57) = 3.94, p = .11 \) interactions at word position 14. These interactions
were caused by differences between conditions mainly over fronto-central scalp sites.

3. Discussion

Generally, the results of this study provide evidence in support of our back
association hypothesis. Consistent with our predictions, we observed greater left
anterior negativity in response to pronouns with preceding antecedents compared to
those without, arguably indexing the process of associating a pronoun with its
antecedent, a process necessary for the establishment of a straightforward referential
dependency, much like the syntactic dependency between a filler and its gap. Somewhat
to our surprise, we observed no such effect in our Name comparison, an issue to which
we return below in section 4.2.
The similar (albeit non-identical) within-participant effects observed at the second element in both syntactic and referential dependencies – at least as far as simple antecedent-pronoun relations are concerned – suggest that phasic LAN-like effects reflect a cognitive process that is largely independent of the linguistic level of analysis at which it occurs. However, subtle differences in the duration of effects and scalp topography suggest that back association processes and their attendant brain responses may be modulated to some extent by the type of long-distance relationship under construction. We return to this question in section 4.3.

3.1 Pronominal main clause subjects (300-500 msec.)

Based on our hypothesis regarding the functional identity of LAN effects, we predicted enhanced LAN in response to a pronoun preceded by a co-referring nominal antecedent in the same sentence when compared to an antecedent-less pronoun, and this is the pattern of results that we observed. Accordingly, we maintain that the LAN effect observed in the comparison of the Pronoun conditions can plausibly be interpreted as an index of the association processes necessary for dependency formation (FIGURE 1.2A & 1.2C).

An alternative, albeit less likely, interpretation of this LAN-like negativity in the current study is that it is an Nref indexing referential ambiguity, an interpretation buttressed by the results of an analysis in the traditional Nref time window of 400 - 1100 msec. that showed significant differences between conditions (condition x anteriority x hemisphere interaction \( F(3,57) = 4.17, p = .0113 \)). If this were the case, however, one would be forced to adopt the position that the parser diagnoses the main clause subject in the Pronoun, Co-referent condition as referentially ambiguous, with the ambiguity
(perhaps) arising because of indecision as to whether to associate the pronoun with (a) the co-referring nominal expression in the preceding sentence-initial adjunct or (b) an extra-linguistic referent. However, post-experiment debriefing questionnaires provided no evidence that participants experienced these items as ambiguous, or even difficult to process. Moreover, during debriefing, no participants indicated that they had been associating pronouns with extra-linguistic co-referents. Nor do we believe that this would have been a reasonable default parsing strategy, given the presence of an explicit co-referent with matching number and gender features within the same sentence.

If we pursue the line of reasoning that the enhanced negativity in response to the pronoun is an index of referential ambiguity (i.e. an Nref), we are inevitably led to the conclusion that the parser initially experiences every non-bound-variable pronoun (Reinhart, 1983) as ambiguous – a position that does not seem parsimonious or consistent with evidence that the processor often initially pursues the simplest parse available (Frazier, 1987). We therefore maintain that the negativity observed in response to the pronominal subject in the Pronoun, Co-referent condition is a LAN most plausibly interpreted as indexing the process of associating two non-adjacent elements.

3.1.1 Pronominal main clause subjects

While visual inspection of the ERPs to Pronouns with and without co-referring antecedents (FIGURE 1.2) might suggest a relative positivity in response to the No Co-referent condition, careful examination of the data renders this interpretation unlikely.

---

10 In fact, during debriefing, the majority of subjects reported having the most difficulty processing object relative clauses, assuming that it was these constructions that were the focus of the experiment.
We instead interpret this effect as a LAN in response to the word subsequent to the critical position. Support for this view comes from the virtually identical scalp topographies of this comparison in these two adjacent time windows (see the isovoltage maps in FIGURES 1.2C & 1.2D), the fact that our analyses showed, after re-baselining, a significant LAN response to the subsequent word, and the fact that effects observed in the 500-800 msec. time window were preceded by an epoch (400-600 msec.) during which the comparison between the two pronoun conditions did not reach significance (p > .35). Moreover, our late effect does not resemble the late positivities observed in response to antecedent-less pronouns in the work of Van Berkum and colleagues, which all present with a clear posterior maximum (Van Berkum et al., 1999, 2003; Nieuwland & Van Berkum, 2006).

The apparent absence of a late positivity to the Pronoun, No co-referent condition calls into question the assertion that pronouns lacking antecedents universally elicit late positivity. As mentioned in the introduction, in the most widely used manipulation intended to induce referential failure, co-referents are typically rendered unavailable with a gender or number manipulation that results in a highly salient feature-based mismatch between pronouns and their practically adjacent (potential) antecedents. We suggest that it is this mismatch that leads to the late positive response – arguably a P3b (Donchin, 1981; Kok, 2001) or a P600 effect, elicited not by a

---

11 It should also be noted that a previous study investigating the introduction of new referents to an existing discourse (Kaan et al., 2007), also elicited late positivity. However, in line with the argument above, this effect had a centro-lateral distribution and was significant between 900-1400 msec., providing further support that we are not observing frontal positivity in response to our Pronoun, Co-referent condition, as we can find no precedent for such an effect in the literature.
referentially failing pronoun, but rather by a salient gender-based morphosyntactic
anomaly (Osterhout & Mobley, 1995; Coulson et al., 2001).

As also noted in the introduction, the ERP literature on referential processing
contains many manipulations that, though they may not always create outright
violations *per se*, at a minimum engender processing difficulty as the parser attempts to
construct referential relationships. The most frequently cited response to such
manipulations is the Nref, a frontal negativity linked to processing costs associated with
referential ambiguity. In our study, we elicited negativity that was very similar in timing
(see section 4.3.1) and scalp distribution (see section 4.3.2) to the Nref in response to
the second element in an unambiguous, straightforward referential dependency. This
suggests that the Nref may not be a specific response to referential ambiguity alone.
Thus while we agree that the Nref indexes referential processing, we question whether
the presence of referential ambiguity is a necessary condition for its elicitation. Instead,
we would like to suggest that the Nref is just one instance of a family of anterior
negativities elicited by association at a distance in language contexts more generally
(this conjecture is not very different from one found in Van Berkum et al., 2007).

We believe that the results of our study can be reconciled with the totality of
findings reported across studies by Van Berkum and colleagues with a slight
modification of the cognitive processes that the Nref is assumed to index. Specifically,
the LAN response elicited by pronouns with antecedents in our materials was found to
be larger than that elicited by pronouns without antecedents. Similarly, Van Berkum
and colleagues have shown that the Nref, with very similar timing parameters and scalp
topography to our data, is larger in response to pronouns (and other anaphoric
expressions) with two possible antecedents than to pronouns with only one possible antecedent. Under this view, LAN effects in response to pronouns with antecedents are interpreted as indexing straightforward dependency formation, while Nref effects elicited in response to pronouns with multiple candidate antecedents index attempts to form such a dependency, with increases in amplitude the result of the difficulty associated with selecting among multiple candidate antecedents.

In other words, the amplitude of the anterior negative response in each case indexes association at a distance of two dependent sentence elements, with the amplitude of the response determined by the ease of association. In line with our study showing similarities between syntactic and referential dependencies, this view is consistent with data reported in King & Kutas, (1995:389, Figure 6) showing monotonic increases in the amplitude of LAN responses from coordinate (no dependency) to subject relative (dependency between main clause subject and verb) to object relative clauses (dependency between main clause subject and verb, and between filler and gap). If this interpretation is accurate, it would predict that a pronoun with three possible antecedents might likewise elicit greater anterior negativity than one with two, which is an empirical question for future research.

3.2 Proper name main clause subjects

Counter to our expectations, we observed no differences between the two Name conditions at the main clause subject position. This leads us to conclude that – unlike in the Pronoun conditions – back association operations were not triggered by the proper names in main clause subject position of our stimulus sentences.
This result would seem to be in direct conflict with data showing an increase in reading time at the second element (i.e. a proper name) in constructions in which the pronoun precedes its co-referent (Kazanina et al., 2007). This increase is argued to reflect processes underlying the formation of the referential dependency between a pronoun and a subsequent co-referring proper name. However, Kazanina et al. argue (2007:406) that if the parser encounters evidence (in our case the initial adverbial adjunct) predicting an upcoming clause that will contain a subject (as was always the case in our materials), this information could influence the parse before the subject is actually encountered. If this is the case, then there is no reason to assume that the proper name subjects would necessarily trigger back association operations.\(^\text{12}\)

Put simply, under our hypothesis, if the process of back association is not triggered, then no LAN effect should be elicited. This account gains support from both theoretical and experimental work on reference form, as well as from recent influential models of the working memory processes subserving sentence comprehension (McElree et al., 2003; Lewis et al., 2006).

It has been noted (Ariel, 1990; Gundel et al., 1993) that all known languages contain a range of referential forms that vary in terms of lexical specificity/elaboration. For example, in English, these range from null forms to proper names, with several additional intermediate forms. It has been argued that these referential forms constitute

\(^{12}\) In fact, as Kazanina et al. argue, it is probably the processing of the first element in the dependency, namely the pronoun, which imposes the processing burden on the parser. Unfortunately, as discussed below (see fn. 20), there was despite our best intentions no suitable comparison for this pronoun preceding its proper name co-referent in our materials, and it was thus impossible for us to determine the electrophysiological indices of the processing burden imposed by these constructions. It seems reasonable to us to suppose that such an electrophysiological response may have been present in our data, but this issue will need to be resolved in future research.
a hierarchy, with fully specified forms at one end of the spectrum and attenuated (or even elided or implicit) forms at the other, with position on the hierarchy argued to predict, most importantly for our purposes, *referential role*. Crucial for present purposes is the contrast between pronouns and proper names, elements that occupy opposite poles of the referential hierarchy and that are argued to fulfill the roles of *referential maintenance* and *referential establishment*, respectively (Silverstein, 1976). If we adopt this logic, then we can straightforwardly argue that while pronouns typically “look backward” to maintain reference, proper names function to establish reference and intrinsically “look forward.” This notion gains support from experimental work by Marslen-Wilson et al. (1982) and Vonk et al. (1992) that demonstrates the different roles these forms play: (1) pronouns are associated with the continuation of existing topics and the maintenance of focus on antecedents, while (2) proper names tend to introduce new topics and referents. We therefore believe that the referential hierarchy provides a simple explanation of the null effect in the Name condition comparison: we observed no LAN effect in the Name Co-referent vs. Name, No Co-referent comparison because no back association operations were initiated.

In addition to this work on reference form, the model in Lewis et al. (2006), based on well-established memory constructs such as interference, encoding, and retrieval, is intended to explain numerous effects in the sentence processing literature (though as stated above, here we do not commit to a specifically retrieval-based functional interpretation of observed LAN effects). Most pertinent to our purposes is the notion of cue-based content-addressable retrieval (a notion first elaborated in McElree et al., 2003). Simplifying for ease of exposition, features of certain words in
the language input trigger the retrieval of previously processed items in order to associate them. The retrieval operation is “content addressable,” (i.e., access is direct rather than serial), and cue-based, such that the retrieval is cued by features, and retrieval efficiency is dependent on the number of items in memory that share features with the cue.

Under this set of assumptions, it becomes easy to explain the contrast between our **Pronoun** and **Name** comparisons. The second element in the **Pronoun, Co-referent** condition is a pronoun, which could plausibly be assumed to have a feature that cues the retrieval of a suitable antecedent (presumably in addition to, for example, number and gender cues), particularly when a candidate antecedent is available in the same sentence. In contrast, no such [+antecedent] feature is associated with the second element (a proper name) in the **Name Co-referent** condition, and therefore retrieval can plausibly be assumed to not be cued.

Additionally, we believe that the model in Lewis et al. (2006) provides further support for our assertion that the LAN effect in response to our **Pronoun, Co-referent** does not index the mechanisms underlying the processing of referential ambiguity, but rather a negativity that is part of a continuum, the amplitude of which is determined by the difficulty of forming a referential dependency. Specifically, there is no need for the parser to search for an antecedent outside the current discourse in our experimental paradigm (but see Nieuwland (2014) for an experimental paradigm very different from ours in which participants appear to be doing just that), given that there is a readily available, featurally appropriate, and syntactically licensed antecedent within the current sentence. In sum, this architecture helps to explain our pattern of results, and in
combination with the work on reference form, supports our contention that no back association operation is triggered in the Name, Co-referent condition.

3.3 Relation between syntactic and referential dependencies

An important part of our argument for a domain-general back association interpretation of the LAN rests on its elicitation by the process of association in the comparison between object relatives and their controls, as well as in the comparison between the two Pronoun conditions. In support of this view, the second element in both syntactic and referential dependencies elicited LAN in our data. At the same time, these negativities were not identical in either their extended time course or in their amplitude distributions across the scalp, even within the same group of participants. Although this may seem non-optimal for our position, it is also not sufficient to undermine our argument, as discussed in the following sections.

3.3.1 The time course of anterior negativity

Brain responses to the second elements in syntactic dependencies (i.e. the main clause verb following the gap position at the end of the relative clause; TABLE 1.2, condition E) and referential dependencies (i.e. the main clause pronoun subject following the sentence-initial adjunct; TABLE 1.1, condition A) appeared to persist beyond the critical word, as confirmed by interactions of these LAN effects with factors of anteriority and hemisphere in the multi-word analyses (see section 2.5) between 300 and 2000 msec. post-onset of the critical word (section 3.2 and FIGURES 1.4A & 1.5A). The responses to syntactic and referential dependencies were thus very similar in eliciting apparently sustained effects.
However, the responses to syntactic and referential dependencies differed in the individual word analyses undertaken between 300 and 500 msec. post-onset of the words following the critical word. In the individual word analyses of the object relative vs. conjoined clause comparison, there were no further significant differences after the critical word when the onsets of subsequent words were rebaselined. In other words, only the critical word, the main clause verb in object relative clauses, elicited a LAN effect in this comparison; subsequent words apparently sustained the effect but did not contribute to it independently. On the other hand, the individual word analyses of pronouns with and without antecedents showed a significant difference between 300 and 500 msec. not only in response to the critical word, but also in response to the two words following it, even under rebaselining. This suggests that the two words following the pronoun subject in this comparison made independent contributions to the LAN effect.

However, we believe that the response to the critical word in the pronoun comparison was entirely independent of the responses to the two following words, for the following reason: when we measured 400 to 600 msec. post-onset of the critical word (i.e. the last 100 msec. of the response to the critical word and the first 100 msec. of the response to the following word), we found no significant differences. This suggests that the LAN effect in response to the critical word did not spill over into the following word (*longed* in TABLE 1.1), but rather that this word appears to have elicited an independent LAN effect of its own. We similarly found no significant differences in an analysis of the 400 to 600 msec. time window post-onset of word 13, suggesting that the LAN effect at this position was also independent of the LAN effect
elicited by word 14 (for in TABLE 1.1). This difference in the individual word analyses suggests that incoming words following the second element in a referential dependency induce additional processing difficulty, while those following the second element in a syntactic dependency do not. Why might this be the case?

While we do not wish to make strong commitments to the nature of the underlying cognitive processes involved on the basis of the data from this study alone, we nonetheless note that the prolonged LAN effects in response to pronouns with antecedents in our materials appear consistent with the serial processes described in a two-stage model of real-time referential processing proposed by Garrod & Sanford (1990). During the initial automatic bonding stage, the comprehension system forms a loose and superficial attachment between a pronoun and possible antecedents, a process that can tentatively be mapped to the back association process that we argue is indexed by phasic LAN. A full referential interpretation of the pronoun is only established in the subsequent resolution stage. The resolution process itself can be temporally prolonged, especially in cases in which there is no focused antecedent in the preceding discourse. In these cases, resolution may not be completed until disambiguating information downstream from the pronoun becomes sufficient to establish a one-to-one mapping, and it may be this resolution process that is indexed by the effects observed at the words downstream of the matrix clause subject pronoun in condition A of our materials. In any case, the differences in time course elicited during the processing of referential and syntactic dependencies point to similar but non-identical mechanisms underlying the processing of these long-distance relationships.
3.3.2 The scalp topography of anterior negativities

Differences in the scalp topography of anterior negativities, both phasic and sustained, in response to syntactic dependencies are not without precedent in the literature: though often reported with canonical left anterior maxima (see introduction), bilateral anterior (King & Kutas, 1995; Ueno & Kluender, 2003) and right anterior (Müller, King & Kutas, 1997; Ueno & Kluender, 2009; Dillon et al., 2012) distributions are also common. Moreover, although one cannot infer the location of neural generators for ERP effects from their amplitude distribution at the scalp, the fMRI literature suggests reasonable, overlapping but non-identical neural sources for the negativities elicited in response to the second element in a long-distance dependency. Recall (section 1.6) that Nieuwland et al. (2007) tentatively localized the generators of Nref effects in response to referential ambiguity to medial prefrontal cortex. In contrast, an array of fMRI and PET studies have typically reported increased activation in response to long-distance syntactic dependencies in traditional language areas of left lateral cortex. For example, Just, Carpenter, & Keller (1996) compared object relative clauses, subject relatives, and coordinate clause controls (such as were used in our experiment) and reported the greatest activation in and around Broca’s and Wernicke’s areas of the left hemisphere. Other neuro-imaging studies (Stromswold et al., 1996; Caplan, Alpert, & Waters, 1998, 1999; Caplan et al., 2000, 2001; Cooke et al., 2001; Ben-Shachar and colleagues, 2003, 2004) have likewise identified anterior and posterior (though not always both) language-related areas of activation on the lateral surface of the left hemisphere in response to the more complex of two constructions, in most cases when comparing object to subject dependencies. Crucially for our purposes, none of the
reported loci of activation were in medial frontal areas. Though these inferences remain somewhat speculative, these neuro-imaging studies offer a plausible account of the differences in the scalp distributions of the negativities observed in response to the second element in referential and syntactic dependencies, which thus far appear to be have medial and lateralized generators, respectively.

It is true that that differences in both the time course and the scalp distribution of the effects elicited by the second element in our syntactic and referential dependencies could turn out to be specific to the group of participants we tested and/or the set of materials we used, and therefore that the underlying mechanisms involved in processing these dependencies are more similar than our data suggest. After all, contra to our findings, previous studies investigating syntactic object dependencies have reported LAN effects extending beyond critical words following gapped positions, even after re-baselining (Kluender & Kutas 1993a:205-6; King & Kutas, 1995:386-7).

Likewise, it is possible that the somewhat atypical left-lateral scalp topography of the LAN response to object relative sentences in our results is specific to the particular experimental circumstances of our study. However, even if this should turn out to be the case, either in terms of time course or of scalp distribution, it would only lend further credence to our back association hypothesis, which predicted LAN effects in response

---

13 Somewhat atypically, our materials did not include subject relative clauses as a point of comparison for object relative clauses, but rather coordinate clause controls matched to the relative clause sentences in lexical content (which was not the case for example in the materials used by King & Kutas, 19995). Additionally, our object relative clauses were by design and intent embedded in a set of sentences containing various types of referential relationships, which obviously provides a very different context from those used in previous studies examining the processing of syntactic dependencies.

14 In fact, subsequent unpublished work conducted in our lab comparing these same object relative and coordinate clause sentences elicited more standard left anterior responses when not inter-mixed with conditions containing referential dependencies.
to the second element in both dependency types. If future work using different materials shows the time course and distribution of these effects to be even more similar than those elicited in our study, this would still be entirely consistent with our claims.

As stated in the introduction, there has been a longstanding debate within the theoretical linguistics literature (Chomsky, 1980, 1981; Reinhardt & Reuland, 1993) as to exactly which types of referential relationships are handled within the syntax and which are handled via pragmatics and principles of discourse. While it is too early to make any concrete claims based on electrophysiological evidence, we believe that experiments like the one reported here represent a potentially fruitful way to tease these issues apart and begin to understand the cognitive processes involved in the formation of various types of long-distance relationships.

4. Methods and Materials

4.1 Participants

20 monolingual native speakers of English participated in the experiment (9 females, 11 males; mean age = 20.7), and received either course credit or $7 an hour for their participation. All students were enrolled as students at the University of California, San Diego. All participants were right-handed with no neurological or psychiatric disorders and normal or corrected-to-normal vision.

4.2 Materials

A total of 160 sets of the four conditions shown in TABLE 1.1 were created for the purposes of this experiment. Each experimental item was fifteen words long, and consisted of an eleven-word sentence-initial adjunct followed by a four-word main clause. Co-referents of the main clause subject occupied the same position in the
sentence-initial adjunct across the two **Co-referent** conditions (condition A: co-referential antecedent, condition C: preceding co-referential pronoun), and the four sentence positions intervening between the first and second co-referents were identical in the main comparisons, establishing a clean baseline for our critical comparisons, which were made at the subject position introducing the main clause, and in all cases consisted of comparisons between identical lexical items.

The sentence-initial adjuncts in the primary experimental conditions all had either *after, because, since, until,* or *during* in initial position, with the occurrence of these adverbials balanced across items (32 items per initial adverbial). The verbs internal to these adjuncts, crucial to the experimental manipulation, were selected in one of two ways. First, as in the example in TABLE 1.1, we selected transitive verbs that, when nominalized, could serve as the internal argument of verbs like *require* or *provide.* In this manipulation, co-referents served as direct objects of the verb (e.g. *deployed Will/him*) in the two **Co-referent** conditions, while the nominalization eliminated the co-referent (e.g. *required deployment*) in the two **No Co-referent** conditions. Second, verbs were selected from the list of “*pro-arb*” verbs in Levin (1993). These verbs, which select for optional direct object arguments, were employed in their transitive forms in the two **Co-referent** conditions (e.g. *startled Katherine*) and were changed into an adjectival predicate form in the two **No Co-referent** conditions (e.g. *was startling*). These verb selection strategies ensured that there was minimal repetition of adjunct-internal verbs across items, with a single verb repeated no more than four times across experimental items. The object of the sentence-initial preposition, an adjective-noun combination like *covert mission* in TABLE 1.1 (which also served as
the head noun of the subject relative clause internal to the sentence-initial adjunct) was unique in each item set and held constant across conditions.

80 additional sentences constituted an orthogonal manipulation of crucial interest, namely 40 object relative clauses (condition E, TABLE 1.2) and their coordinate clause controls (condition F, TABLE 1.2); cf. King & Kutas (1995). By including these syntactic dependencies in the materials, we were able to look for similarities and differences in the brain responses elicited by these dependencies compared to those elicited by referential dependencies in the same group of participants. The set of materials also contained 80 filler sentences, shown in Table 1.3. In an attempt to provide a point of comparison for the adjunct-internal pronoun in the Name, Co-referent condition C, subjects read 40 fillers in which an adjunct-internal pronoun referred back to a preceding sentence-initial antecedent (condition G, Table 3). In retrospect, this comparison turned out to be confounded and will not be discussed further. 40 of the other fillers were similar to the experimental sentences, and were designed to add variety to the materials. 30 of these 40 contained sentence-medial (rather than sentence-initial) adverbials (after, because, since, until, during, and, in addition, before) and varied in terms of both number and type (common versus proper) of nouns present (condition G, TABLE 1.3). The remaining ten filler items were

16 In constructing Condition G as a control for Condition C, we failed to take into account the fact that these two conditions might elicit responses for different reasons – one has a preceding antecedent, much like the main clause subject comparison, while condition C contains a pronoun preceding its antecedent, also known as a cataphor. Thus the comparison was confounded.
identical in structure to the experimental items, except that the sentence-initial adjunct began with *before*\(^\text{17}\) (condition H, TABLE 1.3).

**TABLE 1.3: Filler sentences**

<table>
<thead>
<tr>
<th>(G. \text{ Adjunct-internal Anaphor with Sentence-initial Antecedent})</th>
<th>(H. \text{ Sentence-medial Adverbials})</th>
<th>(I. \text{ Before-Adjuncts})</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Will</em> joined a mission that deployed <em>him</em> for nine terrible months and longed for home.</td>
<td>Lori nailed the interview after Lawrence coached her on how to impress the recruiter.</td>
<td>Before a covert mission that deployed <em>him</em> for nine terrible months, <em>Will</em> longed for home.</td>
</tr>
</tbody>
</table>

The resulting set of 320 sentences was rotated through a Latin square design into ten lists, with two orders per list, for a total of 20 lists. The sentences in each list were pseudo-randomized such that three sentences of the same condition never appeared consecutively, and there were never more than five items from the same condition within a sequence of ten items.

**4.3 Procedures**

Subjects were run in a single session that lasted approximately 2.5 hours, including preparation. The experiment consisted of five blocks, each containing 64 sentences and lasting approximately 15-17 minutes. During the session, subjects were seated comfortably in a chair in a sound-attenuated booth. 1500 msec. before the first word of a sentence, a red square appeared in the middle of the screen and remained throughout sentence presentation for fixation purposes. Sentences were visually presented above fixation, with each word presented for 300 msec. (500 msec. stimulus onset asynchrony (SOA)). True/false comprehension questions were presented at the end of 25% of the materials (probing both experimental manipulations and the filler

\(^\text{17}\) The temporal re-sequencing of events required when processing *before* is itself known to elicit LAN (Münte et al, 1998), and therefore this type of sentence was not included in the experimental materials.
sentences); sentences without a comprehension question ended with a “Press for next” message that remained on the screen until the subject pressed either response button. Comprehension questions focused on the content of the preceding sentence, but crucially not any co-referential relationships contained within the sentence (e.g. “Was Will deployed for a full year?”). Comprehension questions appeared 2000 msec. after the end of the sentence-final word and remained on the screen until the participant made a response with one of two hand-held buttons. Response hands were balanced across participants to control for handedness, and the correct response was balanced across comprehension questions. The next stimulus sentence began 3000 msec. after the subject’s response. In order to familiarize participants with the task, they completed a ten-sentence practice session before beginning the experiment.

4.4 Electrophysiological recording

The electroencephalogram (EEG) was recorded from 26 tin electrodes mounted geodesically in a commercially available Electro-Cap. These sites included midline prefrontal (MiPf), left and right lateral prefrontal (LLPf and RLPf), left and right medial prefrontal (LMPf and RMPf), left and right lateral frontal (LLFr and RLFr), left and right medial frontal (LMFr and RMFr), left and right medial lateral frontal (LDFr and RDFr), left and right medial central (LMCe and RMCe), midline central (MiCe), left and right medial lateral central (LDCe and RDCe), midline parietal (MiPa), left and right lateral occipital (LLOc and RLOc), left and right medial occipital (LMOc and RMOc), and midline occipital (MiOc). Each electrode was referenced online to the reference electrode at the left mastoid and later re-referenced offline to the
average of the two mastoids. To monitor blinks and eye movements, electrodes were placed on the outer canthi and under each eye. Impedances were kept below 5KΩ during recording. The EEG was amplified using James Long amplifiers with an online Band-pass filter (.01 to 100 Hz), and digitized at a sampling rate of 250 Hz.

**4.5 Data analysis**

The main analyses, as described below, focused on the critical main clause subject position (i.e. he in conditions A and B, and Will in conditions C and D in Table 1.1). Mean amplitude measurements were taken over 1000 msec. epochs (including a 100 msec. pre-stimulus baseline) with primary focus on the LAN time window between 300-500 msec. post-stimulus onset. Analyses between 500 and 800 msec. were also conducted in all comparisons, but were of special interest in the comparison of the two Pronoun conditions, due to the possibility that the antecedent-less pronoun might elicit late positivity, as in the studies discussed in section 1.6. When LAN effects in response to the critical word position appeared to extend beyond 800 msec., across several word positions, mean amplitude measurements of 2000 msec. epochs (including a 500 msec. pre-stimulus baseline) were taken. These multi-word averages enabled us to measure effects of sustained negativity across the course of the sentence. However, multi-word averages cannot distinguish between initial processing costs elicited by the first (critical) word in the average and additional processing costs contributed by subsequent words. For this reason, we followed King & Kutas (1995) and Phillips et al. (2005) in computing mean amplitude measurements relative to a 100 msec. baseline re-established at each word position in the region spanned by the sustained effect. If a sustained effect is due solely to an initial processing cost triggered by the first word in a
multi-word average that remains constant over time, there should be no observable differences in the responses to the individual words spanned by the sustained effect following the re-baselining procedure. On the other hand, if any subsequent word in the multi-word average contributes to the sustained effect, a significant difference should be evident in that particular individual word average. Trials contaminated by excessive muscle activity, amplifier blocking, or eye movements were discarded before averaging. This led to the rejection of 8.3% of trials in the single-word averages and 33.8% of trials in the multi-word averages. The averaged data were algebraically re-referenced offline to the average of the activity recorded at the two mastoid sites. ERP waves were smoothed offline using a low-pass filter with a 7 Hz cutoff for visualization purposes only. Because of the design of the materials, a full factorial ANOVA was deemed inappropriate. Rather, we first conducted one-tailed t-tests for predicted effects. For unpredicted effects, we used one-way ANOVAs to make the critical comparisons between (1) the two Pronoun conditions and between (2) the two Name conditions. Each analysis had the repeated measures of experimental condition (two levels) and electrode (26 levels). This will be referred to as the full analysis. In addition (independent of whether we first ran t-tests or omnibus ANOVAs), a subsequent distributional analysis was conducted for each of the three main comparisons, including

---

18 This high rejection rate was a consequence of averaging over the last four words (a period of two seconds) of sentences that were 15 words in length.
19 This type of analysis would force us to compare pronouns to proper names. This comparison would elicit differences driven solely by lexical factors of word class (Müller & Kutas, 1996) that were not the focus of this experiment.
20 This type of analysis was conducted on effects that were predicted in terms of the sentence position at which they were elicited, the polarity of the effect and its distribution at the scalp (see section 1.6 for explicit predictions).
condition (two levels), hemisphere (left vs, right), anteriority (prefrontal vs. frontal vs. temporal vs. occipital), and laterality (lateral vs. medial). Electrodes included in the distributional analysis were left and right lateral prefrontal (LLPf and RLPf), left and right medial prefrontal (LMPf and RMPf), left and right lateral frontal (LLFr and RLFr), left and right lateral temporal (LLTe and RLTe), left and right medial lateral parietal (LDPa and RDPa), left and right lateral occipital (LLOc and RLOc), and left and right medial occipital (LMOc and RMOc). This distributional analysis was conducted in order to investigate further those effects that appeared to be spatially localized. We felt that this type of analysis was warranted because one of the stated goals of the experiment was to examine the ways in which the brain’s responses to referential and syntactic dependencies patterned together or differently, and one dimension along which these effects may differ is in their topographies over the scalp. Furthermore, when it was necessary to corroborate local effects suggested by the distributional analysis, ANOVAs were performed at individual levels of these factors. The Huynh-Feldt (1976) correction for lack of sphericity was applied, and corrected p-values are reported with the original degrees of freedom.

Chapter 1, in full, is a manuscript submitted to *Brain Research*, and is currently under review. Barkley, C., Kluender, R., & Kutas, M (*submitted*). The dissertation author was the primary investigator and preparer of this manuscript.
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CHAPTER 2: The Role of Selective Attention in Implicit Language Learning: An Event-related Potential (ERP) Study

Abstract:
A substantial body of research investigating implicit language learning at various levels of linguistic analysis has proven it to be a powerful and flexible learning mechanism that enables language learners to acquire striking amounts of linguistic information quite rapidly merely during passive exposure. However, the precise role of selective attention in implicit language learning has yet to be systematically characterized: previous studies (Saffran et al. 1997, Toro et al. 2005) have reached opposite conclusions using word segmentation tasks in dual-task settings, but no study has yet investigated the role of selective attention in implicit learning tasks involving higher levels of linguistic analysis. To address this issue, we constructed an artificial language and used a traditional training-testing paradigm to determine whether unattended morpho-syntactic information can be implicitly learned. During training, participants were instructed to attend to the verbal agreement system of the language with the explicit goal of learning it; unbeknownst to them, the verb phrase also contained information about the transitivity of the matrix verb and the auxiliary that it selected for. During testing, while their EEG was recorded, participants judged the grammaticality of correct sentences and sentences containing violations of both the attended and unattended systems. Performance during both training and testing demonstrated rapid learning of the regularities governing the attended agreement system, while participants’ ability to detect unattended transitivity and auxiliary selection violations during testing was below chance. Nevertheless, all three violation types elicited brain responses that differed significantly from the responses to correct
sentences. Correlational analyses showed further that performance in mastering the agreement system during training correlated negatively with the ability to detect transitivity and agreement violations during testing. The ERP results go beyond previous demonstrations of brain/behavior dissociations in explicit adult language learning (McLaughlin et al. 2004, Tokowicz & McWhinney 2005) by demonstrating a brain/behavior dissociation in the acquisition of morpho-syntactic features outside the focus of attention within a period of a few hours. We conclude by discussing the implications of these results for adult second language acquisition.

1. Introduction

Acquiring a language is an immensely complex endeavor. The language learner must construct an intricate cognitive system characterized by complexity at all levels, yet the language input into this learning process is continuous, perceptually degraded, and often under-representative of the linguistic systems to be learned. In spite of this, language is acquired effortlessly, instinctively, and with almost breathtaking speed. By 4 days of age, infants can discriminate between their native language and others on the basis of prosody (Mehler et al., 1998), at 4 months of age can exploit statistical information to segment the continuous speech stream (Saffran et al., 1996) and by between 9 and 12 months of age have acquired the rudimentary phonological (Jusczyk et al., 1993; Jusczyk et al., 1999) and phonotactic structure (Jusczyk et al., 1993) of their native language. Additionally, during their first year of life, their linguistic environment has shaped how they perceive speech (Werker & Tees, 1984), and they have begun the lifelong process of building a mental lexicon (Tincoff & Juczyk, 1999).
Researchers in the field of language acquisition have long sought to determine the
cognitive mechanisms that underlie these impressive feats.

So-called *experience-independent* theories initially dominated the field of
language acquisition. Proponents argued, often building on the conceptual foundation
of Universal Grammar (Chomsky, 1965) that language acquisition proceeds so
effortlessly because children approach the task with innate, hard-wired linguistic
knowledge. This linguistic endowment is claimed to guide the early learning process
and to explain how learners overcome the “poverty of the stimulus” (Chomsky, 1980)
and acquire language with such speed. In opposition to this are *experience-dependent*
accounts, which posit that humans possess powerful domain-general learning
mechanisms that are recruited during language acquisition, eliminating the need for
guidance by innate linguistic knowledge (see for example Eimas et al., 1971 and
Saffran et al., 1996 among many others). Perhaps the most often discussed of these
learning mechanisms, and the focus of the present work, is implicit learning, and
specifically the role that attention plays in this learning process.

Implicit learning, a term first appearing in Reber (1967), is learning that is
automatic, incidental, and spontaneous. This type of learning occurs absent any
conscious intent to learn, does not require the formation or testing of hypotheses, and
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1 Implicit learning is often also referred to as statistical, or distributional, learning. Some researchers argue that these constitute distinct learning mechanisms that are best addressed with distinct experimental approaches; see Perruchet & Pacton (2006) for a recent unifying perspective. For the sake of clarity, here we adopt the term implicit learning to the exclusion of the others, with the non-ideological intent that this term be taken in the general sense, rather than in opposition to putative statistical or distributional learning.

2 Implicit learning has even been observed in rats (Toro & Trobalon, 2005) and non-human primates (Hauser, Newport, & Aslin, 2001) using the types of experimental paradigms discussed here; these species could presumably not be imbued with any sort of “conscious” intent to learn.
both the learning mechanism itself and its (behavioral) output often remain below the level of conscious awareness. Passive exposure to a system governed by systematic regularities is sufficient for implicit learning to occur. This learning mechanism is perfectly suited for language acquisition, as it can take advantage of the rich structure inherent in linguistic input by extracting vast amounts of information without the learner having to consciously control the learning process (see for example Saffran et al., 1996).

Implicit learning experiments generally consist of familiarization and testing phases, and it is this general approach that will be adopted here. During familiarization, a highly structured stimulus set is presented to participants in the absence of any explicit instructions to learn (i.e. participants often simply listen to/view the stimuli passively). After familiarization, learning of the regularities present in the input is assessed, usually by means of an offline two-alternative forced-choice task (2AFC) that requires participants to select between stimuli consistent with the regularities of the input and foil stimuli. Employing variations of this basic paradigm, a multitude of implicit learning studies have investigated the learning of various types of (simple and complex) statistical regularities that govern the relationships between items in the learning set, as discussed in sections 1.1 – 1.5.

While the implicit learning literature is vast and a comprehensive review is beyond the scope of this article, there is a comparatively small literature on the role that attention plays in implicit learning, and implicit language-learning in particular. Below we briefly discuss studies examining implicit learning of linguistic information, before turning to a discussion of studies that employ manipulations of attention in tasks that
assess learning of both non-linguistic and linguistic stimuli. Lastly, we discuss ERP studies of explicit language-learning, as the goal of the current study was to extend these lines of research by recording ERPs while employing an implicit language-learning paradigm with a novel attentional manipulation, an experimental design that enabled us to investigate the interplay between attention and implicit language learning using a temporally fine-grained experimental technique.

1.1 Implicit learning of language

The claim that implicit learning plays a role in natural language acquisition often cites Saffran et al., (1996) as its empirical foundation. This seminal study set off an explosion of subsequent research, a subset of which is reviewed below. Saffran et al. (1996) exposed eight-month-old infants\(^3\) to a two-minute speech stream consisting of random repetitions of four three-syllable nonsense words. Crucially, transitional probabilities between syllables were high within “words,” but low across word boundaries. If participants are able to extract this information and use it to segment words from the “speech” stream, then different behavioral responses to “words” and “non-words” would be expected after familiarization. Using a preferential looking paradigm (Hirsh-Pasek & Golinkoff, 1996), this is exactly what the authors reported: in two experiments, participants spent significantly longer looking in the direction of “non-words” compared to “words” from the speech stream (the “novelty preference”), regardless of whether the “non-words” never appeared during familiarization, or did but only when crossing “word” boundaries, i.e. with lower transitional probabilities.

\(^3\) Participants in the studies reviewed here ranged from infancy to adulthood. Implicit learning in particular, and processes of incidental frequency estimation in general, are argued to be age-invariant, with the performance of young children and adults basically equivalent (see Hasher & Chromiak, 1977; Ellis, Palmer, & Reeves, 1988; and Reber, 1993).
Building on this methodology, a series of studies have explored whether transitional probability information can be used for processes of word segmentation, or the acquisition of information at the level of phrase-structure and the lexicalized properties of verbs (Saffran, 2001; Saffran, 2002; Saffran & Wilson, 2003; Thompson & Newport, 2007; Wonnacott et al., 2008).

The experiments reported in Saffran (2001a), Saffran (2002), Saffran & Wilson (2003), and Thompson & Newport (2007) all build phrase structure into artificial languages in essentially the same fashion. Nonsense words are assigned to grammatical classes, and the syntax of the language is characterized by the statistical distributions of these categories. Saffran (2001a, 2002) showed that both infant and adult learners are indeed sensitive to this information, as again participants performed above chance on a post-familiarization 2AFC task similar to that used in the word-segmentation task described above. Thompson & Newport (2007) replicated these findings employing a range of artificial languages with varying degrees of complexity, and Saffran & Wilson (2003) linked the results of word- and phrase-level studies by demonstrating that after words are segmented from the speech stream, this lexical information can subsequently feed processes of phrasal grouping.

Though the studies above appear to demonstrate the power of implicit learning, objections have been raised. Researchers have argued that implicit learning may simply be an artifact of artificial laboratory settings, unnatural linguistic input, and/or the use of offline dependent measures. Saffran (2001b) tested the hypothesis that participants are simply extracting chunks of highly coherent “sound units” from a “speech” stream, and then applying this information to yield high accuracy on a 2AFC task, without affording
these sequences real linguistic status (in which case one could argue that implicit learning does not underpin the process of language acquisition/learning). Saffran tested this hypothesis using the familiar 2AFC paradigm, but placed the two choices in either English or nonsense carrier phrases. She found that participants only displayed the novelty preference when words were placed in English carrier phrases, leading her to argue that the output of implicit learning does indeed have actual linguistic status for the learner.

The experiments in Wonnacott et al., (2008) merit special attention here, as the research described therein addressed the issue of whether implicit learning yields representations that guide online language comprehension in more naturalistic settings. Data were collected using online measures, nouns had referents, and visual scenes accompanied sentence presentation. The authors used an artificial language to determine whether the acquisition of verbal subcategorization information can be accounted for with implicit learning. After familiarization, performance on three tasks revealed that the participants had acquired the sub-categorization system of the language: they avoided over-generalizing during a production task, made accurate grammaticality judgments, and, most critically, eye-tracking results indicated that the participants were using their acquired knowledge of verbal subcategorization to guide comprehension in real time.

In sum, these studies show that the implicit learning mechanism is powerful, flexible, and can operate over linguistic input to extract structured information at
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4 An artificial language allows the authors to instantiate the argument structures of individual verbs in a purely statistical fashion, avoiding confounds (e.g., semantics) inherent in trying to investigate this issue with natural language materials. We adopt the same approach here for this very reason.
multiple linguistic levels. As stated above, the primary goal of the present study is to extend this research by investigating the role that attention plays in this process.

1.2 Implicit learning and attention

There are limits to the amount of information that humans can process at any given time, both perceptually and cognitively. Due to these limitations, a neurocognitive mechanism is required that can allocate processing resources and select the aspects of the environment and cognitive tasks that have priority for the organism. This mechanism is attention. Attention research has a long history, but there is an important conceptual bifurcation (of an admittedly multi-faceted construct) to be made that will facilitate our exposition here, helping provide an account of why the role of attention in implicit learning has yet to be consistently characterized. Since at least Johnston & Dark (1986), the field has been dominated by two main views of attention: attention as resource, and attention as selection mechanism.

The view of attention as a resource follows from the assumption that (non-automatic) processes that require attention must draw these resources from a limited central resource pool. It then follows that performing multiple tasks simultaneously will increase the draw on this pool, until concurrent processing is sufficient to deplete resources entirely, resulting in decrements in performance. This conceptualization of attention motivates the design of studies that compare performance in single- and dual-task settings, with the goal of probing the attentional resources required by various processes.

The view of attention as a selection mechanism operates under the assumption that not all input to the sensory periphery can be processed efficiently, and that attention
functions to select the input that will be processed fully. In other words, properties of the input that are selected by this mechanism are processed preferentially. This view of attention (which we will subsequently refer to as selective attention) has led to a number of alternative selective attention manipulations, in which task parameters dictate that only a subset of the stimulus display need be attended for successful task performance. It is then possible to assess the effects of this manipulation on the learning of the “to-be-attended” and “to-be-ignored” aspects of the stimulus. It is this type of attentional manipulation that we adopt here, a manipulation that has no precedent in the language-learning literature.

Though this distinction is important within the attention literature and has motivated a substantial amount of research testing the predictions of each account, providing support for one of these views of attention is not the focus of the current work as we employ a manipulation of selective attention in lieu of an experimental design comparing performance under “single-task settings” and “dual-task settings.” We simply mention these competing views here in order to operationalize the term “selective attention” and because they have motivated the use of very different experimental paradigms, the conflicting results of which have greatly contributed to a lack of clarity with regards to the role of attention in implicit learning.

1.3 The role of attention in the implicit learning of non-linguistic information

In an oft-cited study, Nissen & Bullemer (1987) pioneered the idea that implicit learning may be dependent on attentional resources (i.e. the “attention as resource” view
referred to in the previous section). Using a serial reaction time task (SRT), the authors compared training performance under single-task conditions to performance under dual-task conditions, in which subjects were required to perform a secondary task. In the single-task conditions, the authors reported evidence of learning: subjects showed a decrease in response times when presented with structured input but virtually no decrease in RT when the input was random. No learning was observed in the dual-task conditions, however, suggesting that dual-task conditions not only interfered with implicit learning but in fact blocked it entirely. In other words, these dual task conditions appeared to sufficiently deplete the pool of attentional resources to the point that the implicit learning mechanism was unable to function efficiently.

The experiments in Jimenez & Mendez (1999) represented an important advance in the nature of the experimental manipulation designed to tax attention, which is of particular pertinence to the current study. They again employed the SRT, but built two sets of regularities into the stimuli: both the location and shape of the current stimulus provided predictive information about the subsequent stimulus. One group of participants simply performed the SRT task (i.e. shape information was task-irrelevant), while a second group was instructed to track the occurrence of certain shapes (in addition to stimulus locations) throughout the experiment. If implicit learning is always blocked by an increase in attentional load, then only the first group of participants should show evidence of learning. However, if implicit learning is dependent on participants selectively attending the aspect of the stimulus encoding the to-be-learned
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5 See Nissen & Bullemer (1987) for a detailed description of the structure of this task.
pattern, then only the second group should show evidence of learning the mapping between shape and location. This is exactly the pattern that was observed, suggesting that it is not increases in attentional load *per se* that block implicit learning. Rather, it seems that, in an input set containing stimuli that vary systematically along multiple dimensions, the regularities attended to are the ones that are learned, suggesting a central role for selective attention in implicit learning. The present study utilizes a similar manipulation in order to determine whether the same holds true for linguistic input while also assessing the effects of selective attention manipulations using sensitive online measures.

1.4 The role of attention in implicit language learning

The experiments in Saffran et al. (1997) were very similar to those in Saffran et al. (1996) in that they centered around processes of word segmentation, with the additional inclusion of an attentional manipulation. To deplete attentional resources, participants created illustrations on a computer during exposure to the type of speech stream described above. Across two experiments, participants performed above chance in this dual-task setting, with the authors interpreting these results as indicating that implicit learning is incidental and not dependent on attention, and can take place even in cases when participants are otherwise engaged.

Toro et al., (2005) further investigated this issue with a more systematic manipulation of attention. The authors argued that the data in Saffran et al. (1997) were
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6 See Jiang & Chun (2001), Baker, Olson, & Behrmann (2004), and Hoffman & Sebald (2005) for additional studies investigating the role of selective attention in implicit learning using visual search tasks. By manipulating the task relevance of the pattern to be learned, the authors were again able to influence whether implicit learning took place.
inconclusive because (i) there was no guarantee that participants entirely ignored the speech stream in the dual-task setting, (ii) there is evidence that task-irrelevant information may undergo some processing regardless of instruction if the main task is not sufficiently demanding (as the coloring task used in Saffran et al. (1997) presumably was not), and (iii) performance did appear to be somewhat degraded in comparison to previous studies that did not manipulate attention. After changing the nature of the secondary task, Toro et al. (2005) observed differences in performance under single- and dual-task settings, arguing that manipulations of attention do have at least some effect on implicit language-learning, contra the claims in Saffran et al. (1997). However due to the dual-task design of these two experiments, the results shed no light on the role that selective attention plays in implicit learning of linguistic input, an issue the current is designed to investigate.

Collectively, these results paint a complex picture of the role of attention in implicit learning. Manipulations of attentional load using dual-task paradigms have been observed to both influence (Nissen & Bullemer, 1987; Toro et al., 2005) and not influence (Saffran et al., 1997) implicit learning in offline tasks, and therefore no straightforward conclusions can be drawn as to the role of attentional resources in this type of learning. In contrast, manipulations of selective attention seem to disrupt implicit learning consistently, regardless of the task employed (Jimenez & Mendez, 1999; Jiang & Chun, 2001; Baker, Olson, & Behrmann 2004; Hoffman & Sebald, 2005). While a comprehensive characterization of the influence of attention on implicit learning mechanisms is thus still lacking, it is clear that this relationship has been much more comprehensively explored in the non-language literature than it has in the
corresponding language literature, which lacks studies containing systematic manipulations of selective attention.

As such, the primary goal of the current study is to manipulate selective attention systematically during a language-learning task in order to investigate the role of attention in implicit language learning, specifically at higher levels of linguistic analysis. In doing so, we aim to determine whether manipulations of selective attention affect implicit language learning in the same fashion as in the non-linguistic studies described above (Jimenez & Mendez, 1999; Jiang & Chun, 2001; Baker, Olson, & Behrmann 2004; Hoffman & Sebald, 2005), and in doing so fill a gap in the existing literature on attentional influences on implicit language learning. Additionally, our novel use of the ERP technique, (in addition to behavioral measures), a multi-dimensional measure, has the potential to reveal evidence of implicit learning of unattended linguistic information that has thus far remained elusive.

1.5 Event-related potential (ERP) studies of (artificial) language learning

In the current study, as in the studies described below, we utilized ERPs, an experimental technique that enables us to examine the time course of processing with a high degree of temporal precision, thus allowing us to look for evidence of implicit learning that offline behavioral measures might be insufficiently sensitive to detect. Friederici et al. (2002) conducted an ERP experiment examining implicit learning of an artificial grammar, and provided additional support for the position that implicit learning underlies naturalistic language learning and guides online comprehension. The authors constructed a grammar using a small set of phrase structure rules and trained adult participants within the setting of a game, teaching them how to articulate all of the
game’s moves with the artificial language, ensuring that the language was learned in an environment in which it served a communicative purpose. After grammatical training, ERP indices of grammatical processing difficulty in response to violations of the phrase structure rules of this language were both early (approximately 100 msec. after the onset of the ungrammaticality) and sustained. While the functional interpretation of these brain responses is largely tangential, it is worth pointing out that the observed ERP effects are traditionally interpreted as syntactic in nature, and are often elicited by natural language materials that engender a problem with parsing the input into a grammatical sequence.

McLaughlin et al. (2004) conducted a study examining lexical acquisition in native English speakers learning French as a second language (L2), using N400 responses and a lexical decision task as dependent measures. For native speakers, the N400 response is largest in amplitude to phonologically legal non-words, intermediate in amplitude when a word is not primed, and smallest in amplitude when a target word is preceded by an associated prime. Strikingly, at the first experimental session, after an average of only 14 hours of classroom instruction, the amplitude of the N400 response of L2 learners of French was already smaller to words taken directly from their textbook than to words from the same textbook in which one or two of the internal letters had been replaced – even though performance on the lexical decision task using these same words and pseudowords was at chance (as measured by $d'$). This pattern of results suggests that learners are rapidly extracting lexical knowledge, but that this knowledge
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7 By the second session, after an average of 63 hours of instruction, L2 learner N400 responses were also smaller to primed than to unprimed words taken from their textbook, essentially replicating the L1 pattern of N400 responses.
is not sufficiently robust to influence behavioral decisions. These results suggest that early evidence of explicit learning after brief exposure may be detectable only at the level of brain responses. This in part motivated our decision to use ERPs as a dependent measure and enabled us to address an additional hypothesis outlined below.

Tokowicz & MacWhinney (2005) used ERPs and grammaticality judgments to study the acquisition of grammatical features by native English speakers learning Spanish as an L2. Participants read grammatical and ungrammatical Spanish sentences and made end-of-sentence grammaticality judgments while their brain responses were recorded. Violation types included omission of required auxiliary verbs (similar across L1 and L2), sentences that violated patterns of determiner-number agreement (a grammatical system present in the L1 but with different constraints than in the L2), and sentences that violated determiner-gender agreement (a grammatical system present in the L2 but not in the L1). Violations of the auxiliary and gender-agreement systems elicited effects of late positivity between 500 and 900 msec. (P600 effects), even though grammaticality judgment accuracy was at chance for all violation types (as measured by one-tailed t-tests and d’), and especially for gender-agreement violations. This suggested that although at some level participants were sensitive to grammatical violations in the L2, this sensitivity was not sufficiently robust to influence their behavioral decisions.8

Building on the studies described above, the present study aims to introduce a
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8 See Osterhout et al. (2006, 2008), McLaughlin et al. (2010) and Tanner et al. (2013) for related ERP studies of natural L2 learning showing the progression of N400 and P600 effects that emerge during the process of explicit learning. As our focus is on implicit learning of artificial languages, these studies will not be discussed in detail here.
novel⁹ implicit learning paradigm into an ERP study of (artificial) language learning, while also including a selective attention manipulation that has no precedent in the ERP language-learning literature. If we can in fact obtain evidence of implicit learning of unattended grammatical information despite very brief exposure (see section 2.3.1), we believe that we will have demonstrated two important points: first, that selective attention is not a pre-requisite for implicit language learning, and second, that the early outputs of learning (may) be detectable only in brain responses, perhaps shedding light on observations, in the form of behavioral responses, that unattended non-linguistic regularities can not be implicitly learned. If this pattern of results does in fact obtain, it would cast light on the contradictory findings discussed above and bridge the gap between ERP studies of explicit and implicit language learning and studies investigating the role of selective attention in implicit learning of non-linguistic information.

2. Methods

The present study was designed to investigate the role that selective attention plays in the implicit learning of grammatical systems. Using acceptability judgments and ERPs, we tested whether it is possible to learn elements of a grammatical system when attention is directed away from them. In order to test this hypothesis, we designed an experiment with training and testing phases in which the participant’s task was to learn the agreement system of an artificial language created for specifically for the experiment. The explicit instructions provided to participants during the training phase
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⁹ Though see Kutas & Baldwin (1993) for an ERP study comparing implicit versus explicit learning of a finite state grammar. Their results suggest that participants did in fact extract some regularities under implicit learning conditions. We do not focus on this study here as our focus is on implicit learning at higher levels of linguistic analysis, namely morpho-syntactic information.
of the experiment were designed to ensure that they directed their attention to this agreement system with the goal of learning it. Unbeknownst to participants, however, the training materials included two additional grammatical systems that encoded constraints on verbal subcategorization at the exact same sentence positions as the agreement system, namely in the verb phrase: verbs were either transitive or intransitive, and selected for lexically specified auxiliary verbs. Though these distinctions were marked at the same sentence positions as the agreement system, this grammatical information was entirely task-irrelevant and independent of the agreement system, and therefore successful task performance did not depend to any extent on learning the regularities governing these additional grammatical systems. This manipulation, along with the training-testing design of our experiment, made it possible for us to assess the role of selective attention in the acquisition of attended (agreement) and unattended grammatical systems (transitivity and auxiliary selection) after brief language exposure.

2.1 Materials

In order to address our research questions adequately, we created an artificial language\(^\text{10}\) from scratch that was comparable in complexity to naturally occurring languages, opting against an overly simplified or overly complex system that may have yielded floor or ceiling effects during training. With this goal in mind, we created an artificial language with SOV word order and a split ergative case marking/number

\(^{10}\) We would like to thank Maria Polinsky for advising us on the particular typological features of this language.
agreement system\textsuperscript{11} (in which case was in ergative-absolutive alignment and number marking in nominative-accusative alignment). The language contained ten nouns, eight matrix verbs (four transitive, four intransitive) and four auxiliary verbs. Matrix verbs were prefixed with an agreement marker (e.g. \textit{kig}-glim in condition A (intransitive construction) and \textit{kib}-bund in condition E (transitive construction) in Table 1 below) that indicated case and number agreement with the subject. Matrix verbs also selected for a specific, obligatory and lexically specified auxiliary verb, two of which were selected only by transitive verbs and the other two only by intransitive verbs. Example sentences are provided in TABLE 2.1 below, and a complete description of the artificial language can be found in Chapter 2, Appendix 1.

2.1.1 Materials: Training session

During the session, participants were exposed only to grammatical sentences (conditions A and E). Sentences were presented word-by-word until the main verb was encountered, at which point participants were presented with a 2AFC task (see section 2.3). In this task, they selected the matrix verb that obeyed the constraints of the agreement system they were being trained on, and which therefore rendered the sentence grammatical. In other words, their task was to discriminate between agreement markers on matrix verbs that were grammatical (TABLE 2.1, conditions A [\textit{kig}-glim] and E [\textit{kib}-bund]) or ungrammatical (TABLE 2.1, conditions B [*\textit{keg}-glim] and F [*\textit{kab}-bund]) in the context of the entire sentence. Crucially, during training, participants were not exposed to any violations of the transitivity (TABLE 2.1, conditions C and G) or auxiliary selection systems (TABLE 2.1, conditions D and H).

\textsuperscript{11} See Dixon (1994) for an extensive discussion of split ergativity.
TABLE 2.1 Example sentences of the artificial language used during training and testing sessions

Intransitive verb selecting auxiliary 1, singular agreement with ABS subject

A. Grammatical

<table>
<thead>
<tr>
<th>DET</th>
<th>[SUBJ.NP]ABS/SING</th>
<th>AUX.1</th>
<th>SING[V-INTRANS]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba</td>
<td>tombat-il</td>
<td>til</td>
<td>kig-glim</td>
</tr>
</tbody>
</table>

B. *Agreement violation

<table>
<thead>
<tr>
<th>DET</th>
<th>[SUBJ.NP]ABS/SING</th>
<th>AUX.1</th>
<th>SING[V-INTRANS]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba</td>
<td>tombat-il</td>
<td>til</td>
<td>*keg-glim</td>
</tr>
</tbody>
</table>

C. *Transitivity violation

<table>
<thead>
<tr>
<th>DET</th>
<th>[SUBJ.NP]ABS/SING</th>
<th>AUX.1</th>
<th>SING[V-INTRANS]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba</td>
<td>tombat-il</td>
<td>til</td>
<td>kib-*bund</td>
</tr>
</tbody>
</table>

D. *Auxiliary selection violation

<table>
<thead>
<tr>
<th>DET</th>
<th>[SUBJ.NP]ABS/SING</th>
<th>AUX.1</th>
<th>SING[V-INTRANS]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba</td>
<td>tombat-il</td>
<td>*dal</td>
<td>kig-glim</td>
</tr>
</tbody>
</table>

Transitive verb selecting auxiliary 2, plural agreement with ERG subject

E. Grammatical

<table>
<thead>
<tr>
<th>DET</th>
<th>[SUBJ.NP]ERG/SING</th>
<th>[OBJ.NP]ABS</th>
<th>AUX.1</th>
<th>SING[V-TRANS]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba</td>
<td>tombat-e</td>
<td>blergen-amt/il</td>
<td>iti</td>
<td>ke-bund</td>
</tr>
</tbody>
</table>

F. *Agreement violation

<table>
<thead>
<tr>
<th>DET</th>
<th>[SUBJ.NP]ERG/SING</th>
<th>[OBJ.NP]ABS</th>
<th>AUX.1</th>
<th>SING[V-TRANS]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba</td>
<td>tombat-e</td>
<td>blergen-amt/il</td>
<td>iti</td>
<td>*ko-bund</td>
</tr>
</tbody>
</table>

G. *Transitivity violation

<table>
<thead>
<tr>
<th>DET</th>
<th>[SUBJ.NP]ERG/SING</th>
<th>[OBJ.NP]ABS</th>
<th>AUX.1</th>
<th>SING[V-TRANS]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba</td>
<td>tombat-e</td>
<td>blergen-amt/il</td>
<td>iti</td>
<td>kig-*glim</td>
</tr>
</tbody>
</table>

H. *Auxiliary selection violation

<table>
<thead>
<tr>
<th>DET</th>
<th>[SUBJ.NP]ERG/SING</th>
<th>[OBJ.NP]ABS</th>
<th>AUX.1</th>
<th>SING[V-INTRANS]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba</td>
<td>tombat-e</td>
<td>blergen-amt/il</td>
<td>*ada</td>
<td>ke-bund</td>
</tr>
</tbody>
</table>

---

12 Note that during the training session, subjects saw only grammatical sentences up to the verb phrase, at which point they made a binary choice between a main verb that either was marked with a licit agreement marker or one that rendered the sentence ungrammatical.

13 Note that in transitive structures, the object noun phrase is not participating in an agreement relationship, and therefore either singular or plural absolutive markers lead to licit agreement.
2.1 Materials: Testing session

During the testing session, participants read sentences that fully conformed to the grammar as described above (TABLE 2.1, conditions A and E), sentences that violated the attended agreement system (TABLE 2.1, conditions B and F), and violations of both the unattended transitivity (TABLE 2.1, conditions C and G) and auxiliary selection systems (TABLE 2.1, conditions D and G). Focusing on the intransitive structures for ease of exposition, in the agreement violations (TABLE 2.1, condition B) the sentence is rendered ungrammatical by the appearance of the singular marker *keg-* on the main verb *glim* in place of the plural marker *kig-*, thereby creating a number-marking mismatch between subject and verb. The transitivity violation (TABLE 2.1, condition C) is caused by the appearance of the transitive verb *bund* in an intransitive structure. Lastly, the auxiliary selection violation (TABLE 2.1, condition D) is generated by the appearance of the auxiliary,*dal* which does appear with intransitive verbs, but not with this specific intransitive matrix verb. Crucially, the agreement relations in the transitivity and auxiliary violations were licensed by the artificial language, such that participants never read sentences containing more than one violation. As detailed above, this ensured that participants were exposed to all aspects of the artificial language’s grammar while the task that they performed directed their attention only to the agreement system.

2.2 Participants

20 monolingual native speakers of English (9 females, 11 males) participated in the experiment for course credit or monetary compensation. All participants were between the ages of 18-24 (mean 20.7) and enrolled as students at UCSD. All
participants were right-handed with no neurological or psychiatric disorders and normal or corrected-to-normal vision.

2.3 Procedure

2.3.1 Behavioral training session

At the beginning of the training session, prior to the commencement of the explicit grammatical learning task, participants were trained on the labels for the ten nouns in the artificial language (each of which referred to an image of an alien creature) and the meanings of four temporal adverbials. We trained participants on the meaning of these adverbials because they occurred sentence finally in our materials, allowing us to avoid potential sentence wrap-up effects that may obscure brain responses to the critical main verb position. Participants were then tested to criterion on these nouns and adverbs and instructed that they would be tested again at the end of the session. This was done simply to ensure that participants were processing the language stimuli at some level of depth and not treating the materials as entirely non-linguistic. Part of our primary experimental manipulation depended on the subcategorization frames of individual verbs (namely the transitivity and auxiliary selection systems), but we did not train participants on verb meaning or verbal subcategorization frames for two reasons. First, the verb’s argument structure in English could be a source of interference as participants (potentially) implicitly learned the subcategorization frames of the individual verbs in our artificial language. Second, by refraining from training participants on subcategorization, we ensured that they would not be alerted to the presence of regularities governing the distribution of main and auxiliary verbs in the artificial language that they were intentionally not trained on.
At the end of this brief lexical training session, participants were seated comfortably in a quiet room in front of a PC running PsyScope® and equipped with a button box so that they could be trained on the artificial language’s agreement system. Participants were given instructions about the artificial grammar-learning task and told that they were to focus solely on learning the language’s agreement system. The task was explained to the participants using pertinent examples from English, namely examples of licit (e.g. *he walks) and illicit (e.g. *he walk) subject-verb agreement, in order to ensure that they understood the task. Participants then performed 384 trials of a self-paced two-2AFC task that lasted approximately 45-60 minutes. Sentences were visually presented above fixation, with each word presented for a duration of 300 msec. and with a stimulus onset asynchrony (SOA) of 500 msec. This mode of presentation continued until participants reached the verb phrase, at which position the experimental manipulation had been encoded.\textsuperscript{14} At this point, participants were presented with two verb phrases (including the auxiliary) that differed only in their agreement markers (for example, “\textit{kig}-glim or \textit{kog}-glim?” occurring after a sentence containing a subject such as tombat-il (see TABLE 2.1, conditions A and B), with the goal of selecting the verb phrase that was marked with the grammatical agreement marker. In the case of an incorrect response, participants received an “incorrect” message and were then presented with the entire sentence containing the grammatical verb phrase, which remained on screen without further comment until a response button was pressed. In the case of a correct response, participants simply received a “correct” message. Pressing a response button after the feedback message was displayed triggered the presentation of

\textsuperscript{14} We selected this mode of presentation in order to be consistent with the ERP testing session.
In order to prevent a simple guessing strategy and to provide motivation throughout training, participants were informed before the experiment that there would be a small prize for the subject receiving the highest score during the training phase. A running tally of individual participants’ correct responses was then continually updated during the training session in the top right hand corner of the screen, adjacent to the highest score in the experiment thus far. This strategy proved highly effective in engaging participants.

Most importantly for our investigation into the role of selective attention in implicit learning, the unattended verbal transitivity and auxiliary selection systems were also encoded in the verb phrase: main verbs occurred in either transitive or intransitive structures and occurred only with lexically specified auxiliary verbs, which were also divided into transitive and intransitive classes. However, though the participants were passively exposed to this system while attending to the language’s agreement markers, this grammatical information was entirely task-irrelevant and therefore remained unattended throughout the course of the training session.\(^{15}\) This manipulation enabled us to compare the acquisition of grammatical systems that were either attended (agreement) or unattended (transitivity and auxiliary selection) during language exposure.

**2.3.2 Testing session**

During this portion of the experiment, the participants’ task was to judge the grammaticality of legal and illegal sequences that violated grammatical systems both

\(^{15}\) Post-experiment debriefing questionnaires confirmed that participants were not consciously aware of the existence of the regularities governing verbal transitivity and auxiliary selection during training.
attended (agreement) and unattended (auxiliary selection and transitivity) during training (see TABLE 2.1). Participants were instructed that the language was more grammatically complex than it may have appeared during training, and that they should therefore focus on not just the agreement system, but rather judge any sentence that appeared ill-formed for any reason as ungrammatical.

The testing session consisted of four blocks, each lasting approximately 10 minutes. During the session, participants were seated comfortably in a chair in a sound-attenuated booth. 1500 msec. before the first word of a sentence, a red square appeared in the middle of the screen and remained throughout sentence presentation for fixation purposes. Sentences were once again visually presented above fixation, as they had been during the training session, with each word presented for 300 msec. (500 msec. SOA). Participants read 160 sentences in total: 40 of the fully grammatical sentences (conditions A and D, TABLE), 40 agreement violations (conditions B and E in Table 2.1), 40 transitivity violations (conditions C and F, TABLE 2.1), and 40 auxiliary selection violations (conditions D and G, TABLE 2.1). Across conditions, sentences were divided evenly between transitive and intransitive structures, with each containing an equal proportion of singular and plural agreement relationships. Thus participants saw 120 correct agreement patterns and 40 violations of the agreement pattern that they had been explicitly trained on.

During testing, sentences were pseudo-randomized such that no three sentences from the same condition occurred in succession and no more than six out of ten sentences were from the same condition. Verbs, clause types, and singular/plural agreement relations were balanced across conditions. At the end of each sentence,
participants made grammaticality judgments using response buttons, counterbalanced across response hands. Unlike the training phase of the experiment, participants received no feedback after making their responses. After each judgment was made, a “Press for next” message remained on the screen until the participant chose to proceed to the next stimulus sentence via button press.

2.4 Electrophysiological recording

The electroencephalogram (EEG) was recorded from 26 tin electrodes mounted geodesically in an Electro-cap. These sites included midline prefrontal (MiPf), left and right lateral prefrontal ( LLPf and RLPf), left and right medial prefrontal (LMPf and RMPf), left and right lateral frontal (LLFr and RLFr), left and right medial frontal (LMFr and RMFr), left and right dorsal frontal (LDFr and RDFr), left and right medial central (LMCe and RMCe), midline central (MiCe), left and right medial lateral central (LDCe and RDCe), left and right lateral temporal (LLTe and RLTe), left and right medial lateral parietal (LDPa and RDPa), midline parietal (MiPa), left and right lateral occipital (LLOc and RLOc), left and right medial occipital (LMOc and RMOc), and midline occipital (MiOc). Each electrode was referenced on line to the reference electrode at the left mastoid. To monitor blinks and eye movements, electrodes were placed on the outer canthi and under each eye. Impedances were kept below 5KΩ during recording. The EEG was amplified using James Long amplifiers with an online band-pass filter (.01 to 100 Hz), and digitized at a sampling rate of 250 Hz.
2.5 Data analysis

2.5.1 Behavioral training session

The primary goal of the analysis of the behavioral training data was to demonstrate evidence of explicit learning. If there was no evidence of explicit learning within the focus of attention, we would be unable to draw any substantive inferences about implicit learning outside the focus of attention (because it would be essentially impossible to determine what participants were attending to). In order to ascertain that our explicit learning task had been successful, we split the training session into ten blocks of approximately 38 sentences each and looked for evidence of increasing accuracy and decreasing reaction time (RT) across the experimental session, generally assumed in the literature to be evidence that learning has taken place (see Nissen & Bullemer, 1987). In order to verify the statistical significance of these patterns, we conducted trend analyses to determine if there were linear increases and decreases in accuracy and RT, respectively.

2.5.2 Testing session: Grammaticality judgment accuracy

We used two-tailed t-tests to analyze the grammaticality judgment data from the testing session, comparing each condition to all others. Differences in accuracy across conditions would reveal evidence of the transfer of the output of explicit learning from the training phase to the testing phase, as well as potential evidence of implicit learning in unattended conditions outside the focus of attention during training.
2.5.3 Testing session: ERPs

As described below, the main analysis focused on the main verb position, as it was at this position that the critical experimental manipulation was encoded.\(^{16}\) As we were unsure based on the literature what type of ERP results to expect, and suspected that violations of either the attended and/or unattended grammatical systems might elicit ERP effects typically associated with attentional and/or linguistic processing, we conducted analyses in the N100 (50-150 msec.), P200 (150-250 msec.), LAN/N400 (300-500), and P600 (500-800 msec.) time windows. Mean amplitude measurements were taken over 1000 msec. epochs (including a 100 msec. pre-stimulus baseline), time-locked to the onset of the critical main verb.

Because of the design of the materials, a full factorial ANOVA was deemed inappropriate.\(^ {17}\) However, we did conduct ANOVAs with generic four-level condition factors. Though main effects of – or distributional interactions with – the condition factor were uninterpretable using this approach, we nonetheless pursued this type of analysis because when conducting ANOVAs our statistical software simultaneously conducts post-hoc, Bonferroni corrected pairwise comparisons (family wise error rate \(= .05; \) Bonferroni probability \(= .0083\)), such that all three violation types could be compared to grammatical sentences (and to each other) in an omnibus ANOVA. This will be referred to as the full analysis. In addition, a subsequent distributional analysis was conducted for each of the three main comparisons, including condition (two levels),

\(^{16}\) Even in the case of the auxiliary violations, it was only once the main verb was presented that it was possible to determine the grammaticality of the auxiliary-main verb combination.

\(^{17}\) Due to the fact that we were comparing a single grammatical condition against three different violation types – one (agreement) attended during training and two (transitivity and auxiliary selection) unattended, our materials did not constitute a fully crossed design.
hemisphere (left vs, right), anteriority (prefrontal vs. frontal vs. temporal vs. occipital), and laterality (lateral vs. medial). Electrodes included in the distributional analysis were left and right lateral prefrontal (LLPf and RLPf), left and right medial prefrontal (LMPf and RMPf), left and right lateral frontal (LLFr and RLFr), left and right lateral temporal (LLTe and RLTe), left and right dorsal lateral parietal (LDPa and RDPa), left and right lateral occipital (LLOc and RLOc), and left and right medial occipital (LMOc and RMOc). This distributional analysis was conducted in order to investigate further those effects that appeared to be spatially localized. We felt that this type of analysis was warranted because one of the stated goals of the experiment was to examine the ways in which the brain’s responses to each violation type patterned together or differently, and one dimension along which these effects may differ is in their topographies over the scalp. Furthermore, when it was necessary to corroborate local effects suggested by the distributional analysis, ANOVAs were performed at individual levels of these factors. The Huynh-Feldt (1976) correction for lack of sphericity was applied, and corrected p-values are reported with the original degrees of freedom.

2.6 Predictions

Due to the novelty of our experimental paradigm and a shortage of research designed to test our specific hypotheses, our predictions were somewhat limited at the outset of data collection. If selective attention to a grammatical system is necessary for learning to take place, we predicted that we would observe differences in brain and/or behavioral responses during the testing session only for the attended agreement system, and therefore differences would be observed between only the grammatical sentences and agreement violations. If this pattern obtain, it would be consistent with the
literature on the role of selective attention of non-linguistic information. Alternatively, if selective attention to a grammatical pattern is in fact not necessary for learning to take place, we predicted that brain and/or behavioral responses would differ for all violation types when compared to grammatical controls, perhaps differing in onset or amplitude as a function of violation type. Secondly, as reported in McLaughlin et al. (2004) and Tokowicz & MacWhinney (2005), we left open the possibility that we might observe dissociations between brain and behavioral responses during testing, such that responses to violations might be evident in one dependent measure but not the other.

3. Results

3.1 Behavioral data: Training phase

Analysis of the behavioral data revealed a pattern of both increasing accuracy and decreasing RT as the training session progressed. Mean accuracy across participants was at chance levels during the first block, but began to differ significantly from chance during the second block after approximately forty trials of the training paradigm ($t(19) = 2.68, p = .008$), with an increase in mean accuracy of 9.6%, indicating that subjects were beginning to acquire aspects of the agreement system very rapidly within a period of ten to twenty trials. Additionally, a trend analysis revealed a robust ($R^2 = .901, p < .0001$) positive linear trend of increasing accuracy across all ten blocks of the experiment (see FIGURE 2.1). Mean accuracy for the entire training session was 70.8%, and accuracy during the final block reached 79.8%.18

---

18 In fact ten participants performed, as described below, at between 85% and 100% accuracy during the final block, evidence of extremely robust learning after very brief exposure to the artificial grammar.
FIGURE 2.1: 2AFC accuracy over time during training session (all participants)

As was the case with the accuracy data, the RT data were also consistent with the occurrence of rapid explicit learning, with a significant difference again observed between the first and second blocks ($t(19) = 3.42, p = .0062$) and a mean decrease in response time of 708 msec. across the entire training session. A trend analysis revealed a strong ($R^2 = .856, p < .0001$) negative linear trend of decreasing RT across all ten blocks of the experiment (see FIGURE 2.2). Based on these results, we felt that we had obtained robust evidence of explicit learning during our (brief) training paradigm, and therefore concluded that our manipulation of attention had been successful.
3.2 Behavioral data: Testing phase

Analysis of the grammaticality judgment data during testing revealed that the accuracy of responses to grammatical sentences did not differ significantly from the accuracy of identifying agreement violations \(t(19) = 1.61, p = .177\), but did differ significantly from the accuracy of correctly identifying both transitivity \(t(19) = 3.67, p < .01\), and auxiliary selection \(t(19) = 4.61, p < .01\), violations. Accuracy in responding to transitivity and auxiliary selection violations did not differ significantly \((p > .15)\). It is worth noting that accuracy for both of these conditions was actually below chance \((d' = -1.4\) for auxiliary selection violations and \(d' = -.88\) for transitivity violations\) suggesting that participants were focusing solely on the agreement system during testing (or had essentially mis-learned these other systems, though we find this
possibility far less likely). Under this scenario, it is not surprising that participants misjudged the transitivity and auxiliary selection violations as grammatical at rates of 76% and 67%, respectively, as these conditions fully conformed to the agreement system that participants had received explicit instruction on during the training session. Based on these results, we believe it is safe to conclude that behaviorally, participants showed evidence of having (explicitly) learned the attended grammatical system, as they were able to judge both grammatical sentences and agreement violations, but showed no evidence of having (implicitly) learned the unattended transitivity and auxiliary selection systems (see FIGURE 2.3).

![Grammaticality Judgment Accuracy](image)

**FIGURE 2.3:** Grammaticality judgment accuracy in the testing session

### 3.2 ERP testing data

#### 3.2.1 N100 time window (50-150 msec.)

The results of post-hoc pairwise comparisons showed that grammatical sentences elicited larger N100 responses than auxiliary selection ($p = .0082$) and
transitivity (p < .0001) violations but not agreement violations (p = .279). Agreement violations also elicited larger N100 responses than transitivity (p = .0002) but not auxiliary violations (p = .071), though this difference was statistically marginal. Lastly, there were no significant differences between the auxiliary and transitivity violations (p = .124). The distributional analysis revealed no meaningful differences (for ERP effects in all time windows measured see FIGURE 2.4).

3.2.2 P200 time window (150-250 msec.)

In the 150-250 msec. time window, there were again significant differences between conditions in the post-hoc pairwise comparisons. Results of these analyses showed that the responses to grammatical sentences in this time window differed from the responses to all other conditions, with agreement violations (p = .0012), transitivity violations (p = .0016), and auxiliary selection violations (p < .0001) with all violation conditions eliciting more positive responses than grammatical sentences. On the other hand, ERP responses did not differ across violation types (all p = n.s.). The distributional analysis again revealed no meaningful differences.

3.2.3 LAN/N400 time window (300-500 msec.)

In the 300-500 msec. time window, there were once again significant differences between conditions in the post-hoc pairwise comparisons. The results of these analyses clearly showed that grammatical sentences still differed from agreement, transitivity, and auxiliary selection violations (p < .0001 in all cases). No significant differences were found when comparing violation conditions (all p = n.s). In addition, the distributional analysis revealed that grammatical sentences differed from all violation
types at prefrontal (p = .00048) and frontal (p = .00051) electrode arrays only (consistent with the frontal distribution indicated in FIGURE 2.5).

3.2.4 P600 time window (500-800 msec.)

In the 500-800 msec. time window, we again observed robust differences between conditions in the post-hoc pairwise comparisons. Results of these analyses showed that the transitivity violations differed from all other conditions (p < .0015 in all cases). The distributional analysis revealed no meaningful differences.
FIGURE 2.4: (A) Grand average ERP waveforms for the grammatical controls, agreement violations, transitivity violations, and auxiliary selection violations, for a one-second epoch with 100 msec. baseline. (B) Grand average ERP waveforms for all conditions at electrode MiPF.
3.3 Correlational analyses

3.3.1 Correlations between training performance and behavioral testing accuracy

In analyzing the data from both the training phase and the grammaticality judgment data collected during the testing phase, we noted a great deal of variability in performance across participants. During the training phase, participants’ mean accuracy was 70.8% (S.D. = 12.1%; range = 38.5%). During testing, in which participants’ knowledge of both attended and unattended grammatical systems was assessed, variability in performance was even more pronounced. For the grammatical controls

FIGURE 2.5: (A) Topographic scalp isovoltage maps of the mean difference between (i) grammatical controls and agreement violations, (ii) grammatical controls and transitivity violations, and (iii) grammatical controls and auxiliary selection violations in the 150-250 msec. latency window. (B) Identical comparisons for the latency window of 300-500 msec. Microvolt scale standardized for all plots; red indicates increased positivity in response to all violation types compared to control sentences.
mean accuracy was 77.8% (S.D. = 12.4; range = 60.1%), for agreement violations 73.7% (S.D = 20.3; range = 97.5%), for transitivity violations 33.5% (S.D. = 24.5; range = 67.5%), and for auxiliary selection violations 24% (S.D. = 12.6%; range = 23.2%).

Due to this unexpectedly high degree of cross-participant variability, we conducted unplanned correlational analyses in order to determine whether participants’ mean accuracy during training correlated with grammaticality judgment accuracy in each of the four experimental conditions during testing (grammatical controls and agreement, transitivity, and auxiliary selection violations). There were significant correlations in each case. Accuracy on the explicit learning task during training, during which participants were focused solely on the agreement system, correlated positively with judgment accuracy in response to grammatical controls (r(18) = .77, p < .0001) and agreement violations (r(18) = .74, p < .0001) during testing, but negatively with accuracy in judging transitivity (r(18) = -.453, p = .047), and auxiliary selection violations (r(18) = -.516, p = .039) during testing (see FIGURES 2.6 – 2.9). Attempted correlational analyses comparing training performance with the amplitude of the ERP effects elicited during testing yielded no significant results, perhaps due to a lack of statistical power.
FIGURE 2.6: Correlation between training accuracy and testing accuracy on grammatical sentences

FIGURE 2.7: Correlation between training accuracy and testing accuracy on agreement violations
FIGURE 2.8: Correlation between training accuracy and testing accuracy on transitivity violations

FIGURE 2.9: Correlation between training accuracy and testing accuracy on auxiliary selection violations
This pattern of results suggests, as one would expect, that the more successful participants were at learning the agreement system, the better they were at correctly judging grammatical sentences and agreement violations during testing. In contrast, successful training performance on the agreement system appears to have led to a decreased ability to identify violations of the transitivity and auxiliary systems of the artificial language during the testing phase. This impression is underscored by the fact that the ten participants who were most successful at correctly identifying grammatical sentences (mean accuracy = 86.5%, d’ = 1.08) and agreement violations (mean = 90.75%, d’ = 1.49) during testing averaged only 19.1% accuracy (d’ = -1.8) when judging transitivity violations and 16.1% accuracy (d’ = -1.87) when judging auxiliary selection violations during testing – substantially below the respective group averages of 33% and 24%. In comparison, the ten subjects who were least successful at correctly identifying grammatical sentences (mean accuracy = 65.1%, d’ = .87) and agreement violations (mean accuracy = 51%, d’ = .26), during testing, identified transitivity violations with 47.1% accuracy (d’ = -.6) and auxiliary selection violations with 37.5% accuracy (d’ = -.2) during testing – substantially above the respective averages of the group as a whole (33% and 24%, respectively) and indicative of minimal sensitivity to auxiliary selection and transitivity violations (i.e. still at or below chance).

3.4 Summary of results

3.4.1 Behavioral training data

During the 45-60 minute behavioral training phase, we observed evidence of rapid and robust explicit learning of the attended agreement system. This explicit learning manifested in both rapid increases in response accuracy and decreases in
response time between the first and second blocks of the experiment, as well as in statistically robust linear trends of increasing accuracy and decreasing RT across the entire training set.

3.4.2 Behavioral testing data

During the testing phase of our experiment, both grammatical controls and agreement violations, which had been attended to during training, were judged correctly at a rate significantly greater than chance, with accuracy rates not differing significantly between these two conditions. However, responses to these two conditions differed significantly from those to transitivity and auxiliary selection violations, which were not attended to during training. These conditions were judged at below chance levels, and did not differ from one another. Additionally, results of correlational analyses revealed highly significant correlations between training and testing performance, with participants who were most successful during the training session being the least accurate when judging violations of the unattended transitivity and auxiliary selection systems.

3.4.3 ERP testing data

- 50-150 msec. window

In the N100 time window, there were significant differences between the brain responses to grammatical sentences and transitivity violations, with transitivity violations eliciting greater negativity. In addition, the agreement violations differed significantly from the transitivity violations, with the agreement violations eliciting larger amplitude N100 effects. There was also a statistically marginal difference between the responses to grammatical controls and agreement violations.
- 150-250 msec. and 300-500 msec. time windows

In these two time windows, the responses to all violation types were more positive than the responses to grammatical controls but did not differ from each other. In the 300-500 msec. window, these differences were spatially localized to prefrontal and frontal sites, suggesting a more frontal distribution than in the P200 time window.

- 500-800 msec. time window

In this time window there were significant differences only between the transitivity violations and the three other conditions.

4. Discussion

4.1 The role of attention in implicit language learning

As stated in the introduction, the role of attention in implicit learning has thus far been incompletely described, especially in the case of implicit language learning. Manipulations of selective attention appear to disrupt implicit learning and its behavioral outputs consistently in non-language learning contexts (Jimenez & Mendez, 1999; Jiang & Chun, 2001; Hoffman & Sebald, 2005). However, manipulations of attentional load have been claimed both to influence (Nissen & Bullemer, 1987; Toro et al., 2005) and not to influence (Saffran et al., 1997) learning in both linguistic and non-linguistic tasks. The present study focused on the role of selective attention in implicit learning language learning, using a manipulation that has no precedent in the literature. The current study was designed to build on the non-linguistic literature on implicit learning. We adopted a selective attention paradigm that manipulated participants’ attention during a language-learning task by directing their attention to only one set of regularities present in the training input. Our results showed that this manipulation of
selective attention disrupts implicit language learning (in a graded fashion), though participants’ brain responses indicated that they had extracted information about the unattended regularities in the training materials. It should be noted, however, that our results may not generalize to all linguistic regularities, as the current study focused solely on unattended patterns of verbal subcategorization. The extent to which the same pattern of results would obtain if we examined the role of attention in the learning of other types of unattended linguistic regularities is an open, empirical question. Therefore, our data are to some extent consistent with the literature of implicit learning of non-linguistic information (Jimenez & Mendez, 1999; Jiang & Chun, 2001; Hoffman & Sebald, 2005), in that they show that selection attention to a set of regularities is necessary for evidence of implicit learning to be apparent in behavioral measures. However, the pattern of brain responses observed suggest that some form of implicit learning is taking place, and the extent to which the same pattern would obtain in studies of implicit learning of non-linguistic information is an open, empirical question. The two dependent measures that we used in this study, overt behavioral and covert brain responses (referred to as “explicit vs. implicit processing” in Tokowicz & MacWhinney 2005), point to two seemingly opposite conclusions about the role of selective attention in adult language learning. While we think that these conclusions are ultimately compatible, a claim to which we will return in the end, initially we will discuss the consequences of each dependent measure separately.

4.2 Behavioral responses

During testing, participants were below chance at identifying violations of the grammatical systems that were unattended during training (i.e. transitivity and auxiliary
selection violations). This would seem to support the hypothesis that selective attention is necessary for successful implicit (language) learning. Put differently, it appears to be the case that when a language learner’s attention is directed away from a statistical regularity or co-occurrence restriction in language input, implicit learning is blocked (at least as assessed by binary grammatical judgments, the extent to which we would observe the same pattern with a more graded behavioral measure remains a topic for future research).

Nevertheless, within this general overall failure to acquire unattended grammatical patterns, our correlational analysis suggests that blockage of implicit learning occurred in a graded rather than discrete fashion. Those participants who were best able to learn the attended agreement system during training performed worst during testing on judgments of the unattended transitivity and auxiliary selection violations, while those participants who were less successful at learning the agreement system were better able to detect transitivity and auxiliary selection violations during testing – although it must be emphasized that these participants were still at or below chance on the grammaticality judgment task (and as such, to be clear, we are not making the claim that these participants were actually learning the grammatical systems unattended during training). Regardless of this across-the-board poor performance when judging the grammaticality of the grammatical systems unattended during training, the positive training-testing correlations seen in the “good learners” on judgments of grammatical controls and agreement violations are highly consistent with the notion that the influence of selective attention on implicit learning is graded rather than discrete.
As stated above, it is worth noting that accuracy for both of these conditions was approximately at chance (see FIGURE 2.3), suggesting that participants were focusing solely on the agreement system during testing (as the $d'$ scores indicate this is most likely due to a strong “yes, it’s grammatical” bias for the auxiliary selection and transitivity violations). Under this scenario, it is not surprising that participants misjudged the transitivity and auxiliary selection violations as grammatical at rates of 76% and 67%, respectively, as these conditions fully conformed to the agreement system that participants had received explicit instruction on during the training session. Under the assumption that subjects were judging these violations as grammatical because the agreement relations they contained were well-formed, we conducted t-tests that showed that accuracy in responding to transitivity (67%) and auxiliary selection violations (76%) differed from chance but did not differ significantly from accuracy on judgments of grammatical controls and agreement violations, the exact that pattern that one would predict if participants had been focusing solely on the agreement system during training.

A straightforward interpretation of these results is that poor learners were not as successful at selectively attending the agreement system they were supposed to be learning. Again, these results are consistent with the training-testing correlations observed, and provide strong evidence in favor of the position that selective attention plays a crucial role in implicit learning of linguistic input.

4.3 Brain responses

In contrast to the behavioral responses, the brain responses elicited in our study indicated sensitivity to all violation types. We observed a complex pattern of responses
in the N100 time window that, though somewhat difficult to interpret, nonetheless distinguished between grammatical sentences and violations. The pattern of results in the 150 – 250 msec. and 300 – 500 msec. time windows was clear: grammatical sentences differed from all violation types, which did not differ from one another. Lastly, between 500 – 800 msec. there were significant differences between transitivity violations and all other conditions.

These results support the hypothesis that selective attention is not in fact necessary for implicit learning to output at least some form of learned representation at the neural level, even absent behavioral evidence of this learning. At some level of representation in the brain, regularities governing all three patterns had been (whether consciously or unconsciously) extracted from the data that participants were exposed to during training – which, it should be reemphasized, lasted only about 45 to 60 minutes. This suggests that, even though overt behavioral responses may show no evidence of it, representations of the statistical regularities governing the input are formed in the brain whether such regularities are attended to or not. However, the fact that the components that were modulated, the N100, P200, and (arguably) a P300 effect (see discussion below) onsetting between 300 – 500 msec. and continuing on into the 500-800 msec. time window, are typically interpreted as indexing domain-general cognitive operations suggests that at this early stage of learning, when language proficiency is low, the language input is simply being interpreted as a set of systematic regularities, the processing of which has yet to “passed on” to the language system for processing.¹⁹

¹⁹ See Liégeois et al. (2003), Leornard et al. (2010) and Mayberry et al. (2011) for similar arguments.
We want to emphasize that the exact nature of the brain responses elicited by violations of the artificial language’s grammar during testing is not crucial to the larger point we wish to make here, which is that selective attention does play a role in implicit language learning. Our preferred interpretation, consistent with the data, is that the early exogenous effects between 50 – 150 msec. index selective attentional modulations of the domain-general N100 (Hillyard, 1973). Grammatical sentences and agreement violations elicited larger N100s compared to transitivity and auxiliary selection violations, which did not differ from one another. We believe that these increases in N100 amplitude index are a result of the fact that the grammatical sentences and agreement violations contain sequences that the participants were exposed to during training. Consequently, these task-relevant sequences were selectively attended leading to increases in N100 amplitude.

Subsequent to these attentional modulations of the N100, there were larger P200 responses to all violation types compared to grammatical controls (see Luck, 2014 for a brief review of the cognitive processes that the P200 is argued to index and Furutsuka, 1989 for a discussion of this component in the context of attention). This increase in P200 amplitude plausibly indexes processes of feature-based selection of meaningful (but unexpected) stimuli, i.e. violations. Alternatively, this effect could reflect additional attentional processes occurring further downstream from those occurring in the N100 time window. Under this account, agreement violations capture attention due to their behavioral relevance and the unattended violations because they constitute unfamiliar sequences that participants have not encountered before.
With regards to the effects observed in the 300 – 500 and 500 – 800 msec. time windows, there are three interpretive possibilities for a positivity in this latency range: a P3a, a P3b, or a P600. If this effect were to be interpreted as a P3a, it would plausibly index the processing of novelty (Polich, 2007), as each violation condition is relatively unfamiliar/novel to participants. Though the apparent frontal distribution of the effect between 300 – 500 msec. is consistent with this interpretation (though the distributional analysis did not yield any significant condition x anteriority interactions), we do not believe that this interpretation best accounts for the data, as the violation conditions were not truly novel to the extent that the deviant stimuli in novelty oddball paradigms that elicit P3a responses typically are (see Debener et al., (2005) for a description of the novelty oddball paradigm). The stimuli that elicit P3a effects in these oddball paradigms are very low frequency and highly deviant (for example, an environmental sound occurring with ten percent probability in a series of high and low tones). In contrast, our materials contained 40 items per condition (with each violation occurring with 25% probability), and the violations were therefore not novel or unexpected to the same extent. Additionally, the P3a-eliciting stimuli in oddball paradigms are task-irrelevant, while the main verbs eliciting these effects in the current study were crucial to task performance. As such, though the latency and distribution of these effects is consistent a P3a interpretation, we do not feel that such an interpretation is merited based on our experimental design and the nature of the behavioral task employed.

If this effect is a P600 indexing parsing difficulty (Osterhout & Holcomb, 1992), then it is difficult to provide an explanation of why only the transitivity violations differed from the grammatical controls in the 500 – 800 msec. time window, while all
three-violation conditions differed from controls in the preceding time window. Though arguments have been made that positivities with different distributions and onset latencies index different late syntactic processes of revision, repair, and re-analysis (for example, see Friederici et al., 2002 and Kaan & Swaab 2003), we are hesitant to infer strong mappings between our violation types and which of these syntactic processes they may engage. As such, we feel that interpreting the positivities seen in these time windows as P600 effects would be purely speculative.

We therefore feel that the interpretation that is most consistent with the data is that the positivities observed between 300 – 500 and 500 – 800 msec. are actually a P3b effect potentially indexing processes of event categorization (Kok, 2001), in this case reflecting processes of categorizing sentences as grammatical or ungrammatical. Under this view, the fact that it was the transitivity violations that elicited enhanced positivity between 500 – 800 msec. may result from the fact that these violations are most difficult to categorize as ungrammatical due to the fact that participants must take the entire sentence into account in order to do so. Once more, regardless of how these effects are interpreted, it is important to note that we do not feel that the functional identity of the observed responses is crucial to our claim that selective attention influences implicit learning.

4.4 Brain-behavior dissociations and the output of implicit learning

Both MacLaughlin et al. (2004) and Tokowicz & MacWhinney (2005) reported patterns of brain/behavior dissociation after extensive explicit language instruction: in each case, evidence of learning was apparent in brain responses (N400 effects in the former case and P600 effects in the latter) but largely absent in participant’s behavioral
responses. Here we extend these findings, albeit in the form of modulations of different (domain-general) components, by observing the same pattern in an implicit learning task using a type of attentional manipulation heretofore absent from the language-learning literature. Though subjects showed no behavioral evidence of having learned grammatical patterns unattended during training, their brain responses nonetheless indicated that they had extracted and were sensitive to the regularities encoded in the (unattended) input. Taken together, the results of these ERP studies suggest that the representations formed during early stages of learning (whether explicit or implicit) may be too unstable to influence behavioral outcomes, and only with increased exposure do these representations reach a significantly robust level of activation and/or stability to exert such a behavioral influence. Based on our results, the amount of input necessary to create representations that are stable enough to be detectable in brain responses is minimal, even if such brief input is insufficient to influence behavioral outcomes, a finding that should come of no surprise to adults attempting to learn a second language.

4.4 Consequences for adult second language acquisition

There has long been a distinction made in the theoretical second language acquisition literature between explicit and implicit learning (Bialystock & Fröhlich 1972), or between “learning” and “acquisition” (Krashen 1982). Krashen defines learning as conscious knowledge of a second language: knowing rules, and being both aware of them and able to talk about them. Learning is therefore posited to have only an after-the-fact editing function that can alter the form of an utterance after it has already been produced, either in speaking or in writing. Acquisition, on the other hand, is a
subconscious process, much akin to the way in which children acquire their first language and produce it without thinking about it.

While this distinction is no longer itself an active topic of discussion in second language pedagogy, it seems to us to be a useful one to appeal to in making sense of the results of our study. Participants clearly “learned” the agreement system of the artificial language we created in an entirely different way from the way in which they “learned” the transitivity and auxiliary selection systems (though see section 4.3). Learning of the agreement system was entirely conscious: during training, participants were told explicitly to focus on learning the agreement system, shown examples of subject-verb agreement in English to orient them, given a binary forced choice of two possible agreement patterns for each of nearly 400 sentences that they saw, and given explicit feedback on each sentence as to whether the choice that they had made was correct or incorrect (though they were never informed as to why).

In contrast, no mention whatsoever was made of the transitivity and auxiliary selection systems that were also encoded in the verb phrase of our stimulus materials. While we have no absolute guarantee that participants did not on some level become aware of the transitivity and auxiliary selection patterns in the data they saw, there are three countervailing reasons why we think that they did not. First, the auxiliary of the verb phrase was always presented along with the main verb (which had an agreement-marking prefix) in the binary forced-choice task. While the auxiliary was thus the same across the two choices participants saw (which differed only in the agreement-marking prefix), one could possibly argue that this mode of presentation could have inadvertently served to focus participants’ attention on main and auxiliary verb pairings,
i.e. on the auxiliary selection system, in which case “learning” of auxiliary selection
would not be entirely unconscious. However, even if this were true, the same
explanation cannot be given for the unconscious “learning” of the transitivity system,
which could only be read off the entire sentence structure. But stimulus sentences were
never presented in their entirety during training (because we used RSVP for both
training and testing) unless participants responded with the wrong agreement pattern
choice, in which case the whole sentence did reappear on the screen without further
comment. Yet the brain responses to transitivity and auxiliary selection violations were
effectively the same between 150 and 500 msec. Furthermore, participants indicated
that they had been unaware of the transitivity and auxiliary selection patterns in the data
in their post-experiment debriefing questionnaires. And finally, of course, behavioral
performance on detecting errors was below chance for both transitivity and auxiliary
selection violations.

We therefore think it safe to claim that participants explicitly learned the
agreement system, as evidenced by their behavioral performance on the grammaticality
judgment task during testing, but implicitly learned (or “acquired”) the transitivity and
auxiliary selection systems along with the agreement system, as evidenced in their brain
responses to all three types of violations. Intriguingly, this suggests that the outcomes of
short-term explicit vs. implicit learning may not be the same: intensive short-term
explicit learning seems to result in behaviorally detectable outcomes, at least in the form
of the ability to assess the well-formedness of utterances, but short-term implicit
learning appears to be sufficient to establish the brain representations that will
ultimately serve as the basis for forming such judgments, on the assumption that all
competent users of a language over time establish some set of criteria, however imperfect, for what constitutes an acceptable utterance in the language they use.

This view of things is strikingly reminiscent of a view expressed by Hockett (1948):

The essential difference between the [analytical] process in the child and the procedure of the linguist is this: the linguist has to make his analysis overtly, in communicable form, in the shape of a set of statements which can be understood by any properly trained person, who in turn can predict utterances not yet observed with the same degree of accuracy as can the original analyst. The child's ‘analysis’ consists, on the other hand, of a mass of varying synaptic potentials in his central nervous system. The child in time comes to behave the language; the linguist must come to state it.

For Hockett, the outcome of language acquisition is thus “a state of affairs in the nervous system rather than a set of statements.” To the extent that “a set of statements” about the language is tantamount to Krashen’s (1982) “conscious knowledge of a second language, knowing the rules, being aware of them, and being able to talk about them,” Hockett’s distinction appears to foreshadow the explicit vs. implicit learning distinction and map equally transparently onto the pattern of results that we obtained.

At the same time, it must be pointed out that long-term, less intensive explicit learning is no guarantee of behaviorally detectable outcomes: both McLaughlin et al. (2004) and Tokowicz & MacWhinney (2005) report dissociations between the brain and behavioral responses of long(er)-term adult learners of natural second languages. Though the authors do not directly report it, one can only assume that vocabulary acquisition is a very explicit learning task in virtually every language learning setting.

Tokowicz & MacWhinney (2005) report even longer-term brain/behavior dissociations in acquiring morphosyntactic patterns of Spanish. However, participants
were essentially at chance at detecting violations of all three types, while their brain responses in the form of a late positivity effectively distinguished violations from correct control sentences. Most strikingly, gender agreement violations were detected at below chance levels (significantly different from detection accuracy on the other two violation types) but elicited the most robust brain responses.

This raises the question of just how effective explicit learning is in the long term as a language acquisition tool. Krashen (1982) claims that explicit learning is useful only when learners are focused on form (Burt & Dulay, 1978) rather than meaning, and have the time necessary to apply their conscious knowledge of rules. In more recent years, the distinction between explicit and implicit learning, and the claims associated with it, have transmogrified in the second language pedagogy literature into a debate over the best way to induce a cognitive state that maximizes the learner’s potential. One such competing approach has crystallized out as what is now called “focus on form” (Lightbown & Spada 1990; Spada 1997; Ellis 2001, 2002; Abu Radwan 2005), in which language learners are explicitly instructed to focus on a specific form-based aspect of the language to the exclusion of others. For example, students may be instructed to focus solely on patterns of agreement (as in the current study) while ignoring semantic or other grammatical information, or vice versa. These types of approaches are typically opposed to so-called immersion-based approaches, in which students are simply immersed in a novel language environment with no explicit instruction to attend to any aspect of the input – analogically similar to the way in which we exposed the participants in our own study to transitivity and auxiliary selection violations.
Empirical results have been somewhat contradictory, with various studies finding that each approach leads to more successful learning outcomes. Based on our results, we think that this may merely point to the fact that both approaches are effective in different ways. While it was never our intention to test explicit hypotheses about adult second language instruction, it is obvious that our results nonetheless do have some bearing on this debate, and we would suggest that they cut both ways.

Our training paradigm (unintentionally) adopted a focus on form approach to learning, explicitly instructing our participants to focus exclusively on the agreement system while ignoring other statistical patterns in the data. In the short term, these explicit instructions appeared highly successful: participants learned the agreement system rapidly, in only 45-60 minutes, as evidenced by patterns of increasing accuracy and decreasing response times during training, and by high accuracy on the grammaticality judgment task during testing. Focusing on the form of the agreement markers thus yielded rapid and robust learning. Whether such impressive gains from concentrated, intensive, and focused training would hold over the long term is open to question, however, based on the long-term natural language learning results reported by Tokowicz & MacWhinney (2005), in which students were still at chance at detecting basic gender and number agreement violations in Spanish after as much as two full years of instruction.

At the same time, it cannot be overlooked that we also found evidence that unattended systems had been “acquired” (to some extent) in the form of brain responses elicited during testing. We suggested above that such brain representations could lay the foundation for conscious knowledge of the system that can eventually be
tapped into and surface in behavioral measures. A wide variety of brain imaging research indicates that mere exposure to a language alters cortical anatomy (Mechelli et al. 2004; Stein et al. 2010; Mårtensson et al. 2012; Grogan et al. 2012), and our results suggest for the first time that passive and unconscious exposure to statistical regularities in language-like input alters brain responses in the very short term, after only an hour or so of exposure. And yet it is also clear from our data that focusing on only one aspect of a grammar in the short term does not block the implicit learning – in the form of emerging neural representations – of either attended or unattended forms: brain responses to violations of all three types in our data were indistinguishable from each other but, in some time windows, significantly different from the responses to grammatical sequences. In other words, while it is true that the brain was able to extract the information it needed to detect irregularities in the agreement system after intensive focused training, it was equally able to extract the information it needed to detect irregularities in the transitivity and auxiliary selection systems with no explicit training whatsoever. In view of this fact, it seems to us that language instruction cannot err, let alone do any harm, as long as it is configured in a way that exposes students to language input by any means whatsoever. In this sense, both language teachers and language learners can take comfort in the fact that pretty much all they need in order for effective language acquisition to occur is to show up for class. And paying attention won’t hurt either.

Chapter 2, in full, is currently being prepared for submission for publication. Barkley, C., Kluender, R., & Kutas, M (in preparation). The dissertation author was the primary investigator and preparer of this manuscript.
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6. Appendix

6.1 The lexicon

**Nouns.** There were ten two-syllable nouns [*flerbit, melnag, jernat, klamon, blifon, nagid, slagum, runpat, kowalt, tasnor*], each with a different stem-initial consonant and each conforming to English phonotactic constraints. There were no lexical restrictions on the noun’s occurrence: each noun occurred freely with all verbs in all clause types.

**Verbs.** There were eight one-syllable verbs, split into intransitive (*flern, trag, glim, shen*) and intransitive (*loom, pemz, kofe, bund*) classes, with transitivity lexically specified and simply determined by the construction type that the verb appeared in. Verbal morphology consisted of an obligatory number-marking prefix (kV-, kVC-), which varied systematically with preceding nominal case markers (described in further detail below). The verbal system of the language also contained four auxiliary verbs (*iti, til, da, ada*) that appeared within the head-final verb phrase. Each of the eight main verbs obligatorily selected for one of the (lexically specified) four auxiliaries, such that there were two auxiliaries associated with the transitive class (*iti, ada*) and two associated with the intransitive class (*til, dal*).

**Determiners.** The language contained two determiners, a definite (*ba*) and an indefinite (*po*). There were no restrictions on the occurrence of determiners, all nouns could occur with either the definite or the indefinite.

**Temporal adverbials.** The language contained four temporal adverbials (*boke ton ol*: “yesterday,” *boke ton ap*: “a long time ago,” *fune ton ol*: “tomorrow,” and *fune ton ap*: “in the distant future.”) that always occurred sentence finally. There were no
restrictions on these adverbials: all occurred with all verbs in all constructions.

6.2 The grammar

Word Order and Basic Structures. The language had an SOV word order, and contained the two possible constructions in (1) and (2):

(1) [Noun Phrase 1] [Noun Phrase 2] [[AuxV-Transitive][V-Transitive]]VP Adverbial
(2) [Noun Phrase 1] [AuxV-Intransitive][V-Intransitive]]VP Adverbial

Construction (1) is a transitive clause, with [Noun Phrase 1] functioning as the subject and [Noun Phrase 2] as the object. Construction (2) is an intransitive clause with [Noun Phrase 1] the sole argument of the verb.

Case Marking and Number Agreement. The morpho-syntax of the artificial language consisted of a split ergative case marking/number agreement system. In an ergative language, subjects of intransitive verbs pattern with the direct objects of transitive verbs (and are marked with absolutive case), while subjects of transitive verbs are marked with ergative case (see Dixon, 1994 for a comprehensive review of ergativity). Split ergative languages are those in which some grammatical relations are characterized by this ergative/absolutive pattern, while others are in the more familiar nominative/accusative alignment that groups subjects together regardless of the thematic structure of the verb of which they are an argument. Split ergativity manifests in many ways cross-linguistically, but here the case system was in ergative/absolutive alignment and the number agreement system was in nominative/accusative alignment.

While this is a relatively rare pattern cross-linguistically, it is attested in many languages of the Austronesian language family (see Tauberschmidt & Bala, 1992 and Tauberschmidt, 1999 for a discussion of this pattern in Sinaugoro, a language of New
Guinea). The ergative/absolutive case system marked intransitive subjects and direct objects of transitive verbs with absolutive case (singular: -il, plural: -amt) and transitive subjects with ergative case (singular: -ot, plural: -e). The nominative/accusative number agreement system created a morpho-syntactic dependency between the main verb and the (either ergative or absolutive marked) subject Number was marked on the verb through allomorphic variation of the prefix (kV-, kVC-). The vowel in this verbal prefix harmonizes with the unique vowel in the case-marking suffix on the agreeing noun, and the consonant right-to-left reduplicated from the initial segment of the verb stem; with presence and absence of this consonant indicating singular and plural, respectively.

It is worth noting that, though both the agreement and subcategorization systems depended crucially on properties of the verb phrase, their instantiation at this position was entirely orthogonal. The agreement system was entirely dependent on the form of the number marking prefix, and the manner in which it co-varied with the case marker on the agreeing noun. The auxiliary and main verbs themselves were irrelevant to the functioning of the agreement system. In contrast, the subcategorization system, a system to which the form of the verbal prefix was entirely irrelevant, was entirely dependent on restrictions on the co-occurrence of auxiliary and main verbs, and main verbs and sentence types. It was this independence of the two grammatical systems, nonetheless encoded at the same critical positions, which permitted a clean manipulation of focal attention, one that allowed us to be sure that subjects were

---

20 See, for example, the Somali language, for examples of vowel harmony across word boundaries. Though this pattern is rare, it is attested.
exposed to both grammatical systems while attending to only one.
CHAPTER 3: Elicitation of Early Negativity in Sentence-processing Contexts Depends on Attentional Efficiency: An Event-related Potential (ERP) Study

Abstract:
Here we examine the relationship between language and the brain’s attention networks, testing the hypothesis that EN is not an underlying linguistic, nor purely sensory response, but rather reflects an attentional enhancement of the domain-general N100. Participants completed both a sentence-processing task, designed to elicit early negativity as well as other linguistic ERP components, and the Attention Network Task (ANT), which assesses the efficiency of participant’s alerting, orienting, and executive attention networks. Efficiency-based median splits showed that early negativity was only elicited in participants with low efficiency orienting or low-efficiency executive networks, and a multiple regression analysis revealed that, in combination, the efficiency of these networks predicted a significant amount of variance in mean amplitude of early negativity. This pattern of results was in direct opposition to the patterns observed for other linguistic ERP components: all groups showed significant LAN, N400, and P600 effects that differed only in terms of effect magnitude and distribution at the scalp. Taken together, these results support our hypothesis, and suggest a domain-general interpretation of the functional significance of early negativity, in which it reflects an attentional modulation of the N100.
1. Introduction

1.1 Language and attention

A productive research strategy in the linguistic event-related brain potential (ERP) literature has been to assume that individual variation in electrical brain responses to language stimuli is a consequence of variation, not within the language system itself, but rather of individual variation in the domain-general cognitive systems that the language system interfaces with. In other words, it is variation in language “performance,” rather than language “competence,” with the latter argued to be largely invariant across speakers of a language (Chomsky, 1965). Linguistic ERP research operating under this assumption has thus far focused on the brain’s domain-general working memory system, a limited capacity system which functions to maintain and manipulate information over short time intervals (Baddeley, 1993). The most persuasive findings in this literature have shown that individual variation in working memory capacity, as assessed by the reading span task (Daneman & Carpenter, 1980), (sometimes) correlates with differences in ERP responses to linguistic stimuli (Münte et al., 1998; Vos et al., 2001; Gunter et al., 2003; Fiebach et al., 2004; Nieuwland & Van Berkum, 2006).1 These observations tentatively suggest that the language system is tightly coupled with the brain’s working memory system(s).

While investigations into the language-working memory interface have been fruitful, recent research has begun to question the extent to which working memory should be considered an isolable neurocognitive system, and therefore whether working memory is an appropriate object of inquiry for such investigations. This line of

1 It should be noted that the direction of correlations varies across studies.
research has raised the possibility that the relationship being mapped in the studies above is in fact a relationship between language and an emergent ‘cognitive ability,’ rather than an actual hard-wired neurocognitive system. Many researchers (Cowan, 1988; 1995; 1999; Ericsson & Kintsch, 1995; Garavan, 1998; Oberauer, 2002; Awh et al., 2004, Vasishth et al., 2005, 2006, among others) have recently argued that what has previously been described as working memory is better characterized as attention operating over the contents of long-term memory. Put simply, what has previously been described as the ‘contents of working memory’ and the capacity limits on these contents is better understood as ‘focusing attention on the contents of long-term memory,’ an operation underpinned by attentional pointers in prefrontal cortex and long-term memory representations in posterior temporo-parietal regions (Ruchkin, 2003). Even if one rejects the assertion that working memory is an emergent epiphenomenon (an admittedly strong claim), it has recently become clear that at a minimum the brain’s working memory and attention systems are tightly coupled (see Smyth & Scholey, 1994; Awh & Jonides, 1998; Awh & Jonides, 2001 (figure 4); Vogel et al., 2005 among others).

Here we hypothesize that an individual’s language processing efficiency is dependent on the efficiency of the brain’s attention networks. As outlined above, the relationship between attention and language is an appropriate object of inquiry because either (i) what has previously been characterized as the brains’ working memory system is actually an epiphenomenal ability resulting from the interactions of attention and

---

2 Under this view, capacity constraints are located within the attention system, consistent with the data in Marois & Ivanoff (2005) that locates the “bottle-necks” of human cognition in nodes of the brain’s attention networks (see also Vogel & Machizawa, 2004; Vogel et al., 2005, and Luck & Vogel, 2013).
long-term memory, or (ii) the brain’s working memory and attention systems are tightly coupled, and only the working memory aspect of these interdependent systems has been thoroughly investigated. Below we turn to a discussion of the early left anterior negativity (eLAN), an ERP component elicited in sentence processing contexts, with the goal of first justifying it as an appropriate dependent measure with which to investigate the language-attention interface, and subsequently developing an attention-based account of this brain response.

1.2 The eLAN

1.2.1 The traditional view

In order to investigate the relationship between language and attention, it is first necessary to select a brain response to linguistic stimuli that is putatively attentional in nature. This will allow us to determine whether the properties of this “linguistic” brain response co-vary with attentional efficiency, and therefore if what initially appears as a linguistic response is in fact attentional in nature. In this section we discuss such a response, the early left anterior negativity (eLAN), before developing an attention-based account of its functional significance that will motivate the current work.

Neville et al. (1991) were the first to report a negativity, maximal over the left hemisphere, with very early onset (peaking at 125 msec.), in response to the type of phrase structure violations in shown in (1b) below:

(1a) The scientist criticized Max’s proof of the theorem.
(1b) *The scientist criticized Max’s of proof the theorem.
Shortly thereafter, Friederici et al. 1993 reported a similar response in the auditory modality to comparable violations in German (literal English translation: *the friend was in the __ visited, “The friend was visited in the __”), in this case with a pronounced left anterior distribution. In both of the manipulations described above, a word of the wrong grammatical category, a so-called ‘word-category violation’ (WCV) (in Neville et al. (1991) the preposition *of; in Friederici et al. (1993) the verb *visited) appears instead of the expected nominal head and therefore cannot be integrated into the parse under construction. On the basis of these observations (and numerous studies employing the same or similar experimental paradigm(s) (e.g. Weber-Fox & Neville, 1996; Friederici et al., 1999; Gunter et al., 1999; Hahne & Jeschniak, 2001; Kotz et al., 2003; and Hahne et al., 2004 among others) and the early latency of the effect, in 2002 Friederici dubbed this effect the early left anterior negativity and argued that it indexed an initial informationally encapsulated “first pass” stage of a modular and serial parser, during which initial syntactic structure is built on the basis of word category information alone (Frazier & Fodor, 1978).

However, alongside this research an accumulation of observations began to emerge suggesting that the functional interpretation of the eLAN proposed in Friederici (2002) was incorrect. Subsequent to the original studies, it has been noted that eLAN-like effects can be elicited by unexpected articles in fully grammatical gapping constructions (Kaan et al., 2004), by lexical items that are fully grammatical but pragmatically or collocationally odd (Moreno et al., 2002; Rosenfelt et al., 2009), and by words (Roll et al., 2007) or bound morphemes (Zhang & Zhang, 2008) that are ungrammatical but nonetheless of the correct word/morphological category. Additional
studies have shown that WCVs that swap nouns for verbs and vice versa (Federmeier et al., 2000; Rosenfelt et al., 2011 elicit an N400-P600 complex rather than eLAN. In sum, these studies demonstrate that WCVs are neither necessary nor sufficient for the elicitation of eLAN, and therefore that a novel functional interpretation with broader empirical coverage is required.

The sensory hypothesis of the functional significance of eLAN was first proposed in Dikker et al. (2009) and further refined in Dikker, 2010 and Dikker & Pylkaanen, 2011). This hypothesis was based on the results of a magnetoencephalography (MEG) study that employed the same violations in Neville et al., 1991, and Friederici et al. 1993, and localized M100 effects (the magnetic equivalent of the domain-general N100, an effect to which we return shortly) to primary visual cortex. Based on the localization of these effects, the authors reinterpreted the eLAN as a domain-general sensory response to low-level physical features of the linguistic input, features that they argue are actively predicted during sentence processing. The authors argue that this response is ontologically sensory, rather than a syntactic or even linguistic. Under this account, early negativities index sensory matching operations computed on low-level physical features: when features predicted don’t match features encountered, early negativity is elicited. Note that this account can both (i) explain the early latency of the effect as it reflects processes occurring early in

3 The nature of the linguistic level(s) at which these form-based predictions occur is still under investigation, but at a minimum, predictions seem to be generated at the level of category-signaling closed class morphology (Dikker et al., 2009), orthographic and/or phonological features typical of grammatical categories (Dikker et al., 2010), and lexico-semantic features (Dikker & Pylkaanen, 2011).
the visual processing stream, and (ii) provide broad empirical coverage, accounting for the entirety of the results discussed above.

### 1.2.2 Early negativities in sentence-processing contexts: An emerging view

Largely because of the influence of the work of Dikker and colleagues, claims about the functional significance of early negativities elicited in sentence processing contexts are clearly in need of revision. Because of its intuitive appeal and broad empirical coverage, the sensory hypothesis has generated a great deal of research dedicated to mapping the antecedent conditions under which these effects are reliably elicited, a productive and important research enterprise. While the research discussed above is consistent with the hypothesis proposed by Dikker and colleagues, the current study can perhaps further articulate the nature of the sensory matching processes at its core. We feel that the sensory hypothesis is lacking an explanation of the neurocognitive mechanism by which form-based predictions are generated and matched against the input in sensory cortex. Additionally it lacks an explanation for why a form-based mismatch between observed and predicted input would manifest as enhanced negativity over sensory cortex. As such, the current study is designed to articulate further the processes first proposed in the sensory hypothesis.

We hypothesize that the effect previously referred to in the neuro-linguistic literature as the eLAN is actually an attentional modulation of the domain-general N100,

---

4 Dikker et al. (2009, 2010) discuss two alternative mechanisms via which form-based predictions could be generated and matched against the physical features of linguistic input: either (sub-)lexical representations are stored in sensory cortex allowing predictions to be both generated and matched against the input *internal* to sensory cortex, or predictions are generated *externally* and fed to sensory cortex in a top-down fashion enabling sensory cortex to perform the matching operation. Even in their most recent work the authors do not distinguish between these alternatives.
the earliest sensory response that is modulated by manipulations of selective attention (see Hillyard et al., 1973), and as such we will no longer refer to these responses as eLAN effects. It is our hypothesis that this attention-based account of early negativities elicited by WCVs, generated from a review of the literatures on the brain’s attention networks and ERP studies of selective attention, can address the areas in which the sensory hypothesis lacks explanatory power as described above. Below I provide a brief review of these literatures in order to develop a fully articulated attention-based account of the functional significance of early negativities elicited in sentence-processing contexts.

1.3 The attention networks of the human brain

Research investigating the human attention system, which functions to select sensory information rapidly for enhanced processing, dates back to at least the 1890s, and thus a comprehensive review of the topic is beyond the scope of this paper. For present purposes, we rely on an influential description of the three sub-systems of the brain’s attention system as described in Posner & Peterson (1990). The task used in the current study (the Attention Network Task or ANT; Fan et al., 2002) is designed to assess the efficiency of these three attentional sub-systems.

**The alerting system:** The first step in identifying behaviorally relevant stimuli for enhanced processing is maintaining an alert and vigilant state that enables the subsequent selection of the stimulus of interest. The maintenance of this alert state is critical for subsequent orientation of the attention system to these stimuli.

**The orienting system:** Attentional orienting is the process by which a stimulus is brought into the center of attention for selective processing, and can occur either overtly
(i.e. accompanied by visual saccades) or covertly (via a shift of the so-called “attentional spotlight”). Orienting to a spatial location produces more rapid behavioral responses (Posner et al., 1980) and larger ERP responses to stimuli that have been oriented to (Mangun & Hillyard, 1987), as well as enabling the detection of targets at lower contrast thresholds in visual search paradigms (Downing, 1988). Generally speaking, orienting increases processing efficiency. This attentional sub-system satisfies the functional requirement of responding to behaviorally relevant stimuli that were previously outside the focus of attention by bringing them into attentional focus. Behavioral goals can trigger orienting responses when behaviorally relevant targets appear, stimuli that would otherwise be unimportant and non-distinctive (a behavior that Corbetta & Shulman (2002) refer to as “contingent orienting”). Across a variety of paradigms, activation of this network is not driven by stimulus salience, intensity, or distinctiveness, but rather by behavioral relevance (Corbetta et al., 2000; Braver et al., 2001; Downar et al., 2001, Bledowski et al., 2004; Indovina & Malacuso, 2007).\(^5\)

Corbetta & Shulman (2002) propose that the function of this network is to function as a “circuit breaker” that interrupts ongoing cognitive operations and shifts attention to an unexpected, but behaviorally relevant, stimulus, a function that is crucial to our attention-based account of early negativity outlined below.

**The executive attention system:** The subsystem of the brain’s attention network that is under cognitive control and biases the selection of incoming input has variously
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5 Note that the oddball paradigms employed in some of these studies do not involve a spatial component, providing further support for the notion that the orienting network does not control only (re-)orienting of a spatial nature (Kirino et al., 2000; see also Marois et al., 2000). This is crucial for the account developed here, as in most sentence processing experiments all stimuli are presented centrally.
been described as controlling “top-down attention,” “goal-directed attention,” or “conscious attention.” In the cueing paradigms that are often used to investigate the functioning of this attentional system, participants are first presented with a cue that specifies the location of an upcoming target, followed by a delay period during which no visual stimulus is present, followed by target presentation. During the delay period, subjects are controlling attention in a top-down fashion in order to anticipate the appearance of the targets, either at cued locations or with specific features. This system is responsible for generating signals based on the current set of behavioral goals (i.e. detect, and respond to, the target), signals that bias the processing of goal-related stimulus features or locations (Kastner et al., 1999; Shulman et al., 1999; Corbetta et al., 2000; Hopfinger et al., 2000; Serences et al., 2001; Serences et al., 2005; Silver et al., 2007). As such, the executive attention system functions to modulate activity in sensory areas in advance of a predicted target. Acting in concert with the orienting system, the executive system functions to generate predictions about the input, modulate sensory areas in anticipation of the target stimulus, and then subsequently trigger orienting responses to unexpected but behaviorally relevant input.

It appears to be the case that the actions of the executive and orienting attention networks can further elucidate the nature of the sensory matching operations described in the sensory hypothesis, i.e. the interactions between these systems can account for the manner in which form-based predictions are generated by the executive attention system (predictions that subsequently modulate sensory responses) in sentence-processing contexts, subsequently triggering orienting responses to stimuli possessing behaviorally relevant features. In other words, it is the interaction of these attentional
processes that we hypothesize leads to larger N100 effects in response to WCVs.

Next we discuss ERP studies of selective attention in order to provide an account of why a mismatch between features that are predicted and those that are encountered would elicit enhanced negativity over sensory cortex. Lastly, we propose a fully developed attentional account of N100 effects elicited in sentence processing contexts.

1.4 ERP studies of selective attention

The ERP literature on selective attention is vast, dating back to the early work of Steven Hillyard in the early 1970s (see Näätänen, 1979, 1982 for a review of this early work, and Hopfinger et al., 2004 for a review of more recent studies). Therefore, the goal of this section is not to review this literature comprehensively, but rather to discuss briefly a handful of studies that demonstrate, across varying experimental paradigms, that selectively attended stimuli elicit larger N100 responses compared to their unattended (but physically identical) counterparts.

In the first ERP experiment designed to investigate the effects of selective attention on stimulus processing, Hillyard et al. (1973) had subjects perform a dichotic listening task in which they were instructed to attend to tones in one ear (while counting instances of one tone type) while ignoring tones played to the other ear. The authors reported enhanced negativity onsetting around 60-70 msec. (the N100 effect, one of the first exogenous ERP components modulated by selective attention) in response to attended tones when compared to their physically identical but unattended counterparts, demonstrating that selective attention to a stimulus leads to larger N100 responses. This early work led to an explosion of research (Eimer 1996; Anllo-Vento & Hillyard 1996;
investigating the effects of selective attention on early brain responses, with subjects typically instructed to attend to a location in space (while ignoring other locations) or to a particular stimulus feature (while ignoring others). Most pertinent to the current work, Luck et al. (1993), Eimer (1996), Anllo-Vento & Hillyard (1996), and Vogel & Luck (2000), had subjects make target discriminations based on physical features. Larger N100 responses were elicited in all of these studies when stimuli with to-be attended features were compared to those without. As such, it appears that regardless of the nature of the paradigm employed, selective attention to a stimulus results in a larger N100 response.

1.5 An attention-based account of early negativities elicited in sentence processing contexts

Based on the preceding reviews of the literature on the brain’s attentional networks and ERP studies of selective attention, it is now possible to develop a full attentional account of the early negativities elicited by WCVs with the goal of adding to the explanatory power of the sensory hypothesis of Dikker and colleagues. During sentence processing experiments, participants are required either to make grammaticality judgments or to answer comprehension questions, and as such their behavioral goal is to process the sentence in order to successfully perform these tasks. The alerting network maintains the alert state necessary for task performance. Concurrently, the executive attention network is generating predictions about physical features of the incoming linguistic input (see, for example, DeLong et al., 2005) and continuously modulating activity in sensory cortex in an anticipatory fashion (e.g.
Serences et al., 2005; Silver et al., 2007). Based on the behavioral goals of the participant, and the expectations generated by the executive attention network, the orienting network orients to unexpected but task-relevant features of the input, in this case word category violations (WCVs). This orienting response leads to selective processing due to the deployment of additional attentional resources, and N100 amplitude increases. It is this increase in amplitude of the N100 response that has been referred to in the neuro-linguistic literature as eLAN. The present study was designed to evaluate this hypothesis.

2. Methods
2.1 Participants

40 monolingual native speakers of English participated in the experiment (24 females, 16 males), completing both a sentence processing task and the attention task described below (see section 2.1.1). Participants received either course credit or $9 an hour for their participation. All participants were between the ages of 18-24 (mean 19.2), and were enrolled as students at the University of California, San Diego. All participants were right-handed with no neurological or psychiatric disorders and normal or corrected-to-normal vision.

2.2 Materials: Sentence processing experiment

We adopted the materials for the sentence processing experiment from previous studies that reliably elicited eLAN, LAN, N400, and P600 effects (see TABLE 3.1). The comparison between WCVs (condition A) and their controls (condition B) is known to elicit early negativity between 50-150 msec. (Neville et al., 1991, Friederici et al., 1993); the comparison between object relative clauses (condition C) and their
coordinate clause controls (condition D) is known to elicit LAN between 300-500 msec. at the main clause verb (King & Kutas 1995, among others); the comparison between semantic anomalies (condition E) and their controls (condition F) elicits N400 effects between 300-500 msec. (Kutas & Hillyard, 1983; Neville et al., 1991); and the comparison between WCVs (condition A) and their controls (condition B) reliably elicits P600 effects between 500-800 msec. in addition to early negativity (Neville et al., 1991). As originally constructed the materials also contained a comparison between transitive constructions and their intransitive controls (see Osterhout & Holcomb, 1992), but this comparison elicited no P600 effects in our group of participants and as a result will no longer be discussed. Participants read 40 sentences of each of the 8 experimental conditions, and the 320 experimental sentences were pseudo-randomized into 2 lists. More than two sentences of the same condition never appeared consecutively and there were never more than five items from the same condition within a sequence of ten items.

TABLE 3.1: Experimental sentences: Sentence-processing experiment

<table>
<thead>
<tr>
<th>Condition</th>
<th>Sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. *WCV</td>
<td>The scientist criticized Max’s <em>of</em> proof the theorem.</td>
</tr>
<tr>
<td>B. Control</td>
<td>The scientist criticized Max’s <em>proof of</em> the theorem.</td>
</tr>
<tr>
<td>C. Object Relative</td>
<td>The soldier who the sailor roughly pushed <em>smashed</em> a bottle against the bar.</td>
</tr>
<tr>
<td>D. Control</td>
<td>The soldier roughly pushed the sailor and <em>smashed</em> a bottle against the bar.</td>
</tr>
<tr>
<td>E. Semantic anomaly</td>
<td>The judge read Tom’s <em>stories</em> about crime.</td>
</tr>
<tr>
<td>F. Control</td>
<td>The judge read Tom’s <em>tones</em> about crime.</td>
</tr>
</tbody>
</table>
2.2.1 Attention Network Task (ANT)

The ANT (originally appearing in Fan et al., 2002) was designed to assess the efficiency of an individual’s alerting, orienting, and executive attention networks (see section 1.3) independently of each other. A trial of the task is schematized in FIGURE 3.1 below:

![FIGURE 3.1: Schematic of the Attention Network Task (ANT)]

During a trial of the ANT, the participants’ task is to respond as rapidly as possible to congruent (<<<<<) or incongruent (< > <<<) flanker targets (see Eriksen & Eriksen (1974) for a description of a simple Flanker task). Prior to target presentation, subjects view either a simple fixation cross that provides no information about the upcoming target, a central cue occurring at fixation (*) that alerts the subject to the upcoming presentation of a target (but not its location), or a spatial cue (*) that
alerts the subject to the upcoming presentation of the target as well as its spatial location (either above or below fixation; see Figure 3.1).

2.3 Procedures

The sentence processing experiment, which participants completed first, consisted of five blocks, each containing 64 sentences and lasting approximately 15-17 minutes. Participants were run in a single EEG session that lasted approximately 2.5 hours, including preparation. During the session, subjects were seated comfortably in a chair in a sound-attenuated booth. 1500 msec. before the first word of a sentence, a red square appeared in the middle of the screen and remained throughout sentence presentation for fixation purposes. Sentences were visually presented above fixation, with each word presented for 300 msec. (500 msec. stimulus onset asynchrony (SOA)). 2000 msec. after the end of the sentence subjects made grammaticality judgments, Response hands were balanced across participants to control for handedness. The next stimulus sentence began 3000 msec. after the participant’s response. In order to familiarize the participants with the task, they completed a ten-sentence practice session before beginning the experiment.

The ANT consisted of 288 trials, which were broken into three blocks of 96 trials. The 288 total trials consisted of 96 trials for each cue type (no cue, alerting cue, and spatial cue), with each cue occurring equally often with congruent and incongruent targets and trial types balanced within blocks. Participants were instructed to respond as quickly and accurately as possible by indicating the direction in which the central arrow of the flanker target was pointing. In order to be consistent with the existing literature, we adopted the visual display parameters used in Neuhaus et al. (2009, 2010). The
central fixation cross (0.37 of visual angle subtended) was present throughout the experiment. Alerting cues (*) appeared at fixation, while spatial cues (*) appeared at 1.01 degrees above or below fixation and always accurately predicted the location of the upcoming target. Target stimuli consisted of five horizontally arranged arrows (3.28 degrees of horizontal visual angle) were presented at 1.01 degrees above or below the fixation cross (i.e. at the same position within the visual field as the spatial cues occurred).

2.4 Electrophysiological recording

The electroencephalogram (EEG) was recorded from 26 tin electrodes mounted geodesically in a commercially available Electro-cap. These sites included midline prefrontal (MiPf), left and right lateral prefrontal ( LLPf and RLPf), left and right medial prefrontal (LMPf and RMPf), left and right lateral frontal (LLFr and RLFr), left and right medial frontal (LMFr and RMFr), left and right dorsal frontal (LDFr and RDFr), left and right medial central (LMCe and RMCe), midline central (MiCe), left and right medial dorsal central (LDCe and RDCe), left and right lateral temporal (LLTe and RLTTe), left and right dorsal lateral parietal (LDPa and RDPa), midline parietal (MiPa), left and right lateral occipital (LLOc and RLOc), left and right medial occipital (LMOc and RMOc), and midline occipital (MiOc). Each electrode was referenced online to the reference electrode at the left mastoid and later re-referenced offline to the average of the two mastoids. To monitor blinks and eye movements, electrodes were placed on the outer canthi and under each eye. Impedances were kept below 5KΩ during recording. The EEG was amplified using James Long amplifiers with an online band-pass filter (.01 to 100 Hz), and digitized at a sampling rate of 250 Hz.
2.5 Data analysis

2.5.1 Sentence-processing task

For the analysis of brain responses elicited during the sentence processing experiment, mean amplitude measurements were taken of single-word averages, which consisted of 1000 msec. epochs, including a 100 msec. pre-stimulus baseline. The time windows in which these measurements were taken were as follows: 50-150 msec. (N100 time window), 300-500 msec. (LAN and N400 time window), and 500-800 msec. (P600 time window). Trials contaminated by excessive muscle activity, amplifier blocking, or eye movements were discarded before averaging. This resulted in 8.9% of trials being rejected across conditions. The averaged data were algebraically re-referenced to the average of the activity at the two mastoid sites. ERP waves were smoothed offline using a low-pass filter with a 7 Hz cutoff for visualization purposes. Because of the design of the materials, a full factorial ANOVA was deemed inappropriate. Rather, we conducted four separate one-way ANOVAs to make the critical comparisons between (i) WCVs (condition A) and their grammatical controls (condition B) (EN and P600), (ii) object relatives (condition C) and their coordinate clause controls (condition D) (LAN), and (iii) semantic violations (condition E) and their non-anomalous controls (condition F) (N400). Each analysis had the repeated measures of experimental condition (2 levels) and electrode (26 levels). This will be referred to as the full analysis. In addition to the full analysis, a distributional analysis
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6 This type of analysis would force us to compare across violation types and would lead to many false positive significant effects based on multiple confounds related to differences in lexical class and sentence position.
was conducted for each of the four main comparisons, including experimental condition (2 levels), hemisphere (2 levels: left and right), laterality (2 levels: lateral and medial) and anteriority (4 levels: prefrontal, frontal, temporal, and occipital) as factors. 

Electrodes included in the distributional analysis were left and right lateral prefrontal (LLPf and RLPf), left and right medial prefrontal (LMPf and RMPf), left and right lateral frontal (LLFr and RLFr), left and right lateral temporal (LLTe and RLTe), left and right medial dorsal parietal (LDPa and RDPa), left and right lateral occipital (LLOc and RLOc), and left and right medial occipital (LMOc and RMOc). The distributional analysis is referred to when it was necessary to resolve condition x electrode interactions in the full analysis. Furthermore, when it was necessary to corroborate small local effects, ANOVAs were performed on individual levels of these factors.\(^7\)

Analysis of individual regions was only conducted when motivated by the presence of significant (or, at a minimum, marginal) interactions in the distributional analysis. The Huynh-Feldt (1976) correction for lack of sphericity was applied, and corrected \(p\)-values are reported with the original degrees of freedom.

**2.5.2 ANT data**

The efficiency of the alerting, orienting, and executive attention networks assessed by the ANT was calculated using the following subtractions. All effects were assessed for the participant group as a whole as well as for individual participants.

**Alerting effect:** RT (no-cue) \textit{minus} RT (center-cue). The logic of this subtraction is that the center cue alerts the participant that the target is about to appear,

\(^7\) We did not conduct an ANOVA with a group factor in order to compare across efficiency groups due to established issues with comparing across different subject groups.
but gives no information as to the spatial location of the target (thus preventing the top-down control of attention leading to a (spatial) orienting response). Therefore, RT differences between these conditions, henceforth referred to as “alerting effects,” index the efficiency of the participant’s alerting subsystem: the larger the difference, the more efficient the network.\(^8\)

**Orienting effect:** RT (center-cue) \textit{minus} RT (spatial-cue). The logic of this subtraction is that, in both conditions, the subject is cued, but only in the spatial cue condition can the subject orient to the location in space at which the target will appear, thus reducing reaction time. Thus, RT differences between these conditions, henceforth referred to as “orienting effects,” are indicative of the efficiency of the participant’s orienting system, following the same logic described in fn. 8.

**Executive attention effect:** RT (incongruent) \textit{minus} RT (congruent). The logic of this subtraction is that it is easier to respond to the central arrow when the flanking arrows are pointing in the same direction (congruent) than when they are pointing in the opposite direction (incongruent). RT differences in this comparison, henceforth referred to as “executive attention effects,” are thus indicative of the efficiency of the subject’s executive attention network, following the same logic described in fn. 8.

\(^8\) For example, if subject #1 takes 100 msec. to respond to the target when no cue is present, and 90 msec. to respond after the alerting cue, this subtraction will yield a value of 10 msec. If subject #2 takes 100 msec. to respond to the target in the no-cue condition, but only 50 msec. to respond after the alerting cue, this subtraction will yield a value of 50 msec. This larger difference for subject #2 shows that this subject “benefited” more from the alerting cue, and therefore that the alerting network of subject #2 is more efficient than that of subject #1. This basic logic holds for all ANT subtractions.
2.5.3 Statistical analysis

We first obtained measures of the efficiency of each of the three attention networks by conducting the subtractions described above, yielding individual alerting, orienting, and executive attention effects for each individual participant. Based on the size of these differences, we conducted an RT-based median split that divided the participants into 6 groups: 2 groups (high and low) x 3 attention networks (alerting, orienting, and executive), with 20 participants per group. We then analyzed each of the brain responses elicited during the sentence processing experiment to determine the extent to which these responses differed across high and low efficiency groups.

Secondly, we conducted exploratory correlation- and regression-based analyses, attempting to determine the extent to which (i) participants’ attentional efficiency correlated with the amplitude of EN at a subset of contiguous fronto-central electrodes (MiPf, LLPf RLPf, LMPf, RMPf, LDFr, RDFr, LMFr, RMFr, LLFr, RLFr) that we selected based on visual inspection of individual participants’ data,\(^9\) and (ii) we could construct a multiple regression model, including alerting, orienting, and executive attention effects (and subsets thereof) as predictors of EN mean amplitude at the electrodes above. While we acknowledge the exploratory nature of these analyses, we felt that they had the potential to provide additional evidence in support of our attentional efficiency-based hypothesis of EN.

---

\(^9\) We are aware of no precedent in the literature for an analysis of this type, and were hesitant to select different sets of electrodes for each individual participant based on where the response to WCVs was maximal, as we felt this constituted bad statistical practice. In lieu of this approach, we simply selected a consistent and contiguous set of electrodes across subjects. Proper statistical procedures for this type of analysis remain a topic for future research.
2.5.4 Predictions

If our hypothesis as to the functional identity of early negativities elicited in sentence-processing contexts is correct, we predicted that high and low attentional-efficiency groups as assessed by the ANT (in terms of either alerting, orienting or executive efficiency) would show differences in terms of the physical parameters of the N100 response. Crucially, if our hypothesis is correct, any observed differences in the parameters of the early negativities elicited by WCVs must be non-identical to the types of modulations of other ERP components elicited. In other words, if all “linguistic” brain responses vary across groups in a similar fashion, we would be unable to make any strong claims that what have previously been referred to as eLAN effects are in fact reducible to attentional modulations of the domain-general N100.

For the ANT data, we expected to replicate previous findings in studies using this paradigm: variability in attentional efficiency within and across subjects, decreasing RT with increasing cue informativity (RT: no cue > alerting cue > spatial cue), and decreases in RT when processing congruent compared to incongruent targets.

For our correlational and regression-based analyses, if the predicted patterns in the median split analysis did in fact obtain, we predicted that we would see supporting evidence in the form of correlations between attentional measures and the parameters of early negativities elicited by WCVs, and that the results of our multiple regression model(s) would show evidence that some aspect(s) of attentional efficiency significantly predicted the mean amplitude of early negativity.
3. Results

3.1 ANT results

A summary of the results of the ANT is given in FIGURE 3.2 below.

<table>
<thead>
<tr>
<th></th>
<th>No Cue</th>
<th>Alerting Cue</th>
<th>Orienting Cue</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Congruent</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reaction Time</td>
<td>608.5 (126)</td>
<td>574.9 (128)</td>
<td>498.6 (158)</td>
<td>560.7 (126)</td>
</tr>
<tr>
<td><strong>Incongruent</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reaction Time</td>
<td>712.1 (142)</td>
<td>679.7 (19)</td>
<td>630.6 (119)</td>
<td>674.1 (158)</td>
</tr>
</tbody>
</table>

FIGURE 3.2: Mean RT for ANT task performance (SD in parentheses)

Overall, we replicated findings found in previous studies using the ANT. Results of two-tailed t-tests performed on the entire participant group’s RT data showed that alerting (t(1,39) = 3.6, p < .0001), orienting (t(1,39) = 9.02, p < .001), and executive effects (t(1,39) = 19.53, p < .001) were all highly significant and in the expected direction. In other words, the data showed RT declines with increasing cue informativity (horizontal rows in Table 3.2 and x-axis in Figure 3.2), and independent of cue type a reduction in RT to congruent targets compared to incongruent ones (vertical columns in FIGURE 3.2 and the difference between the red and blue lines in FIGURE 3.2).
We subsequently conducted median splits on these data based on the size of participants’ alerting, orienting, and executive efficiency effects, yielding six groups of twenty individual participants. We conducted one-tailed t-tests that showed significant differences between the high (mean = 137.6 msec., S.D. = 55.9 msec.) and low (mean = 57.2 msec., S.D = 37.4 msec.) efficiency alerting groups (t(1,39) = 5.39, p < .001), between the high (mean = 70.9 msec. msec., S.D. = 38.9 msec.) and low (mean = -4.9 msec., S.D = 35.4 msec.) efficiency orienting groups (t(1,39) = 56.9, p < .001), and between the high (mean = 172.6 msec., S.D. = 67 msec.) and low (mean = 56.8 msec., S.D = 39.3 msec.) efficiency executive groups(t(1,39) = 5.82, p < .001). These results suggested a large degree of separation between the high and low efficiency groups.
3.2. Sentence processing experiment:

The results of the omnibus and distributional ANOVAs are summarized in TABLES 3.3 and 3.4, respectively (see Supplementary Materials). The results of the omnibus ANOVA, conducted on all participant groups, showed robust main effects as well as condition x electrode interactions for LAN, N400, and P600 effects, as well as a significant condition x electrode interaction in the N100 time window (see FIGURES 3.4 – 3.7 below).
FIGURE 3.4: All participants. (A) Grand average ERP waveforms for WCVs and Controls (1 sec. epoch, 100 msec. baseline). (B) Grand average ERP waveform at electrode RMFr (0-500 msec.). (C) Topographic isovoltage map of the difference between conditions between 50 and 150 msec. Blue shading indicates enhanced negativity in response to WCVs.
FIGURE 3.5: All participants. (A) Grand average ERP waveforms for Object Relatives and Controls (1 sec. epoch, 100 msec. baseline). (B) Grand average ERP waveform at electrode LLFr, (C) Topographic isovoltage map of the difference between conditions between 300 and 500 msec. Blue shading indicates enhanced negativity in response to object relative clauses.
FIGURE 3.6: All participants. (A) Grand average ERP waveforms for **Semantic Anomalies** and **Controls** (1 sec. epoch, 100 msec. baseline). (B) Grand average ERP waveform at electrode LLFr., (C) Topographic isovoltage map of the difference between conditions between 300 and 500 msec. Blue shading indicates enhanced negativity in response to semantic anomalies.
FIGURE 3.7: All participants. (A) Grand average ERP waveforms for WCVs and Controls (1 sec. epoch, 100 msec. baseline). (B) Grand average ERP waveform at electrode MiPa. (C) Topographic isovoltage map of the difference between conditions between 500 and 800 msec. Red shading indicates enhanced positivity in response to WCVs.
The results of the distributional ANOVA showed that LAN, N400, and P600 effects were robustly significant in all groups resulting from our ANT-based median split, albeit with quantitative differences in terms of effect magnitude and distribution over the scalp (see TABLE 3.3, supplementary materials for a summary of the results of all comparisons for all groups). In contrast, in the EN time window (see FIGURES 3.8 – 3.13) there were significant condition x anteriority interactions for only two participant groups: the low efficiency orienting (F[1,39] = 3.78, p = .01, FIGURE 3.10) and executive groups (F[1,39] = 2.94, p = .03, FIGURE 3.12). In both groups, there were larger N100 responses to WCVs than to controls at fronto-central scalp sites. In the low efficiency alerting (Figure 3.8), and high efficiency alerting (Figure 3.9), high efficiency orienting (3.11), and high executive efficiency groups (Figure 3.13), all comparisons in the N100 time window were non-significant (all p > .29). These results confirm our hypothesis about the attentional underpinnings of early negativities elicited by WCVs: while all other components differed only in terms of effect magnitude and distribution at the scalp, N100 effects were either present or absent, depending on the orienting and executive efficiency of the participant groups.
FIGURE 3.8: **Low efficiency alerting group.** (A) Grand average ERP waveforms for WCVs and Controls (1 sec. epoch, 100 msec. baseline). (B) Grand average ERP waveform at electrode LMPf, (C) Topographic isovoltage map of the difference between conditions between 50 and 150 msec.
FIGURE 3.9: High efficiency alerting group. (A) Grand average ERP waveforms for WCVs and Controls (1 sec. epoch, 100 msec. baseline). (B) Grand average ERP waveform at electrode LMPf, (C) Topographic isovoltage map of the difference between conditions between 50 and 150 msec.
FIGURE 3.10: Low efficiency orienting group. (A) Grand average ERP waveforms for WCVs and Controls (1 sec. epoch, 100 msec. baseline). (B) Grand average ERP waveform at electrode LMPf. (C) Topographic isovoltage map of the difference between conditions between 50 and 150 msec.
FIGURE 3.11: High efficiency orienting group. (A) Grand average ERP waveforms for WCVs and Controls (1 sec. epoch, 100 msec. baseline). (B) Grand average ERP waveform at electrode LMPf. (C) Topographic isovoltage map of the difference between conditions between 50 and 150 msec.
FIGURE 3.12: Low efficiency executive group. (A) Grand average ERP waveforms for WCVs and Controls (1 sec. epoch, 100 msec. baseline). (B) Grand average ERP waveform at electrode LMPf. (C) Topographic isovoltage map of the difference between conditions between 50 and 150 msec.
FIGURE 3.13: High efficiency executive group. (A) Grand average ERP waveforms for WCVs and Controls (1 sec. epoch, 100 msec. baseline). (B) Grand average ERP waveform at electrode LMPf. (C) Topographic isovoltage map of the difference between conditions between 50 and 150 msec.
3.3. Correlational and regression-based analyses

We first looked for simple correlations between our attentional measures and mean N100 amplitude and found no significant relationships (all $R^2 < .2$), indicating that no single measure of attentional efficiency was strongly correlated with mean N100 amplitude. We then conducted (multiple) regression-based analyses, comparing models that included all three attentional effect sizes as predictors, as well as the three possible combinations of two attentional effect sizes. Results of these analyses showed that only the regression model containing orienting and executive effect sizes as independent variables significantly predicted mean N100 amplitude. In this model, the combination of orienting ($b = -.11$, $t(36) = 1.91$, $p = .047$) and executive ($b = -.12$, $t(36) = 2.56$, $p = .014$) effect size significantly predicted N100 amplitude at fronto-central scalp sites ($R^2 = .21$, $F(1, 36) = 1.94$, $p = .048$, and $R^2 = .21$, $F(1, 36) = 2.57$, $p = .014$) in a negative linear trend. In other words, the smaller the size of orienting and executive effects, the larger the N100 amplitude, a pattern of results consistent with our median split analysis. Though the amount of variance around mean N100 amplitude accounted for by this model is admittedly small, it is nonetheless significant, as are the predictive contributions of an individual’s orienting and executive effect sizes.

4. Discussion

The results of this study provided evidence in support of our hypothesis about the functional significance of early negative responses in sentence processing contexts. After performing median splits on attentional efficiency as assessed by the attention network task (ANT), we found significant LAN, N400, and P600 effects in all of our
participant groups, effects that only differed minimally in effect magnitude and scalp
distribution. In contrast, N100 effects were only present in the low efficiency alerting
and low efficiency executive function groups. The results of our regression-based
analyses provided additional support for our hypothesis, suggesting that while no single
measure of attentional efficiency is sufficient to predict N100 amplitude, the
combination of an individual’s orienting and executive efficiency is able to predict a
statistically significant amount of variance in mean N100 amplitude. Below we discuss
these findings in the context of the sensory hypothesis (see section 1.2.2), why we
believe N100 effects are present only in low-efficiency attention groups, and the
domain-general nature of putatively linguistic ERP components.

4.1 Attentional efficiency and the sensory hypothesis

As stated in the introduction (section 1.2.2), the original functional interpretation
of early negative responses to word category violations in sentence processing contexts
as an index of phrase structure building processes occurring during the first stage of a
modular and serial sentence processor (Frazier & Fodor, 1978) has been superseded by
a novel view of its functional significance proposed by Dikker and colleagues. In their
sensory hypothesis, they argue that early negativities elicited by WCVs actually index
physical feature-based sensory operations matching operations. When there is a
mismatch between the physical features predicted and those actually encountered, early
negativity is elicited. This account has the dual advantage of achieving broad empirical
coverage while also explaining the early latency of these effects. However, we felt that
the sensory hypothesis lacked an explanation of the feature-predicting mechanism and
the reason that feature-based mismatches elicit early negativity. The goal of the current
work was to address these issues, thus adding to the explanatory power of the sensory hypothesis by further elaborating the cognitive processes underlying the elicitation of early negativity in sentence processing contexts.

Our data show that the elicitation of these effects depends on the efficiency of the orienting and executive attention networks. As discussed in section 1.3, the executive attention system functions to control attention in a top-down fashion, constantly generating predictions that modulate activity in sensory cortex. Therefore, this system is a plausible candidate for the mechanism via which the form-based predictions at the core of the sensory hypothesis are generated externally and fed to sensory cortex, continuously modulating expectations about the physical properties of language input. In concert with the actions of the executive attention system, the orienting system functions to shift attention to unexpected but task-relevant input. In the context of sentence processing experiments in which early negativity is elicited, the executive system generates expectations about incoming input, and when the parser encounters a word category violation, the orienting system generates an orienting response to this unexpected but task-relevant input that is inconsistent with previously generated predictions. Under this view, these early negativities are not purely sensory responses, but are more profitably viewed as an attentional modulation of a sensory response, the N100. But why would this orienting response generate an enhanced N100 effect?

As discussed in section 1.4, since Hillyard (1973) it has been well documented that paying selective attention to a stimulus enhances the amplitude of the N100. Additionally, it has been shown that attentional orienting enhances the amplitude of
ERP responses (Mangun & Hillyard, 1987). So, in combination with the attentional mechanisms above, it appears that early negativities elicited in sentence processing contexts are simply selective attention based enhancements of the N100 resulting from interactions between the brain’s orienting and executive networks. In sum, we believe that our data provide the sensory hypothesis with additional explanatory power and further clarity on the functional significance of so-called eLAN responses. It should be noted however, that our attentional-efficiency based account is based purely on assessing attentional efficiency with the ANT, a task that has previously yet to be employed in concert with a sentence-processing task. Likewise, we only examined the relationship between visual sentence processing and a visual version of the ANT, and the extent to which the same relationship would hold in the auditory modality remains to be seen.

4.1.1 Why is the N100 effect present only in low efficiency groups?

A valid concern that one might raise is why the N100 effect is elicited only in two out of our six median split groups: low efficiency orienting and low efficiency executive control. Our regression model, which includes both orienting and executive effects, can significantly predict a proportion of mean N100 amplitude, with lower attentional efficiency producing larger effects. While this pattern of results may initially seem counterintuitive, we believe there is a reasonable and simple explanation: it is necessary for those with less efficient neurocognitive systems, in this case the attentional system, to devote additional resources when processing complex language input. For example, studies of the processing of complex language input have shown larger amplitude responses in those participants with low working memory capacity.
(see Gunter et al., 2003 and Fiebach et al., 2004 – though cf. also King & Kutas, 1995; Münte et al., 1998; Vos et al., 2001 and Nieuwland & Van Berkum, 2006 for the opposite correlation). Additionally, an fMRI study by Rypma et al. (2002) in which participants performed a working memory task showed that low-span subjects had greater activation in prefrontal cortex than their high-span counterparts, a pattern similar to that observed in an fMRI study by Rypma & D’Esposito (2000). Though the correlational patterns differ across studies, and our account will require further empirical validation, the patterns in our data are consistent with the claim that low-efficiency individuals must devote more (neural) resources to the processing of word category violations, leading to larger N100 responses.

4.2 Domain-general interpretations of ERP effects elicited during language processing

Our data also add to a series of observations suggesting that the notion of ERP responses indexing purely linguistic operations is misguided, and it is rather the case that these responses reflect domain-general cognitive processes operating over linguistic input. Here we have argued that the N100 indexes underlying attentional modulations of sensory responses to the physical properties of linguistic input. Similarly, LAN effects observed during the processing of long-distance distance dependencies and non-canonical word order have been argued to reflect the burdens imposed on working memory by these structures, rather than indexing linguistic operations per se (see, among others, Kluender & Kutas, 1993; King & Kutas, 1995; Felser et al., 1997; Münte et al., 2008); Rösler et al, 1998; Matzke et al., 2002; Ueno & Kluender, 2003; Ueno &
Garnsey 2010; Kwon et al., 2013; and Hagiwara et al., 2007). Domain-general accounts have also been proposed for both N400 and P600 effects that have long been interpreted as indexing the semantic and syntactic aspects of language processing, respectively. The N400 is now often interpreted as reflecting the processing of linguistic and non-linguistic meaning (see Sitnikova et al., 2008 for a review), with N400 responses elicited, and modulated by, manipulations involving pictures (Ganis et al., 1996), the structure of visual narratives (Cohn et al., 2011; Cohn 2014), videos (Sitnikova et al., 2003), faces (Olivares et al., 1999), environmental sounds (Van Petten & Rheinfelder 1995), gestures (Wu & Coulson, 2005, 2007, 2010), and mathematical sequences (Niedeggen et al., 1999). There has been a long-standing argument about the domain specificity of the P600 often observed in response to (morpho-)syntactic violations (e.g. Coulson et al., 1998; Osterhout, 1999), a response that is also seen when processing violations of structured musical (Besson & Macar, 1987, Patel et al., 1998) and geometric (Besson & Macar, 1987) sequences.

In conclusion, it appears that brain responses that may initially seem language specific may instead index general cognitive processes such as working memory, meaning construction, and the processing of structured hierarchical sequences, processes that are co-opted by the language system to process linguistic input. Based on the results of the present study, attention can safely be added to this list.

Chapter 3, in full, is currently being prepared for submission for publication. Barkley, C., Kluender, R., & Kutas, M (in preparation). The dissertation author was the primary investigator and preparer of this manuscript.
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CONCLUSION

Summarizing across the results of the three experiments described herein, I provided support for the central role of domain-general cognitive systems in both language acquisition and the subsequent application of this acquired linguistic knowledge during on-line sentence comprehension. In Chapter 1, I discussed the results of an experiment designed to investigate the role of working memory in the formation of straightforward long-distance antecedent-pronoun relations. The results showed that the second element in such dependencies elicits LAN effects similar to the responses seen at the second element in long-distance syntactic dependencies. These results suggest that, independent of the linguistic level at which a long-distance relationship between two non-adjacent elements is formed, the operations of the working memory system appear to underlie the process. These findings further emphasize the central role that performance factors play in real-time language processing by showing that these factors are crucial to the formation of long-distance relationships at multiple linguistic levels. It appears that the same performance factors appear to be triggered by long-distance linguistic relationships that have been long been argued to constitute distinct aspects of the competence grammar (Reinhart, 1983), (perhaps) reducing the specificity of grammatical knowledge that must be encoded in the competence grammar.

Chapter 2 contained a discussion of the results of an artificial grammar-learning study that investigated the role of selective attention in the implicit learning of linguistic information, showing that selective attention exerts an influence on the behavioral and neural outputs of implicit learning. Additionally, as the brain responses elicited are generally assumed to index general cognitive operations, I argue that, at least during the
earliest stages of language acquisition when proficiency is low, linguistic input is initially acquired using, and processed by, domain-general cognitive systems. Lastly, the results of the experiment described in Chapter 3 show that the elicitation of EN in sentence processing contexts depends at least partially on an individuals’ attentional efficiency. This finding adds to an accumulating series of observations suggesting that the labeling of brain responses to language stimuli as “linguistic ERP components” is misguided, and that these brain responses should rather be characterized as indexing general cognitive processes operating on linguistic input. Below, I discuss each experiment in turn.

The results of the experiment described in Chapter 2, in which I compared pronominal and proper name subjects with and without antecedents, showed that pronominal subjects with antecedents elicited LAN effects, similar in onset and distribution to those observed at second elements in long-distance syntactic dependencies. As LAN effects such as these have long been argued to index (some form of) working memory-based operations (see, for example, Kluender & Kutas, 1993; King & Kutas, 1995; Matzke et al. 2002; Gunter et al., 2003; Ueno & Garnsey, 2010; Hagiwara et al., 2007; and Kwon et al., 2013), I argued that the effects observed in the current experiment likewise index working memory-based operations. The burdens imposed by the processing of these long-distance relationships are similar, and therefore the brain responds in kind, meeting these challenges via the operations of the working memory system as indexed by LAN. These findings receive additional support from similar observations in the non-linguistic visual working memory literature [best citation here] While there is a paucity of research pertaining to the issues outlined here
(which has typically focused on encoding, delay-period activity, and fMRI studies attempting to identify the brain areas responsible for these processes rather than the retrieval and integration processes that are the focus of the current work), I feel that by developing non-linguistic paradigms isomorphic to the paradigm used in the experiment described above, it will be possible in the future to further examine the relationships between visual and linguistic working memory, this providing additional support for the arguments forwarded here.

There is a shortage of recent studies that contain non-linguistic manipulations similar to those described above (Fedorenko et al., 2006; Fedorenko et al. 2007; Fedorenko et al., 2009). However, these studies have shown that in a variety of paradigms, linguistic and non-linguistic integration processes in working memory tasks appear to engage similar, modality-independent, working memory processes. As such, these studies provide evidence for domain-general accounts of language processing.

The hypothesis that modality-independent working memory resources operate over any type of structured input is an empirical question, and one that I would like to pursue in future research in order to provide evidence in addition to that outlined above. For example, one could construct experimental paradigms in which participants are sequentially presented with a structured stimulus set (be they faces or colored shapes, for example). If participants were to be trained in advance of this task, for example by telling them that spatially and temporally distal red squares and blue circles constitute a long distance dependency, analogous to those seen in language, and LAN effects were to be observed at the second element (in this case, the blue circle), this would provide more concrete evidence that LAN effects index modality-independent working memory
operations and provide further support for the notion that, regardless of the type of input, the same general working memory processes are triggered by the formation of long-distance relationships between stimuli of any type.

In the experiment described in Chapter 2, I investigated the role of selective attention in the acquisition of grammatical patterns in a traditional training-testing implicit learning paradigm. Participants performed a 2AFC task during brief exposure to an artificial grammar while being explicitly instructed to learn the language’s complex agreement system. Unbeknownst to them, the artificial grammar also contained two other sets of (potentially learnable) regularities. Information related to verbal subcategorization, i.e. verb transitivity and the obligatory and lexically-specified constraints on auxiliary verb selection, were encoded at the same matrix verb position that was critical in determining licit agreement relations. Explicit instructions ensured that only the complexities of the agreement system were attended during the training session. During a subsequent testing session, while their EEG was recorded, participants were instructed to judge the grammaticality of grammatical control sentences in the artificial language, as well as agreement violations, and violations of the transitivity and auxiliary selection systems that were unattended during training. Grammaticality judgment accuracy for the two unattended violations was at below chance levels, while accuracy for the control and agreement violations was statistically above chance, evidence that participants had successfully learned this system during the training session. In contrast to their behavioral performance, participants’ brain responses successfully discriminated between grammatical sentences and all violation types,
suggesting that some form of learning had in fact taken place even if the result of this learning was not sufficiently robust to be detectable in behavioral measures.

The brain responses observed in this study have all been argued to index general cognitive operations, all being elicited in a variety of paradigms across input types and stimulus modalities. The data showed modulations of the N100, which I argued index processes of attentional capture as participants reach the critical matrix verb position that dictates the grammaticality of the sentences. Subsequent to effects in the N100 time window, there were enhancements of the amplitude of the P200 for all violation types compared to controls. I argued that these amplitude enhancements plausibly reflected processes of feature-based selection of meaningful (but unexpected) and task-relevant stimuli, i.e. violations. Lastly, there were differences in the 300 – 500 msec. (all three violation types again differed from grammatical sentences) and 500-800 msec. time windows, and while we remain agnostic as to the functional identity of these effects, my preferred interpretation is that these effects are representative of a P3b potentially indexing processes of event categorization (Kok, 2001). Under this view, the fact that it was the transitivity violations that elicited enhanced positivity between 500 – 800 msec. may result from the fact that these violations are most difficult to categorize as ungrammatical due to the fact that participants must take the entire sentence into account in order to do so. We feel that these interpretations are at a minimum consistent with the cognitive processes plausibly engaged during the processing of our artificial language and, once more, it is crucial to note that I do not feel that the functional identity of the observed responses is crucial to our claim about the role of selective attention in implicit learning. I simply argue that selective attention influences
implicit language learning, and in doing so modulates ERP components indexing general cognitive operations. For the case of language acquisition, these findings suggest that there is no need to posit the existence of a language acquisition device guided by the (linguistically sophisticated) innate knowledge specified in Universal Grammar (for example in the form of principles and the parameters (Cullicover, 1997)), or knowledge of the ordering of the processes necessary for the formation of morphologically complex words (Kiparsky, 1982, Gordon, 1995). Clearly, attentional processes play a crucial role, and if selective attention acts in concert with the learning mechanisms outlined in the introduction, enabling the acquisition of grammatical patterns, this constitutes strong evidence in support of a central role for domain-general performance factors in language acquisition, and reduces the need for highly specified innate linguistic knowledge.

While the interface between the language and working memory system has been extensively investigated, less attention has been paid to the language-attention interface. In Chapter 3, I demonstrated that the elicitation of EN in sentence-processing contexts is dependent on attentional efficiency, with these effects elicited in both low-efficiency orienting groups and those with low-efficiency executive control systems. This pattern was in contrast to other “linguistic ERP effects” (though see Chapter 1), which were statistically robust in all groups resulting from our efficiency-based median splits, and only differed minimally in terms of effect magnitude and distribution over the scalp. In combination with the findings of Dikker (2009) and Dikker et al. (2010, 2011), these findings appear conclusively to refute the original (language-specific) functional interpretation of these effects (Friederici, 1993). If these responses can be interpreted as
indices of attentional modulations of sensory processes, then in no way can they be reducible to underlying processes of initial phrase-structure building operations (Friederici, 1993). Once more, observing modulations of domain-general components (in this case, the N100), our data suggest that domain-general performance factors, operating over structured linguistic input, strongly influence the elicitation of brain responses once thought to be linguistic in nature.

Across three experiments, I have demonstrated the crucial role of general cognitive operations in language acquisition and linguistic processing. It appears to be the case that working memory, selective attention, and attentional orienting and executive efficiency all play a crucial role in language acquisition and the use of linguistic competence during on-line language comprehension. As such, these findings suggest that performance factors may well be at the core of these processes, and therefore that these performance factors play a more central role in language comprehension than has previously been assumed. In sum, our results suggest that the degree of linguistic knowledge argued to be encoded in a Universal Grammar may be over-specified, and it is fact domain general cognitive systems that are central to guiding both language acquisition and on-line language comprehension. In concert with the powerful learning mechanisms discussed in Chapter 2, mechanisms that take advantage of the rich statistics of the environment and general properties of human perceptual systems, these domain-general processes operating over linguistic representations appear sufficient to explain a large portion of both language acquisition and subsequent language behaviors. While the exact conditions under which these learning mechanisms are engaged is still to be comprehensively mapped, this much is
certain: our data are consistent with the notion that performance factors, acting in concert with some form of linguistic competence, play a central role in real-time language use. No doubt, aspects of linguistic competence are neurally “real” but the end state in which a speaker possesses full knowledge of his/her native language appears to be the result of the actions of domain-general cognitive systems, powerful learning mechanisms, and a Universal Grammar that may contain some form of linguistic competence, but that this pre-specified knowledge may not be as richly specified as had been previously argued. Again, I do not deny the important role of the online application of linguistic competence (nor do I, based on the current results, refute the possibility that some form of linguistic competence may be genetically encoded), but rather argue that performance factors and powerful domain-general learning mechanisms can account for a multitude of language behaviors, and therefore that an ongoing research program that investigates these factors has much to tell us about the architecture of the language system.

While we may be genetically endowed with genes that encode for the determination of eye color, why posit the existence of highly-specified innate linguistic knowledge if it isn’t necessary?
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