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Abstract

The Bayesian Sanov Theorem (BST) identifies, under both correct and incorrect specification of infinite dimensional model, the points of concentration of the posterior measure. Utilizing this insight in the context of Pólya urn sampling, Bayesian nonparametric consistency is established. Pólya BST is also used to provide an extension of Maximum Non-parametric Likelihood and Empirical Likelihood methods to the Pólya case.
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1 Introduction

In Bayesian nonparametric (or infinite dimensional) statistics a strictly positive prior is put over a set $\Phi$ of probability distributions. In this context let $r$ be the true data sampling distribution of a random sample $X^n \triangleq X_1, X_2, \ldots, X_n$. Provided that $r \in \Phi$, as the sample size grows to infinity, the posterior distribution $\pi(\cdot | X^n)$ over $\Phi$ is expected to concentrate in a neighborhood of the true sampling distribution $r$. Whether and under what conditions this indeed happens is a subject of Bayesian nonparametric consistency investigations. Surveys of the subject include [7, 9, 25, 23, 24, 26].

More formally, as in [7], consistency of a sequence of posteriors with respect to a metric $d$ can be defined as follows: The sequence $\{\pi(\cdot | X^n), n \geq 1\}$ is said to be $d$-consistent at $r$, if there exists a $\Omega_0 \subset \mathbb{R}^\infty$ with $r(\Omega_0) = 1$ such that for $\omega \in \Omega_0$, for every neighborhood $U$ of $r$, $\pi(U | X^n) \to 1$ as $n$ goes to infinity. If a posterior is $d$-consistent for any $r \in \Phi$ then it is said to be $d$-consistent. There, two modes of convergence are usually considered: convergence in probability and almost sure convergence and $d$ is usually either Hellinger distance or a metric which metricizes weak topology.

Freedman’s [5] classic theorem on Bayesian nonparametric consistency for $X$ taking on values from a finite set was in [1], [2], and independently in [6] proved by means of a Bayesian Sanov Theorem (BST). In [11] the consistency was via BST established for a countable set of densities. BST (a.k.a. Sanov Theorem for Sampling Distributions) is Bayesian counterpart of Sanov Theorem for Empirical Measures [21], [3]. The latter is a basic result of Large Deviations (LD) theory [4]. LD theory is a sub-field of probability theory where, informally, the typical concern is about the asymptotic behavior, on a logarithmic scale, of the probability of a given event. To promote and extend the Bayesian large deviations approach, we study Bayesian nonparametric consistency for a basic non-iid setting, where data are drawn according to multicolor Pólya urn scheme. We demonstrate that data sampling distributions from the set $\Phi$ asymptotically a posteriori concentrate on the Pólya $L$-projection(s) of the true sampling distribution $r$ on $\Phi$. The statement holds also under misspecification (i.e., when $r \notin \Phi$).

In [13] BST [11] was used to provide a probabilistic interpretation and justification of the Empirical Likelihood (EL) method. Based on the Pólya BST pre-
resented in this paper we extend EL and Maximum Non-parametric Likelihood methods to the Pólya sampling case.

The paper is organized as follows. First, Pólya urn sampling is briefly described. Next, the urn is embedded into a Bayesian setting. The Pólya L-divergence, which governs the exponential decay of posterior probability, is introduced next and then a Bayesian Sanov Theorem for Pólya Sampling is stated and proved. It directly implies Bayesian nonparametric consistency. Next, the consistency result is used to provide an extension of Maximum Non-parametric Likelihood and Empirical Likelihood methods to the Pólya sampling case. Finally, using the Bayesian large deviations approach, we provide a couple of insights into Bayesian consistency.

2 Multicolor Pólya Urn Sampling

Consider an urn containing \( \alpha_i > 0 \) balls of colors \( i \), \( i = 1, 2, \ldots, m \); and let \( m \) be finite. There is a total number \( N \triangleq \sum_{i=1}^{m} \alpha_i \) of balls in the urn and when it is necessary to stress it, the urn will be called an N-urn. We identify the set of possible colors with support \( \mathcal{X} \) of a random variable \( X \). A single ball is drawn from the urn, recorded and then returned together with \( c \in \mathbb{Z} \) balls of the same color. Assuming \( -nc \leq \min(\alpha_1, \alpha_2, \ldots, \alpha_m) \), the drawing is repeated \( n \) times. This sampling is known as the multicolor Pólya Eggenberger (PE) urn scheme; c.f. [8], [22], [15]. Prominent special cases of the PE scheme are: iid sampling (\( c = 0 \)), sampling without replacement (\( c = -1 \)), and the case of \( c = 1 \).

Given the PE scheme, the probability \( \pi(X^n = x^n|q^N; c) \) that a sequence \( x^n \) of \( n \) balls will be drawn from initial configuration \( q^N \) of \( N \) balls is (c.f. [22], [15]):

\[
\pi(X^n = x^n|q^N; c) \triangleq \frac{\prod_{i=1}^{m} \alpha_i(\alpha_i + c) \cdots (\alpha_i + (n_i - 1)c)}{N(N + c) \cdots (N + (n - 1)c)},
\]

where vector \( q^N \) consists of \( q_i^N \triangleq \frac{\alpha_i}{N} \), and \( n_i \) is the number of occurrences of the \( i \)-th outcome from \( \mathcal{X} \) in the sample \( x^n \), \( i = 1, 2, \ldots, m \).

3 Bayesian Embedding

Let \( \mathcal{P}(\mathcal{X}) \) be set of all probability mass functions with the support \( \mathcal{X} \). Let \( \Phi \subseteq \mathcal{P}(\mathcal{X}) \) and let \( \Phi_N \) denote the support of prior distribution \( \pi(q^N) \) of initial configurations \( q^N \) of N-urn. Let \( r^N \) be the true initial configuration of N-urn where \( r^N \) is not necessarily in \( \Phi_N \). From \( r^N \) a sequence \( x^n \) is drawn according to the Pólya sampling scheme, that we characterize by the parameter \( c \). Consequently, under this framework the bayesian arrives at the posterior probability distribution \( \pi(q^N|X^n = x^n; c) \) of initial configurations of the N-urn.

4 Pólya L-divergence

The Pólya L-divergence \( L_B^c(q||p) \) of the probability mass function (pmf) \( q \in \mathcal{P}(\mathcal{X}) \) with respect to pmf \( p \in \mathcal{P}(\mathcal{X}) \) is

\[
L_B^c(q||p) \triangleq -\sum_{i=1}^{m} p_i \log(q_i + \beta cp_i) + \frac{1}{\beta c} \sum_{i=1}^{m} q_i \log \frac{q_i}{q_i + \beta cp_i}.
\]

By the continuity argument \( L_B^0(q||p) \triangleq -\sum_{i=1}^{m} p_i \log q_i - 1 \). More concisely, \( L_B^0(q||p) = L(q + \beta cp||p) + \frac{1}{\beta c}I(q||q + \beta cp) \), where using standard conventions \( I(\cdot|\cdot|) \) is the I-divergence \( I(a||b) \triangleq \sum a_i \log \frac{a_i}{b_i} \) [3] and \( L(\cdot||\cdot) \) is the L-divergence \( L(b||a) \triangleq -\sum a_i \log b_i \) [10], [11]. Though base of the logarithm is immaterial, the natural logarithm will be used.

The Pólya \( L_B^c \)-projection \( \hat{q} \) of \( p \) on \( \mathcal{A} \subseteq \mathcal{P}(\mathcal{X}) \) is \( \hat{q} \triangleq \arg\inf_{q \in \mathcal{A}} L_B^c(q||p) \). The value of \( L_B^c \)-divergence at an \( L_B^c \)-projection of \( p \) on \( \mathcal{A} \) is denoted by \( L_B^c(\mathcal{A}||p) \). Hereafter it is assumed finite.

5 Bayesian Sanov Theorem for Pólya Sampling

Sanov Theorem for Empirical Measures [21] is well-known; reader is directed to [4], [3]. Initiated by [18], the Sanov Theorem for Pólya Sampling was recently proven in [12]. The Bayesian counterpart of Sanov Theorem was to the best of our knowledge first studied in [1] and [2] and independently in [6]. Our proof of Bayesian Sanov Theorem (BST) for Pólya Sampling is based on [11], and also utilizes tools from [12].
Asymptotic investigations of posterior consistency will be carried on under the following assumptions: 1) n and N go to infinity in such a way that \( \beta(n) \rightarrow \beta \in (0, 1) \) as \( n \rightarrow \infty \), 2), \( r^N \) converges in the total variation metrics to \( r \in \mathcal{P}(\mathcal{X}) \) as \( n \rightarrow \infty \).

Topological qualifiers are meant in topology induced on the \( m \)-dimensional simplex by the usual topology on \( \mathbb{R}^m \).

**Bayesian Sanov Theorem for Pólya Sampling.** Let \( \mathcal{A} \subset \Phi \) be an open set. Let \( \beta(n) \rightarrow \beta \in (0, 1) \), \( r^N \rightarrow r \) as \( n \rightarrow \infty \). Then, for \( n \rightarrow \infty \),

\[
\frac{1}{n} \log \pi(q_N^N \in \mathcal{A}|x^n; c) = - \left\{ L_{\beta}^c(\mathcal{A}||r) - L_{\beta}^c(\Phi||r) \right\}
\]

with probability one.

**Proof.** The proof will be constructed separately for \( c > 0, c < 0, c = 0 \).

For \( c \neq 0 \) and \( \frac{Nq}{c} \notin (\mathbb{Z}^-)^m \), formula (1) can equivalently be expressed as [15]:

\[
\pi(x^n|q_N^N; c) = \frac{\Gamma:\left(\frac{Nq}{c} + n\right)}{\Gamma:\left(\frac{Nq}{c}\right) \prod_{i=1}^{m} \Gamma:\left(\frac{Nq_i}{c} + n_i\right)} \cdot (2)
\]

where \( \Gamma(\cdot) \) is the Gamma function.

The following bounds [16] on the Gamma function \( \Gamma(\cdot) \) are imposed:

\[
(b - 1) \log b - (a - 1) \log a > (b - a) < \log b - \log a - (b - a), \quad (3)
\]

which is valid for \( 0 < a < b \).

Let \( c > 0 \) and note that the other restrictions under which (1) and (2) are equivalent are not active, since \( -nc = \min\{\alpha_1, \alpha_2, \ldots, \alpha_m\} \). We use the bounds in (3) to get the upper bound \( U_n \) of the probability \( \pi(q_N^N \in \mathcal{A}|x^n; c) \):

\[
U_n = \frac{\sum_{q_N^N \in \mathcal{A}} \pi(q_N^N) \prod_{i=1}^{m} e^{n(q_N^N, \ldots, \tilde{q}_n^N)}}{\sum_{q_N^N \in \mathcal{A}} \pi(q_N^N) \prod_{i=1}^{m} e^{n(q_N^N, \ldots, \tilde{q}_n^N)}}
\]

and the lower bound \( L_n \) similarly (to get \( L_n \) just replace \( 1/2n \) with \( 1/n \) in \( U_n \)). There,

\[
l(q_N^N, \alpha) = -\left( \frac{q_N^N}{\beta(n)c} - \alpha \right) \log \left( \frac{q_N^N}{\beta(n)c} \right) + \left( \frac{q_N^N}{\beta(n)c} + v^n - \alpha \right) \log \left( \frac{q_N^N}{\beta(n)c} + v^n \right),
\]

\( \alpha \in \{\frac{1}{2}, \frac{1}{2} \} \) and \( v^n \) is the empirical measure induced by the sample \( x^n \).

Next, we use the simple bounds of [11] to develop the upper upper bound \( U_n \) by \( U_n \) and lower bound \( L_n \) by \( L_n \), as follows:

\[
U_n = \frac{\prod_{i=1}^{m} e^{n(q_N^N, \ldots, \tilde{q}_n^N, \frac{1}{2})}}{\pi(q_N^N) \prod_{i=1}^{m} e^{n(q_N^N, \Phi, \frac{1}{2})}},
\]

\[
L_n = \frac{\prod_{i=1}^{m} e^{n(q_N^N, \ldots, \tilde{q}_n^N, \frac{1}{2})}}{\pi(q_N^N) \prod_{i=1}^{m} e^{n(q_N^N, \Phi, \frac{1}{2})}}
\]

where

\[
q_N^N(\mathcal{A}, \alpha) = \arg \sup_{q_N^N \in \mathcal{A}} \sum_{i=1}^{m} l(q_N^N, \alpha),
\]

\[
q_N^N(\mathcal{A}, \alpha) = \arg \sup_{q_N^N \in \mathcal{A}} \left( \sum_{i=1}^{m} l(q_N^N, \alpha) - \frac{\log \pi(q_N^N)}{n} \right).
\]

By the Strong Law of Large Numbers for Pólya Sampling (which follows from [12], Thm. 2 and Borel Cantelli Lemma), \( v^n \rightarrow r \), almost surely, as \( n \rightarrow \infty \). The Pólya L-divergence is continuous in \( q \) and \( \mathcal{A} \) is open, by assumption. Thus, \( \frac{1}{n} \log U_n \) converges, with probability one, to \( -\left\{ L_{\beta}^c(\mathcal{A}||r) - L_{\beta}^c(\Phi||r) \right\} \), as \( n \rightarrow \infty \). This is the same as the ‘point’ of almost sure convergence of \( \frac{1}{n} \log L_n \) and the Theorem for \( c > 0 \) is thus proven.

For \( c \neq 0 \) and \( (1 - \frac{Nq}{c}) \notin (\mathbb{Z}^-)^m \), \( (1 - \frac{Nq}{c}) \notin \mathbb{Z}^- \), the formula (1) can equivalently be expressed as (cf. [12]):

\[
\pi(x^n|q_N^N; c) = \frac{\Gamma:\left(1 - \frac{Nq}{c} - n\right)}{\Gamma:\left(1 - \frac{Nq}{c}\right) \prod_{i=1}^{m} \Gamma:\left(1 - \frac{Nq_i}{c} - n_i\right)}
\]

(4)

Let \( c < 0 \). Note that the other restrictions under which (1) and (4) are equivalent are not active, since \( -nc = \min\{\alpha_1, \alpha_2, \ldots, \alpha_m\} \). The proof then can be constructed along the same lines as for \( c > 0 \). At the final stage one arrives at an expression of the form

\[
\sum_{i=1}^{m} \left\{ \frac{-w}{Nq - r_i} \log \left( \frac{-w}{Nq - r_i} \right) - \left( \frac{-w}{Nq - r_i} \right) \log \left( \frac{-w}{Nq - r_i} \right) \right\}
\]

which, after little algebra, can be seen to be the Pólya L-divergence.

The case of \( c = 0 \) (i.e., \( iid \) urn) has already been studied in [11]. The exponential decay rate function is \( L(\mathcal{A}||r) - L(\Phi||r) \), which is the same as \( L_{\beta}^c(\mathcal{A}||r) - L_{\beta}^c(\Phi||r) \), implied by the continuity of the Pólya L-divergence \( L_{\beta}^c(\cdot||\cdot) \).
6 Bayesian Nonparametric Consistency for Pólya Sampling

Bayesian nonparametric consistency for Pólya sampling is just a corollary of the above Pólya BST.

To see this let for $\varepsilon > 0$, $\mathcal{E}_P^C(\Phi) \triangleq \{ q : L^*_\beta(q||r) - L^*_\beta(\Phi||r) > \varepsilon, q \in \Phi \}$.

**Corollary.** Let there be a finite number of Pólya $L$-projections of $r$ on $\Phi$. As $n \to \infty$, $\pi(q \in \mathcal{E}_P^C(\Phi)|x^n;c) \to 0$, with probability one.

Standard Bayesian consistency (i.e., under correct specification; $r \in \Phi$) follows as a special case of the Corollary.

Informally, the posterior probability concentrates on the Pólya $L$-projections of $r$ on $\Phi$. Observe that the Pólya $L$-projection of $r$ on $\Phi$ is an asymptotic instance of the sampling distribution with the supremal (over $\Phi$) value of the posterior probability; hence it is asymptotic form of the Maximum A-posteriori Probable sampling distribution.

7 MNPL and EL in Pólya case

Consider the problem of selecting an initial Pólya urn composition $q^N$ from a set $\Phi$ of such compositions, when there is a sample $x^n$ (or empirical pmf $v^n$ which the sample induces) drawn from the true urn $r^N$, according to PE sampling scheme with parameter $c$. Pólya BST dictates that we select in the asymptotic case ($n \to \infty$, $v^n \to r$, $\beta(n) \to \beta$) $L^*_\beta$-projection of $r$ on $\Phi$.

Most commonly, $\Phi$ is formed by moment constraints that define a linear family of distributions $\mathcal{L}(u) \triangleq \{ q : \sum_{j=0}^{J} q_j(u_j(x_i) - a_j) = 0, j = 0, 1, 2, \ldots, J \}$, where $u_j$ is a real-valued function on $\mathcal{X}$, $u_0 = 1 \in \mathbb{R}^m$, $a \in \mathbb{R}^{j+1}$, $a_0 = 1$. The Pólya $L$-projection which Pólya BST selects in this case has the form

$$\hat{q}_i(\beta,c,\lambda) = \frac{\beta c r_i}{\beta c \sum_{j=0}^{J} a_j(u_j(x_i) - a_j) - 1},$$

where $\lambda \in \mathbb{R}^{j+1}$ are Lagrange multipliers.

If the choice is to be made among all possible $q^N$ for a fixed, sufficiently large $N$, then by Pólya BST, we should select the Pólya $L$-projection $\hat{q}(\beta,c,\lambda)$ of $r$ on $\mathcal{L}(\mathcal{X})$, which in this case is just $r$, regardless of $c$ and $\beta$.

For $n, N$ not sufficiently large, there are two possibilities. It is possible either to select the initial configuration with highest value of the posterior probability

$$\pi(q^N|v^n;c)$$

or the Pólya $L$-projection of $v^n$ on $\Phi^N$. As $n \to \infty$, the two methods select the same configuration(s). Observe that when $c = 0$, the latter method selects configuration(s) with the highest value of non-parametric likelihood $\sum_{i=1}^{m} v^n_i \log q_i$. Pólya BST thus extends Maximum Non-parametric Likelihood (MNPL) method into the Pólya sampling: Pólya MNPL selects the urn configuration(s) with the highest value of negative of $L^*_\beta(q||v^n)$.

In the case of iid sampling it was observed (cf. [13]) that the Bayesian Sanov Theorem [11] provides a probabilistic Bayesian interpretation and justification of Empirical Likelihood method [19], [17] in the parameter estimation context [20]. EL, viewed as estimation method, double-maximizes the non-parametric likelihood criterial function subject to parametrized constraints [20], [19], [17]. The above discussion thus directly shows how to extend EL into the Pólya sampling framework: the negative of Pólya $L$-divergence has to be double-maximized subject to parametric constraints.

8 Summary

The main advantage of Bayesian Sanov Theorem (BST) approach to Bayesian nonparametric consistency over the traditional one lays not that much on the technical side as on the conceptual one. BST identifies the rate function governing exponential decay of the posterior measure, and this in turn identifies ‘points’ of concentration of the posterior as those distributions which minimize the rate function. In the case of i.i.d. sampling the posterior concentration ‘points’ identified by BST are those distributions $\hat{q}$ which in the feasible set $\Phi$ maximize $\int r \log \hat{q}$. If $\Phi$ is the set of all distributions (with the same support), then $\hat{q}$ is unique and equal $r$. Traditional approaches to Bayesian nonparametric consistency do not see the concentration point (i.e., $r$, under correct specification) as a solution of the optimization problem.

BST also shows that the ‘points’ of asymptotic concentration of posterior probability are asymptotic instances of a posteriori most probable (MAP) sampling distributions. This fact implies that the mean posterior sampling distribution (i.e., the predictive distribution)
is, in general, not the point of convergence under mis-specification.

In this paper we have used under the Pólya sampling scheme the Bayesian Sanov Theorem (BST) to identify sampling distributions, on which the posterior probability asymptotically concentrates. This way, Bayesian nonparametric consistency for Pólya sampling was established both under correct specification of model as well as under misspecification.

In [13] it was pointed out that the non-parametric likelihood criterion, as well as methods that are based on its maximization (i.e., Maximum Non-parametric Likelihood (MNPL) and Empirical Likelihood (EL) methods) are limited to independent sampling. The point was made on the grounds of a Bayesian large deviations interpretation of the methods. On the same ground the Pólya extension of BST implies that under Pólya sampling it is the Pólya non-parametric likelihood function (i.e., negative of the Pólya L-divergence) that has to be maximized.
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